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A NOTE ON A CHARACTERIZATION OF THE
EXPONENTIAL DISTRIBUTION BASED ON A
TYPE II CENSORED SAMPLE

By JiaN-LuN XU AND GRACE L. Yang!

National Cancer Institute and University of Maryland

Let Xy < X, < - <X, be the order statistics of a random sam-
ple of n lifetimes. The total-time-on-test statistic at X;, is defined by
S, , =Zin —j+ X, — X,-1), 1 <i<n. A type II censored sam-
ple is composed of the r smallest observations and the remaining n — r
lifetimes which are known only to be at least as large as X|,,. Dufour
conjectured that if the vector of proportions (S; /S, ,,..., 8,1/, )
has the distribution of the order statistics of » — 1 uniform(0, 1) random
variables, then X; has an exponential distribution. Leslie and van Eeden
proved the conjecture provided n — r is no larger than (1/3)n — 1. It is
shown in this note that the conjecture is true in general for n > r > 5. If
the random variable under consideration has either NBU or NWU distri-
bution, then it is true for n > r > 2, n > 8. The lower bounds obtained
here do not depend on the sample size.

1. Introduction. Let X;, < X, < - < X, be the order statistics of n
independent, identically distributed (iid), nonnegative random variables
X,,...,X,. Let r be an integer satisfying 2 <r <n, n > 3. Set X, =0.
Define

i
Si,n= Z(n _j+1)(X(j)_X(j_1)), i=1,...,n,
(1) j=1

Wr,n = (Sl,n/Sr,n’S2,n/Sr,n""’Sr—l,n/Sr,n)'

A conjecture stated by Dufour (1982) is that if W, , is distributed as the
random vector U (r — 1) = (U, ..., U,_1), where Uyy < Uy < - <,y
are the order statistics of » — 1 iid random variables with a uniform distribu-
tion on the interval (0,1), then X, has an exponential distribution. This
result, if true, will characterize the exponential distribution.

The characterization problem for the complete sample, that is, when r = n,
has been studied by Seshadri, Csérgé and Stephens (1969) and Dufour, Maag
and van Eeden (1984). Dufour’s conjecture has been partially proved by Leslie
and van Eeden (1993), who showed that the conjecture is true for r > (2/3)n
+ 1, but the case r < (2/3)n + 1 has not been determined. The principal
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application of the number r is in type II sampling of lifetimes. In that setting,
n brand-new items are put on test and the experiment is terminated upon
observation of a predetermined number r of complete lifetimes, and S, , is
the observed total time on test.

It is shown in Section 2 that the conjecture is true when r > 5. Here the
lower bound is independent of the sample size n, whereas in Leslie and van
Eeden (1993) the lower bound increases with n. The cases r = 2, 3 and 4 are
still not determined. It is known, however, that for r = 2 = n the conjecture
is false [see Menon and Seshadri (1975) ]. Thus we assume n > 3. If, however,
the distribution of X, is restricted to either the class of “new better than
used” (NBU) or “new worse than used” (NWU) distributions, then Dufour’s
conjecture is true when r > 2.

2. Characterization. Following Leslie and van Eeden (1993), we use
Z, ~Z, to denote that the random vectors Z, and Z, have the same
distribution. Let F(x) = P(X, < x) be the cumulative distribution function
(cdf) of X,. Let F(x) =1 — F(x), 0 <x <, and F!(u) = inflx: F(x) > u},
for 0 <u < 1.

The following lemma is used in the proof of Theorem 1.

Write R =n —r + 1. Let Z be a random variable that is independent of
the sample {X,,..., X,} and has the same distribution as min{X,,..., Xz}
Denote by Gy the cdf of Z.

LEMMA 1. Let r and n be fixed. For every j satisfying 2 <j<r <n,

W, ~ U.(r — 1) implies that

r

wi=1 _
@ P(X,>s,Z,i=1,...,j— 1) =/0 i]:IIF(siz)dGR(z)
=R/(R+s;+ - +s;_,),

for 0<s;<1,1<i<j-1

ProorF. We prove the result by induction on j. The case j = 2 is Lemma
3.7 of Leslie and van Eeden (1993) for j = 2. For j = 3, it is convenient to
write P(X; <s;Z,1<i<j—1)as L; ((s,,...,8;_1). Integrating out ¢;_, in
Lemma 3.7 of Leslie and van Eeden (1993) yields a recurrence formula:

1 81 Sj_g
(3) Lj—l(sl""’sj—l)=Lj—2(sl""’sj—2)_ Lj—2 ey )
aj_l aj_l aj_l

where a; ; = 1+ (s;_;/R) and L, is set equal to 1. Suppose that (2) holds
for j = k. To show it holds for j =k + 1, we let A;(¢) = {X; < tZ} and let
A(2) be its complement. Then

k- k-1
(€Y P( ﬁAf(si))=P( ﬂlAi(si)) — P(A,(s,) +P( U Ai(si)Ak(sk))'
i=1 i=1

i=1
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Writing out the last term on the right-hand side of (4) using the inclusion—
exclusion formula, we obtain, in terms of the notation L;, that

k-1 k-1
P(.l_JlAi(si)Ak(sk)) = ‘_21L2(si’sk) - ;Ls(si’sl’sk)

(5) + Z L4(Si’slosm’sk)_'“

i<l<m
k
+(_1) Lk(sl,...,sk).

Applying (3) to each L-term in (5) reduces the number of A-events in the
intersections by 1. For instance,

Ly(5;,8;,8,) = P{Ai(si)Al(sl)Ak(sk)}
1 s;

I s o P Al )

= P{A;(s;)A(s)} PA~( )A,( )

and event A,(s,) is eliminated. Applying the inclusion—exclusion formula to
this new expression for the right-hand side of (5), we conclude immediately
that

k-1 E—1 1 -1 s,
P( Ai(si)Ak(sk)) =P( U Ai(si)) - a—P( U Ai(—)).
! i=1 Eoo\i=1

i= T
Substituting this into (4) and using the induction hypothesis yield that

k 1 k-1 s
P(jglAﬁ(sj)) - P(4i(5,)) - a[l —P(iDIAf(a—;)”

R
T R4s;+ o ts,

THEOREM 1. Suppose that n > r > 5. Then X, has an exponential distri-
bution if and only if W, , ~ U.(r — 1).

Proor. If X, is exponentially distributed, it is trivially true that W, , ~
U.(r — 1). We prove the converse. Applying (2), it is easy to see that

(6) fooo[ﬁ(slx)ﬁ(s2x) — F(sx)]” dGg(x) =0,

for all0 <'s,s;,s, < 1 provided s =s; + s,. Set s = 1in (6). Introduce a new
cdf, H(x) =1 — F(s;x)F((1 — s,)x). As shown by Leslie and van Eeden
(1993), W, , ~ U.(r — 1) implies that F is continuous, and hence H is
continuous. By the change of variable u = F(x) and using the fact Gg(x) =
1 — [F(x)]®, (6) becomes

(7) RfOI[H(F‘l(u)) —u]’ 1 - w)® du =o.

Therefore, H(F~'(u)) = u almost everywhere with respect to Lebesgue mea-
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sure on (0, 1). Since F and H are continuous cdf’s, we conclude that H = F,
that is,

(8) F(s;2)F((1 - s,)x) = F(x),

for all 0 < s; <1 and x € [0,%). A more general treatment of an equation
similar to (7) may be found in the lemma in Lin [(1990), Section 2]. Setting
s; =t,/(t; +ty) and x = ¢, + ¢,, equation (8) becomes the usual form,

F(t)F(ty) = F(t, +t,),
for 0 < ¢4, t; < . Therefore F is exponential. This proves the theorem. O

REMARK. Theorem 1 may be stated alternatively as follows. If n > 5, X,
has an exponential distribution if and only if W;, ~ U,,(4). The general case
is an easy consequence of this. This statement would emphasize the fact that
the sample size n = 5 would be large enough to characterize the exponential-
ity of the sample.

A distribution function F of a nonnegative random variable X is said to be
new better than used (NBU) if

F(x+y) <F(x)F(y) forall x>0,y >0.
It is said to be new worse than used (NWU) if the inequality is reversed.

THEOREM 2. Suppose that the cdf F of X, is either NBU or NWU and that
{F Y (u):0 <u<1)=(0,0). Let r for 2 <r <n,n > 3, be fixed. Then X, is
exponentially distributed if and only if W, , ~ U(r — D).

PROOF. Similar to Theorem 1, it suffices to show that W, , ~ U (r — 1)
implies that X, is exponentially distributed. By Lemma 3.5 of Leslie and van
Eeden (1993), W, , ~ U.(r — 1) implies that W,_, ,_, ~ U (r — & — 1) for
any 0 < k < r — 2. Thus it suffices to show that the theorem holds for r = 2.
In this case, S, , /S, , has the uniform distribution, U(0, 1). Let G*(2) = 1 —
F"~1(2). Applying Lemma 3.7 of Leslie and van Eeden (1993), we obtain

®) [Fseydo(z) =
0 n—1+s
where 0 < s < 1. On the other hand, it is always true that
w__g . n—-1
(10) fOF (2) dG*(2) = —5——-

If F is NBU, then F'/*(z) < F(z/k) for every positive integer £ and all
z € [0,). Setting s = 1/k in both (9) and (10) and subtracting (10) from
(9), we obtain
ol (2 —
j [F(—) —Fl/"(z)]dG*(z)
0 k

_(F 1 (w)
F( A

=(n—1)f01

= 0.

) - Fl/k(F‘l(u))}(l —u)" *du
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Since F(F '(uw)/k) — FV*(F~Y(u) = 0, F(F Yu)/k) = FV*F~Yw)) al-
most everywhere with respect to Lebesgue measure on (0,1) and for all
positive integers k > 1; that is, F/*(z) = F(z/k) for all z € [0, ) and for
all integers £ > 1. The result follows immediately from that of Desu (1971).

The same proof applies to an F which is NWU; we only need to reverse the
subtraction, that is, to subtract (9) from (10). O

REMARK. The result of Ahsanullah (1977) could be applied to prove Theo-
rem 2. However, there seems to be a gap in his proof; namely, it does not
follow directly from his equation (2.5) that F is an exponential distribution.
Equation (2.5) only implies that the solution

F(x) = exp(—xkClogxD)

where C(-) is an arbitrary periodic function with period 1. See Azlarov and
Volodin [(1986), Lemma 8.1].
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