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THE LUKACS–OLKIN–RUBIN CHARACTERIZATION
OF WISHART DISTRIBUTIONS

ON SYMMETRIC CONES

BY M. CASALIS AND G. LETAC

Universite Paul Sabatier´
We characterize the Wishart distributions on a symmetric cone C. If
Ž .C s 0, q` , this has been done by Lukacs in 1955. If C is the cone of

positive definite symmetric matrices, this has been done by Olkin and
Rubin in 1962. We both shorten and extend the Olkin]Rubin proof
Ž . Ž .sometimes obscure by using three modern ideas: i try to avoid artificial

Ž .coordinates in differential geometry; ii the variance function of a natural
Ž .exponential family F characterizes F; iii symmetric matrices are a

particular example of a Euclidean simple Jordan algebra.

1. Introduction. The last decade of this century does not seem to be
fond of characterizations of distributions in statistics: too many trivial theo-
rems about the characterizations of the uniform or exponential laws have
appeared in the literature, and even elegant theorems are in disrepute
because they have not yet proved useful in applied statistics. However, they
give insight into the laws of nature and they may reveal quite beautiful
mathematics.

Ž .One of these elegant theorems is due to Lukacs 1955 . We state it as
follows.

THEOREM 1.1. Let s ) 0 and p ) 0. The gamma distribution on R with
scale parameter s and shape parameter p is

y1y1 py1 yp1.1 g dx s exp yxs x s G p | x dx .Ž . Ž . Ž . Ž . Ž .Ž .p , s Ž0 , q`.

Let U and V be two independent non-Dirac and nonnegative random variables
Ž .such that U q V is a.s. positive, and define Z s Ur U q V . Then U q V and

Z are independent if and only if there exists s ) 0, p ) 0 and q ) 0 such that
Ž . Ž .LL U s g and LL V s g .p, s q, s

We shall give a proof of Theorem 1.1 in Section 2: intrinsically, it is the
Lukacs proof, but here Laplace transforms replace characteristic functions;
an essential idea to permit the use of natural exponential families.

Ž .Theorem 1.1 has been nicely generalized by Olkin and Rubin 1962 . We
shall state their result in Theorem 1.2 in a slightly different but more general
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form. Their paper suffers from several obscurities, and we comment on them
in Section 7.

Let us first introduce some notation, including the Wishart distributions
on symmetric matrices. For the sake of convenience and future generaliza-
tions, we change the traditional notation for Wishart distributions slightly
w Ž . Ž .xas described in e.g., Muirhead 1982 and Seber 1984 , just as it is easier to
work with gamma distributions instead of x 2 if we do not have practical
purposes.

Ž .For a fixed integer r G 1, M > E > E > E denote, respectively, the r, rq q
real matrices, the symmetric matrices, the positive matrices and the positive
definite matrices. If s is in E and if p belongs to the setq

1 r y 1 r y 1
1.2 , 1, . . . , j , q` ,Ž . ½ 5 ž /2 2 2

then the Wishart distribution g on E with scale parameter s and shapep, s q
parameter p is defined by its Laplace transform as follows: for u in E ,q

yp
1.3 exp yTrace u x g dx s det I q us ,Ž . Ž . Ž . Ž .Ž .H p , s r

Eq

w Ž .where I is the identity matrix. For explanations about the gaps of 1.2r
Ž . Ž . xconsult Gindikin 1975 ; a self contained proof is in Casalis and Letac 1994 .

We are not going to give too many details here about g ; see thep, s

Ž . y1references above. Let us just recall that if LL U s g , then U exists a.s.p, s

Ž . y1 Ž .if p ) r y 1 r2, and U exists with probability 0 if p F r y 1 r2. Here is
w Ž .xnow our version of the Olkin]Rubin theorem Olkin and Rubin 1962 .

THEOREM 1.2. With the previous notation, let w: E ª M be a measurableq
Ž . Ž .tfunction such that, for all b in E , one has w b w b s b. Let U and V beq

two independent non-Dirac random variables of E such that U q V is in Eq q
almost surely, and define

y1y1 tZ s w U q V U w U q V .Ž . Ž .Ž . Ž .Ž .
Then we have equivalence between the following:

Ž .a U q V and Z are independent, U and V are not concentrated on the
Ž .same one-dimensional space and, for any orthogonal matrix G, LL Z s

Ž t .LL GZ G ;
Ž . Ž . Ž .b there exist s in E , p and q in 1.2 , such that p q q ) r y 1 r2, andq
Ž . Ž .LL U s g and LL V s g .p, s q, s

Olkin and Rubin seem to assume that U and V are in E . They do notq
Ž . Ž .prove b « a ; they call the proof straightforward: in this case one can

actually use the fact that U and V have densities; this enables us to compute
Ž .the joint density of Z, U q V . Details appear in a later paper by Olkin and

Ž .Rubin 1964 . If U and V are not necessarily invertible, this method is no
Ž . Ž .longer available, and we shall give a proof of b « a in Section 4 which uses



CHARACTERIZATION OF WISHART DISTRIBUTIONS 765

Ž . Ž .only the fact that LL U and LL V belong to natural exponential families
which are generated by measures on E which are quasi-invariant byq
transformations E ª E of the form u ¬ wu w t.

Ž . Ž .Anyway, the hard part is a « b . We became interested in Theorem 1.2
because of the fact that many properties of gamma and Wishart distributions
have recently been extended to Wishart distributions on symmetric cones
w Ž . Ž . Ž . Ž .Casalis 1990, 1991 , Letac 1994 Massam 1994 , Casalis and Letac 1994 ,

Ž . Ž .xMassam and Neher 1996 and Letac and Massam 1995 . See also Artzner
Ž .and Fourt 1974 . However, understanding the Olkin]Rubin proof of Theorem

w Ž .x1.2 appears to be a strenuous task we gave up after their identity 23 . In
fact, we have realized that considering their beautiful ideas before their

Ž .identity 17 , but using modern tools like:

Ž .i differentiation without coordinates,
Ž .ii variance functions of natural exponential families and
Ž .iii Euclidean simple Jordan algebras,

leads to a neater proof, ready for a generalization to a general symmetric
cone.

Ž . Ž .We are aware that concepts i and ii belong to the realm of statisticians,
Ž . Žand not iii per se although there are some timid appearances, in the

statistical literature, of Wishart distributions on Hermitian complex or
.quaternionic matrices . For this reason we organize this paper as follows:

Section 2 contains a reminder of the variance function of a natural exponen-
tial family, as well a proof of Theorem 1.1. Section 3 recalls the definitions
about Euclidean Jordan algebras, symmetric cones and Wishart distributions

Žon them, and states the extension of Theorem 1.2 in this context Theorems
. Ž . Ž .3.1 and 3.2 . Section 4 proves the b « a part of Theorem 1.2 by proving

Theorem 3.1. Sections 5 and 6 are really the heart of the paper and prove the
Ž . Ž .a « b part of Theorem 1.2 through Theorem 3.2. Things are explained in
such a way that the reader who is interested only in Theorem 1.2 and in
classical Wishart distributions can follow the proofs of Sections 4, 5 and 6.

Ž .The concluding Section 7 offers some comments on Olkin and Rubin 1962 .

2. The variance function of a natural exponential family. Since
Ž .coordinates are a special burden in Olkin and Rubin 1962 , we try to work

without them as much as possible.
Let E be a finite-dimensional real linear space, and let EU be its dual. We

let
² : Uu , x ¬ u , x , E = E ª RŽ .

U Ž .denote the canonical bilinear map on E = E. The set MM E is the set of
Ž .positive possibly unbounded measures m on E such that the following hold:

1. m is not concentrated on any affine hyperplane;
Ž . ² : Ž . Ž .2. if L u s H exp u , x m dx F q` is the Laplace transform of m, thenm E

Ž .the interior Q m of the convex set

u g EU ; L u - q`Ž .� 4m

is not empty.



M. CASALIS AND G. LETAC766

Ž . Ž . Ž . Ž .If m is in MM E and if u is in Q m , we write k u s log L u andm m

² :P u , m dx s exp u , x y k u m dx .Ž . Ž . Ž . Ž .Ž .m

Ž . � Ž . Ž .4The set F s F m s P u , m ; u g Q m is called the natural exponential
Ž . X Ž . Ž .family NEF generated by m. The differential k u of k : Q m ª R, evalu-m m

ated in u , is a linear form on EU, that is, an element of E, which is related to
Ž .P u , m by

2.1 kX u s xP u , m dx .Ž . Ž . Ž . Ž .Hm
E

It is a standard exercise to see that k is strictly convex and real analytic onm

Ž . X Ž . X Ž Ž ..Q m . Thus u ¬ k u is one-to-one. The set k Q m s M of the images ism m F
Ž . Ž . Xcalled, because of 2.1 , the domain of the means of the NEF F m . Since k ism

Ž .a bijection, let c denote its inverse function M ª Q m , and definem F

2.2 P m, F s P c m , m .Ž . Ž . Ž .Ž .m

Ž . Ž X. Ž . UIt is easily seen that if F m s F m , that is, if there exists u , c in E = R0
such that

X ² :m dx s exp u , x q c m dx ,Ž . Ž .Ž .0

Ž . Xthen neither M nor 2.2 change when replacing m by m .F
Finally, for m in M , we define the symmetric linear operatorF
Ž . U Ž .V m : E ª E as the covariance operator of the probability P m, F on E.F

Ž U . UDenoting by L E , E the space of the symmetric operators from E to E,S
the map
2.3 M ª L EU , E , m ¬ V mŽ . Ž . Ž .F S F

is called the variance function of the NEF F; it has the important property
that it characterizes F in the following sense: if F and FX are NEF’s on E
such that V and V X are equal on a nonvoid open set I contained inF F
M l M X , then F s FX. This fact is easily deduced from the following for-F F

Ž . Ž .mula: if F s F m , then, for all u in Q m ,

2.4 kY u s V kX u .Ž . Ž . Ž .Ž .m F m

Ž . YŽ . Ž U .Note that, in 2.4 , k u is in L E , E .m S
Of course, if U is a connected open set of E, not all analytic maps V from

Ž U .U to the set of positive definite elements of L E , E are such that thereS
exists a NEF F on E with U ; M and V s V on U. In particular, forF F

Ž .dim E ) 1, variance functions have to satisfy the symmetry condition 2.5 . It
is similar to the fact that a smooth vector field w: U ª EU is the differential

XŽ .of some function f : U ª R only if w m is symmetric, that is, belongs to
Ž U . Ž .L E, E . This symmetry condition 2.5 will be the crux of our proof ofS

w Ž .xTheorem 1.2 and Theorem 3.2 see after 6.18 .

PROPOSITION 2.1. Let F be a NEF on E. Then, for all m in M and for allF
a and b in EU, we have

2.5 V X m V m a b s V X m V m b a .Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .F F F F
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Ž . Ž .PROOF. From the definition of c : M ª Q m , 2.4 givesm F

kY c m s V m ,Ž . Ž .Ž .m m F

X Ž Ž ..which implies that, since k c m s m, for all h in E,m m

y1X2.6 c m h s V m h .Ž . Ž . Ž . Ž . Ž .Ž .m F

Ž .Differentiating 2.6 with respect to m gives, for all h and k in E,
y1 y1Y X2.7 c m h , k s y V m V m k V m h .Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .m F F F

From the symmetry property of Hessians, that is, from

c Y m h , k s c Y m k , h ,Ž . Ž . Ž . Ž .m m

Ž . Ž . Ž Ž ..y1Ž .we get that 2.7 is symmetric in h, k . Writing a s V m h andF
Ž Ž ..y1Ž . Ž .b s V m k now gives 2.5 . IF

To complete this presentation of NEF’s, let us define the Jorgensen set of a
Ž . Ž .m in MM E and of a NEF. For m in MM E , the Jorgensen set is

p
L m s p)0; ' m in MM E with Q m sQ m and L u sL u .Ž . Ž . Ž . Ž . Ž . Ž .Ž .½ 5p p m m p

Ž . Ž X. Ž . Ž X.It is trivial to check that if F s F m s F m , then L m s L m and
Ž . Ž X . Ž .F m s F m . Thus we are allowed to talk about the Jorgensen set L F ofp p

Ž . Ž .F and to write F s F m if p g L F .p p
Our best examples of NEF’s for the present paper are made with the

Ž .Wishart distributions on the space E of r, r real symmetric matrices. We
Ž .still denote by E the cone of positive definite matrices. Let us fix p in 1.2 ,q

Ž .with p / 0. Then one can find a m in MM E such thatp

F s F m s g ; s g E ,� 4Ž .p p p , s q

Ž .where g is defined by 1.3 . In this case M s E . To describe V it isp, s F q Fp

convenient to introduce the bilinear form on E,

a, b ¬ Trace ab .Ž . Ž .
Ž . Ž .Writing w b s Trace ab , then a ¬ w is an isomorphism between E anda a

EU. Identifying E and EU through it, the variance function of F is thep
Ž . Ž .element of L E, E s L E defined byS S

1
2.8 u ¬ mu m s V m u .Ž . Ž . Ž .Fpp

Ž .Details about this example can be found in Letac 1989 . Note that if r s 1,
Ž . Ž . 2M s 0, ` and V m s m rp. Note also that the Jorgensen set of F isF F 1

Ž .equal to 1.2 . We shall comment on this nontrivial fact, called Gindikin’s
theorem, in Sections 3 and 7.

Having done this, we now recall the proof of the necessary part of Theorem
1.1 in such a way that the concepts of NEF become apparent.
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Ž . wPROOF OF THEOREM 1.1 « First part . If the law m of a random variable
Ž .X, with values in a linear space E, happens to belong to MM E , we adopt the

Ž . Ž . xobvious notations L , k , Q X , . . . instead of L , k , Q m , . . . .X X m m

Ž . Ž . Ž .Note that U and V G 0 imply that Q U and Q V contain y`, 0 , and
Ž . Ž . Ž .that 0 F Z F 1 implies that Q Z s R. Observe that, for u , j in y`, 0 = R,

we have

2.9 E exp u U q V q j Z s exp k u q k u q k j .� 4Ž . Ž . Ž . Ž . Ž .Ž . Ž .U V Z

Ž . X Ž . Ž . 2 Ž .i Write c s k 0 s E Z . Applying  ru j to both sides of 2.9 and1 Z
Ž .setting j s 0 gives, since U q V Z s U,

kX L L s kX q kX c L L .Ž .U U V U V 1 U V

Writing x s k for simplicity, we getUq V

2.10 k s c x and k s 1 y c x ,Ž . Ž .U 1 V 1

Ž Ž ..that is, c and 1 y c are in the Jorgensen set of U q V, and LL U q V s1 1 c1
Ž . Ž Ž .. Ž .LL U , LL U q V s LL V .1yc1
Ž . Ž 2 . Y Ž . 2 4 2 2ii Write c s E Z s k 0 q c . Applying  ru j to both sides of2 Z 1

Ž . Ž .2 2 22.9 and letting j s 0 gives, since U q V Z s U ,

2 2Y X Y Xk q k L L s x q x c L L .Ž . Ž .Ž .Ž .U U U V 2 U V

Ž .Using 2.10 , we get, for u - 0,

c y c2
2 1 2Y X2.11 x u s x uŽ . Ž . Ž .Ž .

c y c2 1

Žc y c s 0 would imply that U and V both have Dirac distributions; our2 1
2 .hypothesis excludes this; the same remark holds for c y c s 0 .2 1

Ž . Ž 2 . Ž . Ž .Taking l s c y c r c y c and comparing 2.11 with 2.4 , we see2 1 2 1
Ž . Ž .that the variance function of the NEF F s F U q V is such that V m sF

m2rl for m ) 0, that is, U q V is gamma distributed with shape parameter
l. I

Ž .Of course, in the above proof, NEF’s are not really useful, since 2.11 can
Ž .be easily integrated. However, in higher dimensions, 2.11 is replaced by a

complicated system of differential equations and, as we shall see in Section 6,
NEF’s become an essential tool.

3. Wishart distributions on irreducible symmetric cones. We first
recall the essential definitions and facts about these objects and about the
Euclidean Jordan algebras.

ŽA Euclidean Jordan algebra is a Euclidean space E with scalar product
² :.denoted a, b equipped with a bilinear application

a, b ¬ a ? b , E = E ª EŽ .
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and a neutral element e in E such that, for all a, b, c in E, one has

i a ? b s b ? a,Ž .
ii a ? a ? a ? b s a ? a ? a ? b ,Ž . Ž . Ž . Ž .Ž .

3.1Ž .
² : ² :iii a, b ? c s a ? b , c ,Ž .

iv a ? e s a.Ž .
If E is the Cartesian product of two Euclidean Jordan algebras E and E1 2

with positive dimension, E is nonsimple. Otherwise, E is said to be simple.
Ž .There are essentially up to linear isomorphism only five kinds of Euclidean

simple Jordan algebras. If K denotes either the real numbers R, the complex
Ž .ones C, the quaternions H or the octonions O, write S K for the space ofr

Ž .r, r Hermitian matrices valued in K, endowed with the Euclidean structure
² : Ž .a, b s Trace ab and with the Jordan product

1a ? b s ab q ba ,Ž .2

Ž . Ž .where ab is the ordinary product of matrices. Then S R , r G 1, S C , r G 2,r r
Ž . Ž .S H , r G 2, and the exceptional S O gives the list of the four first kinds.r 3

The fifth kind is the Euclidean space R n, n G 3, with Jordan product

x , x , . . . , x ? y , y , . . . , yŽ . Ž .0 1 ny1 0 1 ny1

ny1

s x y , x y q y x , . . . , x y q y x .Ý i i 0 1 0 1 0 ny1 0 ny1ž /
is0

3.2Ž .

Ž .For our purposes E s S R is the most important example.r
Now, to each Euclidean simple Jordan algebra E, we attach the set of

Jordan squares

� 4E s x g E ; there exists a in E such that x s a ? a .q

Ž .Its interior is denoted E . If E s S R , E and E are the familiar cones ofq r q q
Ž .positive and positive definite symmetric matrices. For 3.2 , E is a closedq

cone of revolution. In general, E is a symmetric cone, that is, a convex coneq
which is as follows:
3.3Ž .

² : � 4i self dual, that is, E s x g E ; x , y ) 0 ; y g E R 0 ;Ž . � 4q q
ii homogeneous, that is, the group of linear automor-Ž .

phisms of E which preserve E acts transitively on E ;q q
iii salient, that is, E does not contain a line.Ž . q

Furthermore it is irreducible, in the sense that it is not the Cartesian
wproduct of two convex cones. One can prove see, e.g., Faraut and Koranyi

Ž . x1994 Theorem 3.3.1, p. 49 that an open convex cone is symmetric and
irreducible if and only if it is the E of some Euclidean simple Jordanq
algebra.

Ž .Given a Euclidean simple Jordan algebra E, we denote by G E the
Ž .subgroup of the linear group GL E of linear automorphisms which preserves

Ž .E , and we denote by G the connected component of G E containing theq
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Ž . Ž r . Ž .identity. Recall that if E s S R and GL R is the group of invertible r, rr
Ž .matrices, elements of G E are the maps g: E ª E such that there exists a

Ž r .in GL R with

3.4 g x s ax at .Ž . Ž .
Ž . Ž .If E is given by 3.2 , G E is made with two of the four connected compo-

Ž .nents of O 1, n y 1 .
Ž . Ž .We also write K s G l O E , where O E is the orthogonal group of E.

The elements k of K satisfy

3.5 k x ? y s kx ? kyŽ . Ž .
and are called Jordan automorphisms. In particular, ke s e and this equality
characterizes K,

� 43.6 K s g g G ; ge s e .Ž .
Ž .Now for x in E, one denotes by L x the linear operator on E y ¬ x ? y and

23.7 P x s 2 L x y L x ? x .Ž . Ž . Ž . Ž .
Ž . Ž . Ž .From 3.1 , L x and hence P x are symmetric.

Ž . Ž .The map P: E ¬ L E : x ¬ P x is called the quadratic representationS
of E. It satisfies the following properties:

Ž . Ž .1. P e s id , P x e s x ? x;E
Ž .2. P x is invertible if and only if x is invertible in E, that is, there exists

y1 Ž .y1 Ž y1 .y s x in E such that x ? y s e; then P x s P x ;
Ž . Ž .3. if x is in E , P x is positive definite and P x g G;q

4. for g in G, with transpose gU, and for x in E,

3.8 P gx s gP x gU .Ž . Ž . Ž .

This last equality is not obvious and relies on the following three facts:
UkP x k s P kx for all x , k in E = K from 3.5 ;Ž . Ž . Ž . Ž .

P P y x s P y P x P y for all x , y in E2 ;Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž . wand, for g in G, there exists y, k in E = K such that g s P y k seeq

Ž . xFaraut and Koranyi 1994 , Proposition 2.3.3, p. 33 and Theorem 3.5.1, p. 55 .
We now briefly introduce some useful decompositions in E. An element c of

E is said to be a primitive idempotent if c ? c s c / 0 and if c is not the sum
t q u of two nonnull idempotents t and u such that t ? u s 0. A complete

� 4system of primitive orthogonal idempotents is a set c , . . . , c such that1 r
r

3.9 c s e and c ? c s d c for 1 F i , j F k .Ž . Ý i i j i j i
is1

The size r of such a system is a constant called the rank of E. When E is
Ž .S R , this is the set of projection matrices on the r lines generated by ther

Ž .vectors of an orthogonal basis. Hence the rank is r. When E is given by 3.2 ,
1 1Ž . Ž .then r s 2 and c s 1, x , . . . , x , c s 1, yx , . . . , yx , with1 1 ny1 2 1 ny12 2

x 2 q ??? qx2 s 1.1 ny1
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Any element x of a Euclidean simple Jordan algebra can be written
x s Ýr l c in a suitable complete system of primitive orthogonal idempo-is1 i i
tents. The real numbers l , . . . , l are the eigenvalues of x, and this decom-1 r
position is called the spectral decomposition of x. One then defines the trace

Ž . r rof x by Trace x s Ý l and its determinant by det x s Ł l . When x isis1 i is1 i
y1 r y1invertible, clearly x s Ý l c and, E being the set of squares of E, xis1 i i q

belongs to E if and only if its eigenvalues are strictly positive. Its squareq
root is then defined by x1r2 s Ýr l1r2c and satisfies x1r2 ? x1r2 s x. Allis1 i i

Ž .these definitions are the usual ones in S R . For the cone of revolution,r
Ž . 2 2 2Trace x s 2 x , det x s x y x ??? yx .0 0 1 ny1

Ž .If c is a primitive idempotent of E, the only possible eigenvalues of L c
1 1Ž . Ž . Ž .are 0, , and 1. We denote by E c, 0 , E c, and E c, 1 the corresponding2 2

eigenspaces. The decomposition
1E s E c, 0 [ E c, [ E c, 1Ž . Ž .Ž .2

is called the Peirce decomposition of E with respect to c.
� 4 rNow, we fix a complete system of primitive orthogonal idempotents ci is1

Ž .and for any i, j we write

E s E c , 1 s Rc ,Ž .i i i i

1 1E s E c , l E c , if i / j.Ž . Ž .i j i j2 2

It can be proved that

3.10 E s EŽ . [ i j
iFj

w Ž . xsee Faraut and Koranyi 1994 Theorem 4.2.1, p. 68 . This is the Peirce
� 4 rdecomposition of E with respect to c . Moreover the dimension of Ei is1 i j

Ž .when i / j is a constant d, so that 3.10 yields the relation

dr r y 1Ž .
3.11 n s r qŽ .

2

between the dimension n of E, its rank r and the integer d. Any x of E can
r Ž .then be written x s Ý x c q Ý x with x in E . When E is S K , ifis1 i i i- j i j i j i j r

Ž . r te , . . . , e is an orthonormal basis of R , then E s R e e and E s1 r i i i i i j
Ž t t .K e e q e e for i - j and d is equal to dim K. For the cone of revolution,i j j i <R

E s R 1, x , . . . , x , E s R 1, yx , . . . , xŽ . Ž .11 1 ny1 22 1 ny1

with x 2 q ??? qx2 s 1,1 ny1

E s 0, y , . . . , y ; x y q ??? qx y s 0 and d s n y 2.� 4Ž .12 1 ny1 1 1 ny1 ny1

Ž .Let us conclude with the following remark: the bilinear map x, y ¬
Ž . Ž .Trace x ? y defines a scalar product satisfying 3.1 which is often chosen as

w Ž .canonical scalar product. Actually this is the only one satisfying 3.1 up to a
x Ž . Ž .factor. Observe then from 3.1 and 3.9 that, for x in E ,q

² y1:3.12 x , x s Trace e s r .Ž . Ž .
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We now define the Wishart distributions on E , where E is a Euclideanq
simple Jordan algebra with structural constants n, r and d as defined in
Ž .3.11 . Consider the set

d d d r y 1Ž .
3.13 L s 0, , d , . . . , r y 1 j , q`Ž . Ž .½ 5 ž /2 2 2

w Ž . Ž .xif E s S R , this is 1.2 . Let p be greater than 0. One can prove that therer
Ž .exists a m in MM E concentrated on E such that, for all u in E , one hasp q q

yp
3.14 exp yTrace u x m dx s det uŽ . Ž . Ž . Ž .Ž .H p

E

w Ž .if and only if p is in L Gindikin 1975 ; a self-contained proof is in Casalis
Ž .xand Letac 1994 .
Ž .If p ) d r y 1 r2, one has

Ž .py nrr
m dx s C p det x | x dx ,Ž . Ž . Ž . Ž .p Eq

Ž .where C p is a constant depending on p and on the structural constants
Ž .d, r, n of the Jordan algebra E. Here dx is the Lebesgue measure on E
with the normalization naturally induced by the Euclidean structure of E.

If p s dkr2 with k s 0, 1, . . . , r y 1, m is a singular measure concen-p
Ž . Xtrated on E R E . Observe from 3.14 that m is just the convolutionq q pqp

m )m X . Note also that m is a quasi-invariant measure for the group G: ifp p p
g g G and u g E, then

rrn3.15 det g u s det g det uŽ . Ž . Ž .Ž .
w Ž . x wsee Faraut and Koranyi 1994 , Proposition 3.4.3, p. 53 . Note that in

Ž .formula 3.15 , det g is taken in the ordinary sense, since g is a linear
Ž Ž ..transformation of E into itself, although det g u and det u are taken in the

x Ž . Ž .sense of E. From 3.14 and 3.15 we get that, for all p in L and all g in G,
we have

yp rrn3.16 g m s det g m ,Ž . Ž . Ž .p p

and this proves the quasi-invariance of m by g.p
Ž . Ž . Ž .rq1For instance, if E s S R and g is given by 3.4 , then det g s det ar

Ž . Ž .a classical exercise . If p ) r y 1 r2, then
Ž .py rq1 r2

m dx s C p det x | x dx ,Ž . Ž . Ž . Ž .p Eq

Ž .but if p F r y 1 r2, m is concentrated on the boundary of the cone E ofp q
positive symmetric matrices, it is not easy to get an explicit form of the

w Ž . Ž . Ž .measure see Uhlig 1994 for the case S R and Casalis 1990 for ther
xgeneral case .

For p in L and for s in E , we then define the Wishart distribution gq p, s

on E byq
ypy13.17 g dx s exp yTrace xs det s m dx .Ž . Ž . Ž . Ž . Ž .Ž .p , s p
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� 4The NEF F s g , s g E is characterized by its variance function de-p p, s q
fined on M s E byF q

1
V m s P m ,Ž . Ž .F p

w Ž .where P is the quadratic representation of E. Here again, as in 2.8 , E and
U U Ž .E are identified through the isomorphism E ª E : a ¬ w , where w b sa a

Ž . x Ž . Ž .Ž .Trace a ? b . Recall here that if E s S R , then P m u s mu m.r
We now come to the generalization of the Olkin]Rubin theorem to irre-

ducible symmetric cones. Let us point out an important fact. One of the clever
Ž .ideas of Olkin and Rubin 1962 is to find a right way to replace the ordinary

Ž .division in real numbers which defines Z s Ur U q V in the Lukacs theo-
rem. Although the product of symmetric matrices is not symmetric, they
observe that several substitutes are available. Since U q V is positive defi-
nite, one could write

' 'a U q V s U q V U q V ,Ž .
b U q V s T T t ,Ž .
c U q V s T tT ,Ž . 1 1

where T and T are unique lower-triangular matrices with positive diagonal.1
Then one can define possible Z as

y1r2 y1r2a Z s U q V U U q V ,Ž . Ž . Ž .
ty1 y1b Z s T U T ,Ž . Ž .

c Z stTy1UT .Ž . 1 1

Since an infinity of such algorithms are possible, we have restated Olkin
Ž .and Rubin with the form given in Theorem 1.2. However, from 3.4 , one can

Ž .observe that, actually, considering a map b ¬ w b from E to M, as we doq
in Theorem 1.2, and then considering maps

ty1 y1g b : u ¬ w b u w bŽ . Ž . Ž .Ž . Ž .Ž .
Ž .from E to itself is equivalent to considering a map b ¬ g b from E to G.q

For this reason, we coin the following definition

DEFINITION. Let E be a Euclidean simple Jordan algebra. A division
algorithm is a measurable map

E ª G , b ¬ g bŽ .q

Ž .Ž .such that g b b s e for all b in E .q

Ž . Ž y1r2 . Ž . � 4 rOn E, g b s P b corresponds to the above algorithm a . If c isi is1
a complete system of primitive orthogonal idempotents, one can define a

Ž . wtriangular subgroup T of G from the Peirce decomposition 3.10 see Faraut
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Ž . x Ž .and Koranyi 1994 , p. 110, 111 and Theorem 6.3.6 . Thus the map b ¬ g b
y1 Ž .s t gives the equivalent of the above algorithm b .b

We now state Theorem 1.2 for symmetric cones. For convenience we split
Ž . Ž . Ž . Ž .its two parts b « a and a « b into two theorems. Actually, we expand a

Ž . Ž .little bit on the first part b « a : instead of dealing with a kind of Beta
distribution of the first kind on symmetric cones, we deal with a kind of
Dirichlet distribution, which slightly extends the one considered in Theorem

Ž . Ž .4.1 of Massam 1994 . See Seber 1984 for a careful study of Dirichlet
distributions on symmetric real matrices. Note also that Theorem 3.1 general-

Ž .izes the first part of Theorem 7 of Uhlig 1994 .

THEOREM 3.1. Let E be a Euclidean simple Jordan algebra, s in E ,q
Ž . Žp , p , . . . , p in L defined by 3.13 with p s p q p q ??? qp ) d r y0 1 m 0 1 m

.1 r2, and let U , U , . . . , U be independent random variables valued in E0 1 m q
with respective Wishart distributions g , j s 0, . . . , m. Write S s U qp , s 0j

Ž .??? qU with distribution g . Let b ¬ g b , E ª G be a division algo-m p, s q
rithm. Then the following hold:

Ž .i the distribution of

Z s Z , . . . , Z s g S U , . . . , g S UŽ . Ž . Ž . Ž . Ž .Ž .1 m 1 m

depends neither on the particular division algorithm nor on s and is K-
invariant, that is,

LL k Z , . . . , k Z s LL Z , . . . , ZŽ . Ž . Ž .Ž . Ž .Ž .1 m 1 m

for all k in K ;
Ž .ii Z and S are independent.

Theorem 3.2 is the converse of Theorem 3.1 for m s 1.

THEOREM 3.2. Let E be a Euclidean simple Jordan algebra with rank
r G 2. Let U and V be independent non-Dirac random variables valued in Eq
such that U and V are not concentrated on the same one-dimensional subspace

Ž .and such that U q V is almost surely in E . Let b ¬ g b be a divisionq
algorithm and consider

Z s g U q V U .Ž . Ž .
If the distribution of Z is K-invariant and if Z and U q V are independent,

Ž .then there exist p and q in L with p q q ) d r y 1 r2, and s in E such thatq
U and V have respective Wishart distributions g and g .p, s q, s

4. Proof of Theorem 3.1. With the hypothesis of the Theorem 3.1, we
first prove the following.

Ž .LEMMA 4.1. Denote by K du , . . . , du the conditional distributions 1 m
Ž < . Žm. mLL U , . . . , U S s s and, for g in G, write g for the action on E defined1 m

Žm.Ž . Ž Ž . Ž .. Žm.by g x , . . . , x s g x , . . . , g x . Then g K s K m -almost1 m 1 m s g Ž s. p
everywhere.
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PROOF. Let G: E ª R and F: Em ª R be any continuous functions with
compact support. Then

I s G s F x , . . . , x g Žm. K dx , . . . , dx m dsŽ . Ž . Ž . Ž . Ž .H 1 m s 1 m p
mq1E

s G s F( g Žm. u , . . . , u K du , . . . , du m dsŽ . Ž . Ž . Ž .Ž .H 1 m s 1 m p
mq1E

s G u q u q ??? qu F( g Žm. u , . . . , u m du ??? m du .Ž . Ž . Ž . Ž .Ž .H 0 1 m 1 m p 0 p m0 mmq1E

Ž .Now write x s g u , j s 0, . . . , m. We getj j

I s G gy1 x q ??? qx F x , . . . , x g m dx ??? g m dxŽ . Ž . Ž . Ž . Ž . Ž .Ž .H 0 m 1 m p 0 p m0 mmq1E

yp rrn y1s det g G g x q ??? qx F x , . . . , x m dxŽ . Ž . Ž . Ž .Ž .H 0 m 1 m p 00mq1E

??? m dxŽ .p mm

Ž .from the quasi-invariance 3.16 . Thus I is

yp rrn y1det g G g s F x , . . . , x K dx , . . . , dx m ds .Ž . Ž . Ž . Ž . Ž .Ž .H 1 m s 1 m p
mq1E

X y1Ž .Denoting s s g s , I is again

yp rrn X Xy1
Xdet g G s F x , . . . , x K dx , . . . , dx g m dsŽ . Ž . Ž . Ž . Ž .Ž .H 1 m g Ž s . 1 m p

mq1E

s G sX F x , . . . , x K X dx , . . . , dx m dsX ,Ž . Ž . Ž . Ž .H 1 m g Ž s . 1 m p
mq1E

Ž .where we have used 3.16 a second time. Comparing this last expression with
the definition of I, the lemma is proved. I

We can now prove Theorem 3.1. With the notation of Lemma 4.1, we shall
Ž . Ž .prove that LL Z s K : this implies i , since K is defined independently ofe e

Ž .the division algorithm and since e and thus K , by the lemma is K-e
invariant.

Ž .Let us take as in the proof of the lemma arbitrary continuous functions
with compact support G: E ª R and F: Em ª R. Then

J s E G S F Z , . . . , ZŽ . Ž .Ž .1 m

ypy1s G s exp yTrace ss det s m dsŽ . Ž . Ž . Ž .H p
E

Ž .m= F g s u , . . . , u K du , . . . , du .Ž . Ž . Ž .H ž /1 m s 1 m
mE
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Ž .Ž .Writing z s g s u , j s 1, . . . , m, in the last integral, using Lemma 4.1 andj j
Ž .Ž . w Ž . xthe fact that g s s s e since s ¬ g s is a division algorithm , we get

ypy1J s G s exp yTrace ss det s m ds = F z , . . . , z K dzŽ . Ž . Ž . Ž . Ž . Ž .H Hp 1 m e
mE E

s E G S E F Z , . . . , Z .Ž . Ž .Ž . Ž .1 m

Ž . Ž . Ž .This proves part ii and LL Z s K , thus part i . Ie

Ž .The following extends Theorem 1 of Uhlig 1994 .

COROLLARY 4.2. With the hypothesis and notation of Theorem 3.1, let H be
a random variable independent of Z with Wishart distribution g . Then, forp, s

Ž Ž ..y1j s 1, . . . , n, the G s g H Z are independent with distribution g .j j p , sj

Ž .PROOF. Since S is independent of Z, then G , . . . , G and1 n
ŽŽ Ž ..y1 Ž Ž ..y1 . Ž .g S Z , . . . , g S Z s U , . . . , U are identically distributed. I1 n 1 n

( )5. Proof of Theorem 3.2 first part . As in the proof of Theorem 1.1,
the proof here is split into two parts. The first one, also the easiest, is devoted

Ž .to the analog of 2.10 . To get it, we first fix u in yE and, for a in the spaceq
Ž .L E of the linear endomorphisms of E and for z in E, we consider the two

random variables
y1 ² :F a s exp Trace ag U q V q u , U q V ,Ž . Ž .Ž .Ž .

² :G z s exp z , Z .Ž .
The relation between the log Laplace transforms k and x s k will beU UqV

Ž . Ž . Ž . Ž .deduced from some expression linking F a , F9 a , G z , G9 z together
w Ž .x Ž .relation 5.6 . We first state the following lemma, which is essentially 5 in

Ž .Olkin and Rubin 1962 .

Ž .LEMMA 5.1. If x is in E, then k x s x for all k in K if and only if x g R e.

PROOF. Write x s Ýr l c the spectral decomposition of x in a completeis1 i i
� 4 r � 4system of primitive orthogonal idempotents c . Now, for all i in 2, . . . , r ,i is1

choose k in K inducing a permutation between c , . . . , c such that k c s c .i 1 r i 1 i
Then, from the equality k x s x, we get l s l for any i G 2 and hencei 1 i

Ž .x s l e. The converse is trivial from 3.6 . I1

Ž Ž .. Ž Ž ..We now prove the existence of E G z for all z in E an E F a for small
Ž .a in L E .

2 X5 5One sees easily that Z F r ; for this, observe that if z and z are in Eq
X X ² X: Ž X .with z q z s e, then z ? z q z ? z s z. Since z, z s Trace z ? z G 0 from

Ž .3.3 , this implies that

5 5 2z s Trace z ? z F Trace z F Trace e s r ,Ž . Ž . Ž .
Ž . X Ž . Ž Ž ..and we apply this to z s g U q V U and z s g U q V V. Thus E G z

exists for all z in E.
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Ž .We now show that there exists a neighborhood of 0 in L E , depending on
Ž . Ž Ž ..u , such that f a s E F a exists. To do so, we prove the following inequal-

Ž . Ž .'ity. Defining C s max 1, dr2 , we have for all x in E and all a in L E ,q

1r2Uy15.1 Trace ag x F C Trace aa Trace x .Ž . Ž . Ž .Ž .
w Ž . x Ž .Recall that x ¬ g x , E ª G is a division algorithm. We equip L E withq
the Euclidean structure

² : Ua, a s Trace aa .Ž .LŽE .1 1

Schwarz’s inequality gives
U2 Uy1 y1 y1Trace ag x F Trace aa Trace g x g x .Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .

r � 4Now we write x s Ý l c , where c , . . . , c is a complete system of primi-is1 i i 1 r
Ž .tive orthogonal idempotents and where l ) 0 recall that x is in E . Wei q

Ž .get, from 3.8 ,
UUy1 y1 y1 y1 y1g x g x s g x P e g x s P g x e ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .

Ž . Ž .and this is simply P x , since x ¬ g x is a division algorithm. Now
2r rd

2 2Trace P x s l q 2 l l F C l ,Ž . Ý Ý Ýi i j iž /2is1 i-j is1

Ž . ras easily seen. Relation 5.1 is now proved. We take u s yÝ m c , withis1 i i
� 4c , . . . , c being a suitable complete system of primitive orthogonal idempo-1 r

Ž . 5 5tents with 0 - m F m F ??? F m . Thus, from 5.1 we get that if a -1 2 r
Cy1m , we have, for all x in E ,1 q

y1 ² : 5 55.2 Trace ag x q u , x F C a y m Trace x - 0.Ž . Ž . Ž .Ž .Ž . 1

Ž . Ž Ž .. 5 5 y1Replacing x by U q V, 5.2 shows that E F a exists for a - C m .1
One beautiful idea of Olkin and Rubin is to consider the differential of

Ž Ž .. � Ž . 5 5 y1 4a ¬ E F a . Clearly, in a g L E ; a - C m , it is1

5.3 E FX a s E F a gy1 U q V .Ž . Ž . Ž . Ž .Ž . Ž .
w Ž . Ž .Here, we identify the space of linear maps from L E to R to L E itself by

Ž . Ž . Ž . Ž . xthe bilinear map on L E = L E : a, b ¬ Trace ab .
Ž Ž ..Similarly, the differential of z ¬ E G z is identified with an element of

E, through the Euclidean structure of E, and is

5.4 E GX z s E G z ZŽ . Ž . Ž .Ž . Ž .
We now introduce the canonical bilinear map

f : L E = E ª E, f , h ¬ f f , h s f h .Ž . Ž . Ž . Ž .
Ž . Ž .Using 5.3 and 5.4 and the fact that U q V and Z are independent, and

from the fact that

5.5 gy1 U q V Z s f gy1 U q V , Z s U,Ž . Ž . Ž . Ž .Ž .
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we get

5.6 f E FX a , E GX z s E f FX a , GX z s E F a G z U .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . Ž . Ž XŽ ..We now set a s O and z s O in 5.6 . From 5.4 , E Z s E G 0 is anLŽE . E

w Ž .element of E which is K-invariant since LL Z is K-invariant by the hypoth-
xesis of Theorem 3.2 . Thus Lemma 5.1 implies that there exists c in R such1

Ž XŽ .. Ž .that E G 0 s c e. Thus 5.6 gives1

² : ² :E exp u , U U E exp u , VŽ . Ž .
s c f E FX 0 , eŽ .Ž .Ž .1

y1² :s c E exp u , U q V g U q V e from 5.3Ž . Ž . Ž .Ž .1

5.7Ž .

² :s c E exp u , U q V U q VŽ .Ž .1

w Ž . xsince x ¬ g x is a division algorithm .
Ž . Ž ² :. Ž .If L u s E exp u , U , k s log L for u in yE , and if L , k andU U U q V V

Ž .x s k are similarly defined, 5.7 yieldsUq V

L kX L s c L L x X ,U U V 1 U V

thus
5.8 k s c x and k s 1 y c x ,Ž . Ž .U 1 V 1

Ž . Ž . Ž . Ž .as in 2.10 , since k 0 s k 0 s x 0 s 0.U V

( )6. Proof of Theorem 3.2 second part . This second part is devoted to
Ž .the analog of 2.11 . The notations are those of §5. Using the second differen-

Ž . Ž .tial of F a and G z as it is done on R would here give too complicated
Ž Ž . Ž ..relations. On the other hand the simple computation of E F 0 Q U for two

w Ž . Ž .xspecial quadratic polynomials Q on E cf. 6.9 and 6.13 leads to the
Ž . Ž .fundamental equality 6.17 equivalent to 2.11 . From this point, as ex-

plained at the end of Section 2, we come back to the variance function of the
NEF generated by U q V to conclude. The following proposition is the

Ž . Ž .version for symmetric cones of 6 in Olkin and Rubin 1962 .

PROPOSITION 6.1. Let f be a symmetric endomorphism of E such that
U Ž . 2f s kfk for all k in K. Then there exists l, m in R such that

f s l id q me m e,E

² :where e m e denotes the endomorphism x ¬ e x, e .

PROOF. The result is trivial if r s 1, that is, E s R. Thus we assume
r G 2. Let E be the orthogonal subspace of R e in E, and let x be in0 0

� 4 � Ž . 4E R 0 . Then k x ; k g K generates E .0 0 0
X � 4 ² X Ž .:If not, there exists x in E R 0 such that x , k x s 0 for all k in K.0 0 0 0

� 4 rLet c be a complete system of primitive orthogonal idempotents suchi is1
Ž X .r rthat there exists l in R withi is1

r
X Xx s l c .Ý0 i i

is1
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X � 4 r XSince x is in E R 0 we have Ý l s 0 and there exist i and j such that0 0 is1 i
lX / lX . Without loss of generality, we assume lX / lX . Since K acts transi-i j 1 2
tively on the set of complete systems of primitive orthogonal idempotents,

Ž .r rthere exists k in K and l in R such thati is1
r

k x s l c .Ž . Ý0 i i
is1

Here again, Ýr l s 0 and there exist i and j such that l / l . Since Kis1 i i j
Ž .rincludes the permutations between the c , without loss of generality wei is1

² X Ž .:may again assume l / l . Eventually, since x , k x s 0 for all k in K,1 2 0 0
we get, in particular,

l lX q l lX q l lX q ??? ql lX s 0,Ž .1 1 2 2 3 3 r r

l lX q l lX q l lX q ??? ql lX s 0;Ž .1 2 2 1 3 3 r r

Ž .Ž X X .and the difference yields the contradiction l y l l y l s 0.1 2 1 2
The second observation to be made is that e is an eigenvector of f. To see

this, we write, for all k of K,

f e s kfkU e s k f e ,Ž . Ž . Ž . Ž .Ž .
Ž .and Lemma 5.1 implies that there exists a in R such that f e s a e.

Now, since f is symmetric, this last observation implies that E is stable0
by f. Let F be the eigenspace of f restricted to E for the eigenvalue l. Thenl 0
F is stable by K. To see this, we take h in F and k in K. We obtainl l

lh s f h s kU fk h .Ž . Ž . Ž .
U y1 Ž . Ž .Ž . Ž .Since k s k , we have lk h s fk h , and k h is in F . However, as wel

� 4 � Ž . 4have seen, if x g E R 0 , then k x ; k g K generates E , that is, the0 0 0 0
only nonnull stable subspace of E by K is E . We get F s E , that is, f0 0 l 0
restricted to E is l id . Finally, if p : E ª E is the orthogonal projection,0 E 0
we write, for h in E,

1
² :h s p h q e, h e,Ž .

r
and we get

a a y l
² : ² :f h s lp h q e, h e s lh q e, h e.Ž . Ž .

r r
wŽ . xThus f s l id q a y l rr e m e and the proof of Proposition 6.1 is com-E

plete. I

To apply Proposition 6.1, let us consider a quadratic polynomial Q on E
Ž .and valued in the space L E of symmetric endomorphisms on E. WeS

further assume that Q is G-invariant, that is,

6.1 gQ x gU s Q gx for all x , g in E = G.Ž . Ž . Ž . Ž .
Ž . ² : ŽTwo basic examples of such a Q are Q x s x m x: y ¬ x, y x this is a

.standard fact of Euclidean spaces, that this Q is G-invariant and Q s P, the
w Ž .xquadratic map of the Jordan algebra E see 3.8 .
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Ž . Ž Ž ..For such a Q, since LL Z is K-invariant, f s E Q Z fulfills the hypothe-
Ž . 2sis of Proposition 6.1, that is, there exists l , m in R such thatQ Q

6.2 E Q Z s l id q m e m e.Ž . Ž .Ž . Q E Q

We have now the following explicit result.

Ž .PROPOSITION 6.2. Let Q: E ª L E be a quadratic and G-invariantS
Ž .polynomial, and let l and m be defined by 6.2 . Under the hypothesis ofQ Q

Ž . Ž .Theorem 3.2, we have the following for u in yE , c e s E Z and x u sq 1
Ž ² :.log E exp u , U q V :

 
X X Y X X2Ž . Ž . Ž .6.3 c Q x q c Q x s l P x q P x q m x q x m x .Ž .1 1 Q Qž / ž /ž /u u

Ž .PROOF. With the notation of Section 5 we write, for simplification, F 0 s
² :exp u , U q V . Recall also that we have

6.4 P g x s g P x g U for all x , g in E = G.Ž . Ž . Ž . Ž .Ž .

We now have

Ž .1Uy1 y1E F 0 g U q V g U q V s E F 0 P U q VŽ . Ž . Ž . Ž . Ž .Ž .Ž .Ž .
Ž .2 Xxs e P x q P x .Ž .ž /ž /u

6.5Ž .

Ž . Ž . Ž . y1Ž .In 6.5 , 1 comes from 6.4 applied to g s g U q V and to x s e, and
Ž . Ž .from P e s id ; 2 is standard, since P is quadratic.E

Ž . Ž Ž . Ž ..To obtain 6.3 , we now compute E F 0 Q U in two ways. We have first

Ž .1 y1E F 0 Q U s E F 0 Q g U q V ZŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .
Ž .2 Uy1 y1s E F 0 g U q V Q Z g U q VŽ . Ž . Ž . Ž .Ž .Ž .
Ž .3 Uy1 y1s E F 0 g U q V E Q Z g U q VŽ . Ž . Ž . Ž .Ž . Ž .Ž .

6.6Ž . Ž .4 Uy1 y1s l E F 0 g U q V g U q VŽ . Ž . Ž .Ž .Ž .Q

q m E F 0 U q V m U q VŽ . Ž . Ž .Ž .Q

Ž .5 X Y X Xxs e l P x q P x q m x q x m x .Ž . Ž .Q Qž /ž /u

Ž . Ž . Ž .In 6.6 , 1 comes from the definition of Z, 2 comes from the G-invariance
Ž . Ž . Ž . Ž .6.1 of Q, 3 comes from the independence of U q V and Z, 4 is 6.2 and
Ž . Ž .5 is 6.5 .
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The second way is easier:
Ž .1 ²u , V : ²u , U :E F 0 Q U s E e E e Q UŽ . Ž . Ž . Ž .Ž . Ž .

Ž .2 X²u , V : ²u , U :s E e Q k q Q k E eŽ . Ž . Ž .m Už /ž /u6.7Ž .

Ž .3 Xx 2s e c Q x q c Q x .Ž .1 1ž /ž /u

Ž . Ž . Ž .In 6.7 , 1 comes from the independence of U and V, 2 comes from the
Ž . Ž . Ž . Ž .quadratic character of Q and 3 comes from 5.8 . Combining 6.6 and 6.7 ,

Ž .we get 6.3 . I

Ž . Ž .We now apply 6.3 to Q x s x m x and to Q s P. Keeping the notation of
wŽ . Ž .xOlkin and Rubin 1962 , formula 14 , we write

6.8 E Z m Z s c id q c e m e,Ž . Ž . 3 E 2

Ž . Ž .that is, if Q x s x m x, l s c and m s c . In this case, formula 6.3Q 3 Q 2
becomes


Y X X X Y X X26.9 c x q c x m x s c P x q c P x q c x q c x m x .Ž . Ž .1 1 3 3 2 2ž /u

Ž . Ž Ž ..Now, to apply 6.3 to Q s P, we have to compute E P Z with respect to
Ž .c and c as defined by 6.2 , that is, to compute l and m in the sense of3 2 P P

Ž .6.2 . For this, we need a lemma in linear algebra.

LEMMA 6.3. Let E be a Euclidean space, and let Q be the space of
Ž .homogeneous quadratic polynomials on E valued in the space L E ofS

Ž Ž ..symmetric endomorphisms of E. Let L L E be the space of endomorphismsS
Ž .of L E . Then there exists a unique mapS

Q ¬ c , Q ª L L EŽ .Ž .Q S

such that, for all x in E, one has

6.10 c x m x s Q x .Ž . Ž . Ž .Q

Furthermore, if j: E ª R is a C 2 function, one has


Y6.11 Q j s c j .Ž . Ž .Qž /u

Finally, if E is a Euclidean simple Jordan algebra and if Q s P is the
quadratic map, then

d d
6.12 c id s 1 y id q e m e.Ž . Ž .P E Ež /2 2

PROOF. Here, the best way is simply to start from an orthonormal basis
Ž .e , . . . , e of E. Thus1 n

e m e , i s 1, . . . , n; e m e q e m e , 1 F i - j F nŽ .i i i j j i
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Ž .is a basis of L E . We define c byS Q

c e m e s Q e for i s 1, . . . , n ,Ž . Ž .Q i i i

c e m e q e m e s Q e q e y Q e y Q e for 1 F i - j F n.Ž . Ž . Ž .Ž .Q i j j i i j i j

Ž .Clearly, this proves the existence and uniqueness of c , and 6.11 is easilyQ
proved by watching the coordinates and the Hessian matrix of j.

Ž . Ž .To prove 6.12 , we observe that, for all x, g in E = G,

c g x m x gU s c g x m g x s P g x s gP x gU .Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .P

� 4 Ž . Ž .Thus, by linearity, since x m x; x g E generates L E , we get, for all f, gS
Ž .in L E = G,S

c gfgU s gc f gU .Ž . Ž .P P

Ž .Taking f s id and g in K, and using Proposition 6.1, there exists l, m inE
2 Ž . Ž .R such that c id s l id q me m e. To compute l, m we start from theE E

Ž .Peirce decomposition 3.10 associated to a complete system of primitive
� 4 Ž k .dorthonormal idempotents c , . . . , c . Denote by c an orthonormal basis1 r i j ks1

of E for 1 F i - j F r. Theni j

r d
k kid s c m c q c m c .Ý Ý ÝE i i i j i j

is1 ks1 1Fi-jFr

Ž .Thus c id applied to c givesP E 1

r d
kc id c s P c c q P c cŽ . Ž . Ž . Ž . Ž .Ž .Ý Ý ÝP E 1 i 1 i j 1

is1 ks1 1Fi-jFr

d 1 d d
s c q c s 1 y c q e.Ý Ý1 j 1ž /2 2 2ks1 1-jFr

1k kŽ .For the computation, we have used the relations c ? c s d q d c ,i j 1 1 i 1 j i j2
1k k Ž . w Ž .c ? c s c q c and c ? c s d c see Faraut and Koranyi 1994 , Proposi-i j i j i j i j i j i2

xtion 4.1.4, p. 65 and Theorem 4.2.1, p. 68 . Thus l s 1 y dr2 and m s dr2.
I

This lemma enables us to compute l and m as follows. We have, fromP P
Ž . ² :Lemma 6.3, with G z s exp z , Z ,


Y

E G z P Z s P E G z s c E G z .Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .Pž /z

Setting z s 0 in this equality, we obtain

E P Z s c E Z m Z s c c id q c e m e ,Ž . Ž . Ž .Ž . Ž .P P 3 E 2

Ž . Ž .from 6.8 . Using 6.12 we get

d d
E P Z s c 1 y q c id q c e m e ;Ž .Ž . 3 2 E 3ž /ž /2 2

Ž .thus l s c 1 y dr2 q c and m s c dr2.P 3 2 P 3
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We can now apply Proposition 6.2 to Q s P, yielding


X2c P x q c P xŽ .1 1ž /u
6.13Ž . d  d

X Y X Xs c 1 y q c P x q P x q c x q x m x .Ž . Ž .3 2 3ž / ž /ž / ž /2 u 2

Ž . Ž .We now put together identities 6.9 and 6.13 in order to eliminate
Ž .P ru x . We skip this little computation. Writing, for simplicity,

d
c s c y c q c ,4 1 2 3 2

we finally get the essential identity
c c y c y c x Y s c c 1 y c P x XŽ . Ž . Ž .4 1 2 3 3 1 1

q c c y c2 q c c q c2 y c x X m x X .Ž . Ž .Ž .4 2 1 3 4 1 2

6.14Ž .

Ž .We now spend some effort to prove that in 6.14 neither the coefficient
Ž . Y Ž . Ž X.c c y c y c of x nor the coefficient c c 1 y c of P x is 0.4 1 2 3 3 1 1

Ž .First c 1 y c s 0 is impossible. We have that1 1

6.15 Z s 0 m U s 0 and Z s e m V s 0.Ž .
Ž . Ž .Thus c s 0 implies LL U s d , and c s 1 implies LL V s d : this contra-1 0 1 0

dicts the hypothesis of Theorem 3.2.
We now show that c s c y c s 0 is impossible. Assume the contrary;3 1 2

then
E Z m Z s c e m e and E Z s c eŽ . Ž .1 1

wimply that there exists a real random variable z such that Z s ze write
Ž .Z s ze q Z , with Z orthogonal to e, and observe that E Z m Z s 0 and0 0 0 0

xthus Z s 0 . Since Z and e y Z are in E , we have 0 F z F 1. Furthermore,0 q
Ž . Ž 2 . Ž Ž .. Ž . Ž .E z s E z s c implies E z 1 y z s 0 and LL z s 1 y c d q c d .1 1 0 1 1

Ž . � 4 � 4From 6.15 we deduce that U s 0 and V s 0 are complementary events,
Ž .both with positive probability since 0 - c - 1 : this contradicts the indepen-1

dence of U and V.
Ž . ŽIf now c c y c y c s 0, then c / 0. If not, we have c s 0 and c c y4 1 2 3 3 3 4 1

. Ž .2c y c s c y c s 0; as we have just seen, this is an impossibility. Thus2 3 1 2
Ž . Ž . Ž X .c c 1 y c / 0 and from 6.14 there exists some a in R such that P x s3 1 1

X X X Ž X.ax m x . However, since U q V is in E , x is also in E , and P x isq q
invertible and cannot be proportional to x X m x X, which has rank 1. Thus
Ž .c c y c y c / 0.4 1 2 3

Ž . Y X XIf now c s 0, from 6.14 there exists b in R such that x s bx m x .3
YŽ .Since x u is the covariance of

² :6.16 P dx s exp u , x y x u LL dxŽ . Ž . Ž . Ž .Ž .u UqV
XŽ . XŽ .and since x u is its mean, this implies that P is concentrated on R x u ,u

Ž . XŽ .and thus LL U q V is concentrated on R x u for all u in yE , so that thereq
� 4 Ž .exists x in E R 0 such that LL U q V is concentrated on R x . Since U0 0

and V are independent, there exist x in E and real independent random1
Ž .variables u, v such that U s x q ux and V s yx q vx . Furthermore,1 0 1 0
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since c s 0, then Z s ze for some real random variable z. Since ze s3
Ž .Ž . Ž .g U q V U , we have z U q V s U, and this implies, since z k 0, that

x s 0; since U and V are now concentrated on R x , the hypothesis of1 0
Theorem 3.2 is contradicted.

Y Ž X. Ž .Thus the coefficients of x and P x in 6.14 are not zero, and we can
� 4claim that there exist l in R R 0 and b in R such that, for all u in yE ,q

1
Y X X X6.17 x u s P x u q bx u m x u .Ž . Ž . Ž . Ž . Ž .Ž .

l

Ž . Ž .We deduce first from 6.17 that LL U q V is not concentrated on any
XŽ . Ž XŽ ..affine hyperplane of E. Since x u is valued in E , P x u is positiveq

X X YŽ .definite on E. Since x m x has rank 1, and since x u is positive, 1rl ) 0.
YŽ . Ž .Now suppose that x u is positive definite for no u in yE . Then 6.17q

Ž . XŽ .Himplies that P , as defined by 6.16 , is concentrated on x u , the orthogo-u
XŽ .nal complement of x u , that is,

² X X :x y x u , x u s 0, P -almost everywhere.Ž . Ž . u

² XŽ . XŽ .:This implies that, for all u and u in yE , we have x y x u , x u s 0,0 q
² XŽ . XŽ . XŽ .:P -a.e. Integrating this, we get x u y x u , x u s 0. This leads byu 00

² XŽ . XŽ . XŽ . XŽ .: XŽ .symmetry to x u y x u , x u y x u s 0 and u ¬ x u is a con-0 0
Ž . YŽ .stant: this contradicts 6.17 . Then there exists u in yE such that x u is0 q 0
Ž .positive definite, and LL U q V is not concentrated on any affine hyperplane

Ž .of E. Therefore, the natural exponential family F generated by LL U q V
Ž .exists. If M is its domain of the means ; E and if V is its varianceF q F

Ž .function, 6.17 can be rewritten as follows: for all m in M ,F

1
6.18 V m s P m q b m m m .Ž . Ž . Ž . Ž .F l

Ž .We now use 6.18 to prove that b s 0.
Ž .For this, we consider the set VV of analytic maps W: M ª L E suchF S

Ž . 2that, for all m, x, y in M = E ,F

6.19 W X m W m x y y W X m W m y x s 0.Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
As we have seen in the basic Proposition 2.1, V is in VV . Since, for p inF

Ž . Ž . Ž . Ž .3.13 , E ª L E m ¬ 1rp P m is the variance function of a Wishartq S
family, Proposition 2.1 shows also that the restriction of P to M alsoF
belongs to VV . Finally, it is easy to check that Q: m ¬ m m m, restricted to
M , is also in VV , sinceF

QX m y s m m y q y m m.Ž . Ž .
Ž .However, condition 6.19 is quadratic in W, not linear. This implies that VV

Ž .is not a vector space. Since P, Q and V s 1rl P q bQ are in VV , conditionF
Ž . Ž . 26.19 , by polarization, implies that, for all m, x, y in M = E ,F

b
X XP m Q m x y q Q m P m x yŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .

l6.20Ž .
X XyP m Q m y x y Q m P m y x s 0.Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .



CHARACTERIZATION OF WISHART DISTRIBUTIONS 785

Ž . Ž .Since the first member of 6.20 is a polynomial in m, this identity 6.20 is
Ž . 3 Ž . weven true for m, x, y in E . We now take m s e in 6.20 recall that

Ž XŽ .Ž ..Ž . xP e a b s 2 a ? b and obtain

b
² : ² :e, x y y e, y x s 0,Ž .

l

which implies b s 0 as soon as dim E ) 1. Thus

1
V m s P m .Ž . Ž .F l

Since V is a variance function, from Gindikin’s theorem, l must belong toF
Ž .3.13 , and F is a Wishart family with Jorgensen’s parameter l. The proof of
Theorem 3.2 is now complete. I

Ž .7. Comments. Olkin and Rubin 1962 is an extraordinarily clever pa-
per. We comment on certain parts of it.

1. The first bright idea is to realize that there exist several division algo-
Ž . Ž .rithms in the space S R of r, r symmetric matrices, and one does betterr

to choose none of them in particular. However, they never make it clear
that the factorization W W t s U q V should depend on U q V only, that

Ž . Žis, W has to be U q V -measurable. For instance, if G is orthogonal such
t t'that G U G is diagonal and W s U q V G, then W W s U q V but Z s

y1 Ž y1 .t .W U W is not independent of U q V.
Ž .2. The hypothesis of Theorem 1 about n, m is unclear. A proof of Theorem 1

Ž .appears in Olkin and Rubin 1964 using Jacobians and therefore assum-
ing n G p y 1 and m G p y 1; presumably this is also assumed in the

Ž .1962 paper our Theorem 3.1 actually proves it for n q m G p y 1 only .
Ž . t3. The second bright idea is to include invariance of LL Z by maps Z ¬ GZ G ,

when G is orthogonal. This leads them to the essential Lemma 1, which we
have imitated and split in two parts in our Lemma 5.1 and Proposition 6.1.

4. The statement of Theorem 2 is not quite correct without the assumption
Ž . Ž .that LL U and LL V should not be concentrated on the same line R X ,0

where X is a symmetric positive definite matrix. Actually, in this case,0
with

y1 y1' 'Z s U q V U U q V , say,Ž . Ž .
and U s uX and V s vX such that u and v are independent and gamma0 0

Ž . Ž .distributed, then Z and U q V are independent and LL U and LL V are
not Wishart.

Ž . Ž .5. The third bright idea is to consider the Laplace transform 2 of W, U q V
w Ž Ž ..xwe have adapted the idea in our Section 5 by considering E F a . Note

Ž .that the existence of f A, B on a domain big enough to allow differentia-
w Ž . Ž .tion is not mentioned our Section 5 between 5.1 and 5.2 addresses this

xproblem .
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Ž . Ž . Ž . Ž .6. Their formulae 11 , 14 and 16 have lead us to our formula 6.9 .
However, we have not been able to understand, then to follow and to
adapt, the remainder of their paper after their Lemma 2, and we have

Ž .chosen the different and shorter road which computes not only E Z m Z
Ž Ž .. Ž .but also E P Z and gives 6.13 . Techniques inherited from exponential

families lead us from there to the result.
Ž .7. Their Appendix contains a proof of the Gindikin theorem for S R . Wer

w Ž .xhave commented elsewhere Casalis and Letac 1994 on this appendix,
explaining why this proof did not convince us.
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