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ENTROPY ZERO x BERNOULLI PROCESSES
ARE CLOSED IN THE d-METRIC

By PauL SHIELDS! AND J.-P. THOUVENOT?

Stanford University and Université de Paris

An entropy zero x Bernoulli process is a stationary finite state process
whose shift transformation is the direct product of an entropy zero trans-
formation and a Bernoulli shift. We show that the class of such transfor-
mations which are ergodic is closed in the d-metric. The d-metric measures
how closely two processes can be joined to form a third stationary process.

An entropy zero x Bernoulli process is a stationary finite state process whose
shift transformation is the direct product of an entropy zero transformation and
a Bernoulli shift. We show that the class of ergodic entropy zero x Bernoulli
processes is closed in the d-metric. The second author has shown [7] that this
class is closed under the taking of factors; and thus, for example, the class of
rotations x Bernoulli shifts is a regular class as defined by the first author [4].

This paper is divided into two sections. In the first section we give a repre-
sentation for a sequence of processes. This representation (Theorem 1) is of
independent interest and will enable us to prove the main theorem (Theorem 2)
in the second section.

1. Our measure spaces (X, B, ;) will be assumed to be isomorphic to the unit
interval with Lebesgue sets and Lebesgue measure. All sets and functions will
be assumed (or must be shown) to be measurable and such qualifying phrases
as “almost everywhere” will be omitted. Partitions of X will be assumed to be
finite and ordered, the join of P and Q is defined as P v Q = {P, n Q,} with
lexicographic ordering, and the distribution of P = {P,, P,, - - -, P,} is the vector
d(P) = d (P) = (p(Py), p(Py), - -+, u(Py)). The cardinality of P is denoted by |P|.
If {P'}_, and {P'}2_, are two sequences of partitions such that [P{| = |P¢| = k for
1 <i<n, then

dy(PYeus (Pt = inf - 22, [0 — O
where this infimum is taken over all sequences of partitions {Q%)7_, and {Q"}7_,
of a fixed non-atomic probability space (Y, v) for which

d(V10Y) =d(ViPY;  d(Vi Q) =dVr P
and [Q — 0| = |Q — 0|, denotes } Y v(Q; — 0,) + + T »(; — Q).
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An alternative description can be given on a sequence space where the par-
titions are fixed and the measure is varied. To formulate this put § = {1,
2, ..., k}, S* =8"1x S and let {R}, and {R'}~, be partitions of S* x S*
defined by

Ri={x%)|x=j} R'={x|%=]j}

Let M, be the set of all probability measures v on the discrete space S* x S”
such that
d(ViR)=d,(ViP); d(ViR)=d,ViF).

It is then easy to see that

J i Di : 1 i Di
d’n({Pl ,l"L=1’ {Pl ?:1) = mln»EM,n_; Z |R — R |v .

Note this infimum is indeed a minimum for n~! 37 |R* — R?|, is continuous on
the compact set M,,.

An invertible measure preserving transformation is called an automorphism.
If T is an automorphism and P is a partition, the pair T, P is called a process
(see [2]) with |P| states. If T, P and T, P are k state processes then

d((T, P)), (T, P)) = lim, d,({T"P}i_,, {T*P},

a limit which can easily be shown to exist. We say that U, R ~ T, P if for all
n, d(\V$ UR) = d(\J? T'P). Let 2 be the class of all processes U, R V R such
that U, R ~ T, Pand U, R ~ T, P. Then (see [2])

1) d(T, P(T, P)) = infy z.5c R — R|.

This can be described in sequence space as follows. Let U be the shift on
(S x S)7 and let R and R be the partitions defined by

Ry ={(x%)|x=j}; Ry={x%)|%=j}.
Let M denote the class of all U-invariant Borel probability measures v such that
(U, R), ~ T, Pand (U, R), ~ T, P, where (U, R), means the process defined by

the measure v. The class M is convex and weakly compact and |R — R|, is
continuous, hence '

(2) d(T, PY(T, P)) = min, ., |[R — R|, .

The fact that if 7" and T are ergodic one need only consider ergodic auto-
morphisms U in (1) was established in [2] by an ergodic decomposition argu-
ment. We note in passing that this is a simple consequence of (2), for if v is an
extreme point of M and v = (v, 4 v,) where v, and v, are U-invariant then (if
T and T are ergodic) we must have

(U,R), ~T,P, (UR), ~TP, i=1,2

so that v;, v, M and hence v; = v, = v. Thus v must be an extreme point in
the class of U-invariant measures, hence U-ergodic.
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Our main theorem in this section is

THEOREM 1. If T,, P™ is a sequence of k state processes then there is an auto-
morphism U and partitions R™ such that U, R* ~ T,, P* and

(€) |R* — R*Y = d((T,, P*), (T, P*Y)) .
ProoOF. Let V' be the shift on X = §Z and let U be the infinite direct product of
V with itself, that is, U is defined on Y = [[* X;, where X, = X by the formula
Ux), = V(x,) , n=12,...
where x, € S#. R* is the partition defined by
R = {x|x,(00) =i},

that is R* is the time O partition of the nth coordinate.

Define X", V, by the relations X' = X, V', = V and X* = X' x §7, V, =
V,..y x Vfor n > 1. In an abuse of notation R* will denote the partition of X™
for m > n defined by the relation

R = {(x0 X, - -+ X) [ %,(0) = i} .
We shall also write (T, P), ~ (T, P), if
4V T'P) = d(V1 T'P), m=12, ...

omitting reference to the measures when understood.
We shall now construct a sequence {s,} of U-invariant measures such that

4 (U, RY), ~ (T;, P9) for 1<j<n
) R — Ri|, = d(Ty, PP*), (T, P))  1Sjsn—1.
Any weak limit of the sequence {,} will give a measure for which (3) holds.
The sequence {1,} is constructed by induction. First construct the V,-invariant
measure v, such that (V;, R"), ~ (T, P*) and let ¢, = [[{ ¢, where ¢, = v,. Then
1, satisfies condition (4). Assume 1, p,, - - -, 1, have been constructed satisfying
(4) and (5).

Construct a V,-invariant measure v, such that (V,, R'V ... V R"), ~ (U,
R'V ...V R"), and then use (2) to construct a V, invariant measure v on X?
such that

Ve B, ~ (T 7). (Vi R, ~ (Tins ™)

and |R' — RY, = d((T,,,, P™*Y), (T,, P*)). Now apply Furstenberg’s Theorem
[1, Lemma 1.2] to construct the V,, -invariant measure f,,, such that

Vs BV oo VR, o~ (V,, RV ...V R"),,

and (V,,,, R* v RN i~ (Ve R*V R¥),. Let p,,, be the product measure on
Y induced by the measure f,,, on X**!, where we identify Y with J[* Y;, where
Y, = X" for all i. The measure p,,, the satisfies the conditions (4) and (5).
This complete the proof of Theorem 1.
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CoroLLARY. If T,, P, covergesind to T, P and if each T,, P, is ergodic (re-
spectively weak mixing, mixing) then T, P is ergodic (weak mixing, mixing).

PROOF. We can assume that d((T,, P*), (T,,,, P**Y)) < 2-*and apply the theo-
rem to construct U, R* so that (3) holds. Then |R* — R**!| < 2-"so lim R* = R
exists. If each U, R is ergodic, each satisfies the ergodic theorem and hence so
does U, R. A similar proof establishes the other parts of the corollary.

2. In this section we make free use of the concepts of entropy, Bernoulli
shifts and partitions discussed in [5]. If T is an automorphism and .o/ is a sub-
g-algebra invariant under 7 and 7-* we let T, denote the factor automorphism.
If the collection |J,.,{T'P} generates .o~ we shall also write % = (P), and
Tp = T,,. The Pinsker algebra of T is the smallest-¢-algebra which contains all
P for which H(T, P) = 0. If .o is the Pinsker algebra of T then (see [3])
H(T_,) = 0and

(6) &7 and <Z are independent if T is a Bernoulli shift.

An entropy zero x Bernoulli process is a pair 7, P where T is isomorphic to
the direct product T, x T,, where H(T;) = 0 and T, is a Bernoulli shift. Note
that 7, = T, where % is the Pinsker algebra of 7.

If T is an ergodic automorphism and P and Q are partitions then P is Q-
conditionally finitely determined if given ¢ > 0, 36 > 0 and 7 > 0 such that if
T is any ergodic automorphism and P and @ any partitions such that

(a) d(Vp TiQ) = d(\ 7 TiQ) for all m > 0
(b) [d(VET(Q v P)) — d(VF T'Q v P))|3
(c) |H(T, 0V Py — H(T,Q vV P)| <5

then given any space Z and any integer n there are sequences of partitions of
Z, QW, p», P 0 < i< nsuch that

(d) d(Vi T(Q v P)) =d(V; Q" v P¥)
d(Vi THQ v P)) = d(V5 Q" V PY)
() (n+ 1)7" X, [P — P <.

We make use of the following results about this concept (see [6, 7]):

If BV Q isa generator for an ergodic automorphism T,

@) if T, isaBernoullishiftand (Q), isthe Pinsker algebra of
T, then any partition P is Q-conditionally finitely deter-
mined.

If P is Q-conditionally finitely determined for an ergodic
(8) automorphism 7' then there is a partition B such that T,
is isomorphic to a Bernoulli shift and (B vV Q), = (P V Q), .



736 PAUL SHIELDS AND J.-P. THOUVENOT

If {P,} isa sequence of Q-conditionally finitely determined

9) partitions for an ergodic automorphism 7 which converges
to a partition P, then P is Q-conditionally finitely deter-
mined.

THEOREM 2. If T,, P" is sequence of ergodic entropy zero x Bernoulli processes
which converges in d to T, P, then T, P is an ergodic entropy zero x Bernoulli
process.

Proor. We can assume that d((T,, P*), (T,,,;, P"*')) < 2= and apply Theo-
rem 1 to construct U and a sequence of partitions R* such that for each n, U,
R* ~ T,, Prand |[R* — R"*!| < 27". Let R = lim, R". As we noted in Section
1, U, R is an ergodic process.

Let Q be a generator for the Pinsker algebra of U and let Q" be a generator
for the Pinsker algebra of U,.. The result (7) implies that for each n, R* is 0"
conditionally finitely determined so we can find O, B* such that (0" S (Q%)s
Ugn is Bernoulli and (B* Vv "), = (R*),. Thus (6) implies that (B"), and (Q),
are independent, so another application of (7) implies that R" is Q-conditionally
finitely determined. The result (9) then implies that R is Q-conditionally finitely
determined. Thus we can apply (8) and (6) to conclude that U, R is indeed an
entropy zero x Bernoulli process.
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