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#### Abstract

The scaled-sample problem asks the following question: given a distribution on a normed linear space $E$, when do there exist constants $\left\{\gamma_{n}\right\}$ such that $\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n}$ converges as $n \rightarrow \infty$ (in the Hausdorff metric given by the norm) to a fixed set $K$ ? (Here $\left\{X^{(j)}\right\}$ are i.i.d. with the given distribution.) The main result presented here relates the convergence of scaled samples to a large deviation principle for single observations, thereby achieving a dimension-free description of the problem.


1. Introduction. The scaled-sample problem asks the following question: given a probability measure $\mu$ on a normed linear space $E$, when do there exist constants $\gamma_{n} \uparrow \infty$ such that $\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow K$ (a.s., or in probability), where $\left\{X^{(j)}\right\}_{j=1}^{\infty}$ are i.i.d. with law $\mu, K$ is a (necessarily deterministic and compact) closed subset of $E$ and the convergence is in the Hausdorff metric on closed bounded sets induced by the norm? [The Hausdorff metric is that given by $h(K, L)=\left(\sup _{x \in K} \inf _{y \in L}\|x-y\|\right) \vee\left(\sup _{x \in L} \inf _{y \in K}\|x-y\|\right)$.]

The simplest examples occur with $E=\mathbb{R}$ and $\mu$ supported on $[0, \infty)$. In this case the scaled-sample problem is equivalent to the question of whether there exist $\gamma_{n}$ such that ( $\left.\max _{m=1}^{n} X^{(j)}\right) / \gamma_{n} \rightarrow 1$ (a.s., or in probability) (see [6]). This is sometimes referred to as relative stability (a.s., or in probability) of $\left\{\max _{j=1}^{n} X^{(j)}\right\}_{n=1}^{\infty}$. Equivalent conditions can be given in terms of the distribution function $F$ of $\mu$.
The almost sure convergence occurs iff [8]

$$
\int_{1}^{\infty} \frac{d F(x)}{1-F(\varepsilon x)}<\infty \quad \text { for } 0<\varepsilon<1 .
$$

The convergence in probability occurs iff [5]

$$
\lim _{t \rightarrow \infty} \frac{1-F(t x)}{1-F(t)}= \begin{cases}\infty, & \text { if } x<1 \\ 1, & \text { if } x=1 \\ 0, & \text { if } x>1\end{cases}
$$

Also, $\gamma_{n} \sim F^{\leftarrow}(1-1 / n)=\inf \{t: F(t) \geq 1-1 / n\}$ [8]. (We will everywhere use $a_{n} \sim b_{n}$ to mean $a_{n} / b_{n} \rightarrow 1$.) A simple sufficient condition for the a.s.

[^0]convergence is the regular variation of $-\ln (1-F)$, that is, the condition that for some $\alpha>0$ we have
$$
\frac{-\ln (1-F(t x))}{-\ln (1-F(t))} \rightarrow x^{\alpha} \quad \text { as } t \rightarrow \infty, \forall x>0 .
$$

This condition (or rather a multidimensional version of it) was considered in [3]. It is a stronger condition than scaled-sample convergence, and we shall consider shortly to what scaled-sample behaviour it is equivalent.

The situation when $E=\mathbb{R}^{d}$ was considered by Kinoshita and Resnick [6], who described the a.s. convergence of such scaled samples by a polar coordinate decomposition: $\left\{\max _{j=1}^{n} \| X^{(j)} \mid\right\}$ must be a.s. relatively stable, and another condition on the relative extent of the distribution in different directions determines the shape of the limiting set $K$. This approach yields quite simple necessary and sufficient conditions for scaled-sample convergence, but it is unfortunately limited to finite-dimensional spaces. (An infi-nite-dimensional example which satisfies the hypotheses of Proposition 4.8 in [6], but whose scaled samples do not converge is as follows: let $\left\{e_{i}\right\}_{i=1}^{\infty \infty}$ be orthogonal unit vectors in a Hilbert space and let $Z$ be a random vector which takes the value $e_{i}$ with probability $2^{-i}$. Let $Y$ be an exponentially distributed random variable of mean 1 which is independent of $Z$ and let $X=Y Z$.)

In infinite dimensions the best-known example of scaled-sample convergence occurs for Gaussian measures. The limiting set is then the unit ball of the reproducing kernel Hilbert space associated with the measure (see, for example, [1]).

Finally, Fisher [4] considered the scaled-sample problem for $E=\mathbb{R}^{2}$ and $\mu$ a product of two identical measures supported on $[0, \infty)$. He discovered that the limiting sets could only be balls (i.e., $\left\{(x, y): x \geq 0, y \geq 0\right.$ and $x^{p}+y^{p} \leq$ 1) for some $p \in[0, \infty]$ ). His results contain the essential idea of regular scaled-sample convergence defined in the next section.
2. The main result. We use the following notation. For a subset $K$ of a vector space $E, d_{K}: E \rightarrow[0, \infty]$ is given by $d_{K}(x)=(\sup \{t \geq 0: t x \in K\})^{-1}$ (or $\infty$ if the sup is 0 ). Also,

$$
\begin{aligned}
B_{m}(K, p) & =\left\{\left(x_{1}, \ldots, x_{m}\right) \in E^{m}: \sum_{i=1}^{m} d_{K}\left(x_{i}\right)^{p} \leq 1\right\} \quad \text { for } 0<p<\infty, \\
B_{m}(K, 0) & =\bigcap_{p>0} B_{m}(K, p), \quad B_{m}(K, \infty)=K^{m}
\end{aligned}
$$

and we write $B(K, p)$ for $B_{2}(K, p)$.
We shall say that a family $\left\{\mu_{\varepsilon}\right\}_{\varepsilon>0}$ of measures on $E$ indexed by the positive real numbers satisfies a large deviation principle (LDP) with good rate function $I: E \rightarrow[0, \infty]$ if the following hold: $I$ is lower semicontinuous,
the "level sets" $\{x: I(x) \leq a\}$ are compact $\forall a>0$ and for all measurable $A$,

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln \mu_{\varepsilon}(A) & \leq-\inf _{\mathrm{cl} A} I, \\
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln \mu_{\varepsilon}(A) & \geq-\inf _{A^{\circ}} I .
\end{aligned}
$$

A family of random elements will be said to satisfy a LDP if the family of probability laws it generates does so.

Theorem 1. Let E be a normed linear space and use the Hausdorff metric on its closed subsets. Let $\mu$ be a probability measure on $E$ and let $X,\left\{X^{(j)}\right\}_{j=1}^{\infty}$ and $\left\{X_{k}^{(j)}\right\}_{j, k=1}^{\infty}$ all be i.i.d. with law $\mu$. Let $\left\{\gamma_{n}\right\}_{n=1}^{\infty}$ be a positive sequence increasing to $\infty$ and let $f:(0, \infty) \rightarrow(0, \infty)$ be decreasing with $f(1 / \ln n)=\gamma_{n}$. Let $K \subset E$ be closed with $\{0\}$ a proper subset of $K$.
(i) Let $p \in(0, \infty]$. The following are equivalent:
(a) $\{X / f(\varepsilon)\}_{\varepsilon>0}$ satisfies a large deviation principle as $\varepsilon \rightarrow 0$, with good rate function

$$
I(x)= \begin{cases}d_{K}(x)^{p}, & \text { if } 0<p<\infty, \\ 0, & \text { if } p=\infty \text { and } x \in K, \\ \infty, & \text { if } p=\infty \text { and } x \notin K .\end{cases}
$$

(b) $\left\{\frac{\left(X_{1}^{(j)}, \ldots, X_{m}^{(j)}\right)}{\gamma_{n}}\right\}_{j=1}^{n} \rightarrow B_{m}(K, p) \quad$ a.s. for all $m \in \mathbb{N}$.
(c) $\left\{\frac{\left(X_{1}^{(j)}, X_{2}^{(j)}\right)}{\gamma_{n}}\right\}_{j=1}^{n} \rightarrow_{p} B(K, p)$
(d) $\left\{\frac{X^{(j)}}{\gamma_{n}}\right\}_{j=1}^{n} \rightarrow_{p} K$ and $\frac{\gamma\left\lfloor n^{r}\right\rfloor}{\gamma_{n}} \rightarrow r^{1 / p} \quad \forall r>0$.
(If $p=\infty$, the limit is 1 for all $r>0$.)
(ii) If $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} N\right.$, then $N$ has the form $B(K, p)$ for some $p \in[0, \infty]$.
(iii) Suppose $\{X / f(\varepsilon)\}_{\varepsilon>0}$ satisfies an LDP with a rate function I which is "good" (has compact level sets) and such that (a) if $I(x)=1$, then $\inf _{U} I<1$ for all neighborhoods $U$ of $X$, (b) $\exists x \neq 0$ with $I(x) \leq \frac{1}{2}$ and (c) $I(t x) \leq I(x)$ for $x \in E, t \in[0,1]$. Then the equivalent conditions of (i) hold, for some $p \in(0, \infty]$.

Remarks. (ii) is a dimension-free generalization of the result in [4]. It is equally valid for products of any finite number of copies of $\mu$. [Apply a projection onto any pair of components. If $p>0$, we can use (i); if $p=0$, note that a set in $E^{m}$ whose every projective onto two coordinates is $B(K, 0)$ must be $B_{m}(K, 0)$.]

The requirement that $I$ have compact level sets is a natural one, since a limiting set $K$ of scaled samples must always be compact. (For any $\varepsilon>0$, it
will be covered by a family of balls of radius $\varepsilon$ centered at the points of some sufficiently large scaled sample.)

The equivalent conditions of (i) define, for each $p \in(0, \infty]$, a class of distributions on $E$ which will be described as exhibiting "regular scaled-sample convergence of index $p$."

The large deviation principle is a dimension-free generalization of the regular variation condition mentioned in the previous section. This is demonstrated (in one dimension) by the next result.

Proposition 2.1. With notation as in Theorem 1, suppose that $E=\mathbb{R}, \mu$ is supported on $[0, \infty), 0<p<\infty$, and $K=[0,1]$. Then the following statements are equivalent:
(i) The large deviation principle of (i)(a) above holds.
(ii) $\phi$ given by $\phi(x)=-\ln \mu((x, \infty))$ is regularly varying of index $p$ at $\infty$ and $\gamma_{n} \sim \phi^{\leftarrow}(\ln n)$.

Proof. First note that (i) is equivalent to $\lim _{\varepsilon \rightarrow 0} \varepsilon \ln \mu((a f(\varepsilon), \infty))=-a^{p}$ for all $a>0$ [i.e., the LDP just for sets of the form [ $a, \infty$ ]]. This implies

$$
\begin{equation*}
\varepsilon \phi(f(\varepsilon)) \rightarrow 1 \quad \text { as } \varepsilon \rightarrow 0 . \tag{2.1}
\end{equation*}
$$

We now show that (2.1) is also implied by (ii). For $\phi\left(\gamma_{n}\right) \sim \phi\left(\phi^{\leftarrow}(\ln n)\right) \sim \ln n$ by regular variation of $\phi$ [note $\phi\left(\phi^{\leftarrow}(\ln n)\right)$ differs from $\ln n$ only when $\phi$ is discontinuous at $\phi^{\leftarrow}(\ln n)$; the difference can be no more than the size of the discontinuity, which (again by regular variation) must be $o(\ln n)$ ]. We thus have $\varepsilon_{n} \phi\left(f\left(\varepsilon_{n}\right)\right) \rightarrow 1$ when $\varepsilon_{n}=(\ln n)^{-1}$, and hence (2.1) in general.

The equivalence now follows by writing

$$
\varepsilon \phi(a f(\varepsilon))=\varepsilon \phi(f(\varepsilon)) \cdot \frac{\phi(a f(\varepsilon))}{\phi(f(\varepsilon))} .
$$

## 3. Examples.

Example 1. Let $p \in(0, \infty)$ and $s \in \mathbb{R}$. Consider the distribution on $[2, \infty)$ given by

$$
\Phi(x)=P(X>x)= \begin{cases}\exp \left(-x^{p}(p \ln n)^{-p s},\right. & \text { for } x \geq 2, \\ 1, & \text { for } x<2\end{cases}
$$

Let $\gamma_{n}=\Phi^{-1}(1 / n)$. Calculation shows that $\gamma_{n} \sim(\ln n)^{1 / p}(\ln \ln n)^{s}$. Then by Proposition 2.1, we see that the LDP of Theorem 1 is satisfied (for any suitable $f$ ) with rate function $I(x)=x^{p}$. Hence this distribution exhibits regular scaled-sample convergence of index $p$. The limiting set is $[0,1]$. The member of this family with $p=2, s=0$ is closely analogous to (and has the same scaled-sample behaviour as) the one-dimensional Gaussian distribution.

Example 2. The distribution on $[0, \infty)$ with $\Phi(x)=P(X>x)=\exp \left(-e^{x}\right)$. Here $\gamma_{n}=\ln \ln n$ is the natural choice. The function $-\ln \Phi$ is regular varying
of order $\infty$, so this distribution exhibits scaled-sample convergence of order $\infty$. The limiting set is $[0,1]$.

Example 3 (Example 5.2 from [6]). The distribution on [ $0, \infty)^{2}$ given by

$$
\mu([x, \infty) \times[y, \infty))=\left(e^{x}+e^{y}-1\right)^{-1} \quad \text { for } x, y>0 .
$$

The LDP for single observations for this distribution has normalizer $f(\varepsilon)=$ $\varepsilon^{-1}$ and rate function $I\left(x_{1}, x_{2}\right)=2\left(x_{1} \vee x_{2}\right)-\left(x_{1} \wedge x_{2}\right)$ for $x_{1} \geq 0, x_{2} \geq 0$. To check this, it is enough to check it only for sets of the form (i) $[a, \infty) \times$ [ $b_{1}, b_{2}$ ], where $0 \leq b_{1}<b_{2} \leq a$ (and images of such sets under interchanging the coordinates), and (ii) $[a, \infty)^{2}$, where $a>0$. For the large deviation lower bound notice that any ball contains a difference of two sets of type (i) with different values of $a$, hence different large deviation rates. For the upper bound notice that $\{x: I(x) \geq c\}$ is always contained in a union $U$ of finitely many sets of types (i) and (ii) with $\inf _{U} I$ arbitrarily close to $c$. For the type (i) sets,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \varepsilon & \ln P\left(X / f(\varepsilon) \in[a, \infty) \times\left[b_{1}, b_{2}\right]\right) \\
& =\lim _{\varepsilon \rightarrow 0} \varepsilon \ln \left(1 /\left(e^{a / \varepsilon}+e^{b_{1} / \varepsilon}-1\right)-1 /\left(e^{a / \varepsilon}+e^{b_{2} / \varepsilon}-1\right)\right) \\
& =b_{2}-2 a \\
& =-I\left(a, b_{2}\right) \\
& =-\inf _{[a, \infty) \times\left[b_{1}, b_{2}\right]} I .
\end{aligned}
$$

For the type (ii) sets,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X / f(\varepsilon) \in[a, \infty)^{2}\right) & =-a \\
& =-\inf _{[a, \infty)} I, \quad \text { similarly. }
\end{aligned}
$$

This rate function has the form $I(x)=d_{K}(x)^{p}$ with $p=1$ and $K$ the convex hull of $\left\{(0,0),\left(\frac{1}{2}, 0\right),\left(0, \frac{1}{2}\right),(1,1)\right\}$. By Theorem 1, the distribution exhibits regular scaled-sample convergence of index 1 to $K$. The normalizers are $\gamma_{n}=f(1 / \ln n)=\ln n$.

Example 4. This example shows that convergence of scaled samples need not be regular of any order.

Let $\lambda:(0, \infty) \rightarrow(0, \infty)$ be the piecewise linear, continuous, increasing function with $\lambda(0)=0$ and

$$
\lambda^{\prime}(t)= \begin{cases}s_{1}, & \text { on }(n, n+1), \text { for all even } n, \\ s_{2}, & \text { on }(n, n+1), \text { for all odd } n .\end{cases}
$$

Here $0<s_{1}<s_{2}$. Define a distribution on $[1, \infty)$ by

$$
\Phi(t)=P(X>t)=\exp (-\exp (\lambda(\ln t))) \quad \text { for } t \geq 1
$$

First, we show that the scaled samples from this distribution converge (a.s.) by checking the integral condition of [8]. We need that for every $\varepsilon \in(0,1)$,

$$
-\int_{1}^{\infty} \frac{d \Phi(t)}{\Phi(\varepsilon t)}<\infty, \quad \text { that is, } \quad \int_{1}^{\infty} \frac{\left|\Phi^{\prime}(t)\right|}{\Phi(\varepsilon t)} d t<\infty .
$$

We have

$$
\begin{aligned}
\left|\Phi^{\prime}(t)\right| & =\left|\Phi(t) \ln \Phi(t) \lambda^{\prime}(\ln t) t^{-1}\right| \\
& \leq \Phi(t)|\ln \Phi(t)| s_{2} t^{-1} .
\end{aligned}
$$

Also (using the mean value theorem twice),

$$
\begin{aligned}
\frac{\Phi(t)}{\Phi(\varepsilon t)} & =\exp (\exp (\lambda(\ln \varepsilon+\ln t))-\exp (\lambda(\ln t))) \\
& \leq \exp (\exp (\lambda(\ln t))(\lambda(\ln \varepsilon+\ln t)-\lambda(\ln t))) \\
& \leq \exp \left(\exp (\lambda(\ln t)) s_{1} \ln \varepsilon\right)
\end{aligned}
$$

Since $\lambda(t) \leq s_{2} t$ we have

$$
\begin{aligned}
\frac{\left|\Phi^{\prime}(t)\right|}{\Phi(\varepsilon t)} & \leq \exp \left(\exp (\lambda(\ln t)) s_{1} \ln \varepsilon+\lambda(\ln t)\right) s_{2} t^{-1} \\
& \leq \exp \left(t^{s_{2}} s_{1} \ln \varepsilon+s_{2} \ln t\right) s_{2} t^{-1}
\end{aligned}
$$

which is integrable on $[1, \infty)$ for $0<\varepsilon<1$. Hence the scaled samples convergence when they are normalized by, for example, constants $\gamma_{n}=\Phi^{-1}(1 / n)=$ $\left.\exp \left(\lambda^{-1} \ln n\right)\right)$.

Second, we show that the LDP does not hold; equivalently that $-\ln \Phi$ is not regularly varying. For $a, t>0$,

$$
\begin{aligned}
\frac{-\ln \Phi(a t)}{-\ln \Phi(t)} & =\exp (\lambda(\ln a+\ln t)-\lambda(\ln t)) \\
& =\exp \left((\ln a) \lambda^{\prime}(c)\right)
\end{aligned}
$$

where $c$ lies between $\ln t$ and $\ln t+\ln a$. If $|\ln a| \leq 1$, then $\lim \sup _{t \rightarrow \infty} \lambda^{\prime}(c)$ $=s_{2}$ and $\liminf f_{t \rightarrow \infty} \lambda^{\prime}(c)=s_{1}$.

Example 5. Let $\left\{e_{i}\right\}_{i=1}^{\infty}$ be the usual basis vectors of $l_{2}$; that is, $e_{i}$ is an infinite vector with a 1 in the $i$ th position and 0 in all other positions. Choose a positive sequence $r_{k} \rightarrow 0$. Let $N$ be a $\mathbb{N}$-valued random variable with $P(N=i)>0 \forall i$ and let $Y$ be an exponential random variable independent of $N$. Let $\mu$ be the law of $X=Y r_{N} e_{N}$. (Compare this example with the infinite-dimensional example of Section 1.)

The relevant LDP for this $\mu$ has $f(\varepsilon)=\varepsilon^{-1}$ and $I=d_{K}$, where

$$
K=\bigcup_{i=1}^{\infty}\left\{t e_{i}: 0 \leq t \leq r_{i}\right\} .
$$

To show the large deviation upper bound, let $A$ be measurable and let $t=\inf _{\mathrm{cl}_{A}} I$. If $t=\infty$, then $P(X / f(\varepsilon) \in A)=0 \forall \varepsilon>0$, so this case is trivial. Otherwise, the upper bound follows from

$$
P(X / f(\varepsilon) \in A) \leq P\left(d_{K}(X / f(\varepsilon)) \geq t\right)=P(Y \geq t / \varepsilon)=\exp (-t / \varepsilon)
$$

To show the lower bound, let $A$ be measurable and let $t=\inf _{A^{\circ}} I$. If $t=\infty$ there is nothing to show. Otherwise, for $\delta>0$ arbitrary, we can find $i, r, s$ such that $t \leq r<s \leq t+\delta$ and $u r_{i} e_{i} \subseteq A$ for $r \leq u \leq s$. The lower bound then follows from

$$
\begin{aligned}
P(X / f(\varepsilon) \in A) & \geq P\left(X / f(\varepsilon)=u r_{i} e_{i} \text { for some } u \in[r, s]\right) \\
& =P(N=i) P(Y / f(\varepsilon) \in[r, s])
\end{aligned}
$$

Samples from $\mu$ scaled by the normalizers $\gamma_{n}=\ln n$ thus have limiting set $K$.
4. Proof of Theorem 1. Our first result will eventually show part (iii) of Theorem 1.

Proposition 4.1. Suppose the conditions of Theorem 1(iii) hold. Then $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{n=1}^{n} \rightarrow N$ a.s. for some $N \subset E^{2}$. Furthermore, $N \neq B(K, 0)$ for any $K$.

LEMMA 4.2. Let $\left\{\mu_{\varepsilon}\right\}_{\varepsilon>0}$ be a family of probability measures on a topological space $S$ (with a $\sigma$-algebra containing the Borel $\sigma$-algebra), satisfying a large deviation lower bound with rate $I$, that is, $\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln \mu_{\varepsilon}(A) \geq$ $-\inf _{A^{\circ}} I$ for all measurable A. Then $\left\{\mu_{\varepsilon} \times \mu_{\varepsilon}\right\}_{\varepsilon>0}$ satisfies a large deviation lower bound on $S^{2}$ with rate $J(x, y)=I(x)+I(y)$, which is good (i.e., has compact level sets) if I is.

Proof. This is the lower bound of Lemma 2.8 in [7]. Note that the space is not required to be Polish for this lower bound.

Remark. The large deviation upper bound for compact sets could be proved similarly, but the upper bound for closed sets cannot be proved without an additional exponential tightness assumption. We can prove Proposition 4.1 without this additional assumption, however.

Proof of Proposition 4.1. We use the product norm $\|(x, y)\|=\|x\| \vee\|y\|$ in $E^{2}$. For any set $S, S^{\varepsilon}$ denotes the set of points whose distance from $S$ is less than $\varepsilon$, and $S^{c}$ denotes the complement of $S$. Let $F_{n}=\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n}$. Let $J(x, y)=I(x)+I(y)$. We will show that the limiting set is $N=\{z$ : $J(z) \leq 1\}$. Fix $\varepsilon>0$. We show that eventually $F_{n} \subset N^{\varepsilon}$ and $N \subset F_{n}^{\varepsilon}$.
$F_{n} \subset N^{\varepsilon}$ eventually. Let $A=\left(N^{\varepsilon}\right)^{c}$. The proof falls into two parts: first showing that

$$
\begin{align*}
A \subseteq & \left(\{(x, y): I(x) \leq 1\}^{\varepsilon^{\prime}}\right)^{c} \cup\left(\{(x, y): I(y) \leq 1\}^{\varepsilon^{\prime}}\right)^{c} \\
& \cup \bigcup_{i=1}^{k}\left[\left(\left\{(x, y): I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right] \tag{4.1}
\end{align*}
$$

for some $\varepsilon^{\prime}>0$, where each $\alpha_{i}+\beta_{i}>1$, and then using (4.1) to complete the proof.

To show (4.1), first we cover the compact set

$$
\operatorname{cl}\left(\left(N^{\varepsilon / 2}\right)^{c}\right) \cap\{(x, y): I(x) \leq 1, I(y) \leq 1\}
$$

in a similar manner. Let $(a, b) \in \operatorname{cl}\left(\left(N^{\varepsilon / 2}\right)^{c}\right)$. Then $J(a, b)>1$. By lower semicontinuity of $J$, we have $\delta>0$ and $\lambda$ such that $\inf _{B(a, \delta) \times B(b, \delta)} J \geq \lambda>1$. [ $B(x, r)$ denotes a ball of center $x$, radius $r$.] Let $\alpha=\inf _{B(a, \delta)} I$ and $\beta=$ $\inf _{B(b, \delta)} I$. Then $\alpha+\beta>1$. Take $\alpha^{\prime}, \beta^{\prime}$ such that $\alpha^{\prime}<\alpha, \beta^{\prime}<\beta$ and $\alpha^{\prime}+$ $\beta^{\prime}>1$. Then $(a, b) \in\left(\left\{(x, y): I(x) \leq \alpha^{\prime}\right\}^{\delta}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta^{\prime}\right\}^{\delta}\right)^{c}$. By compactness, then,

$$
\begin{align*}
& \operatorname{cl}\left(\left(N^{\varepsilon / 2}\right)^{c}\right) \cap\{(x, y): I(x) \leq 1, I(y) \leq 1\} \\
& \quad \subseteq \bigcup_{i=1}^{k}\left[\left(\left\{(x, y): I(x) \leq \alpha_{i}\right\}^{\varepsilon_{i}}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta_{i}\right\}^{\varepsilon_{i}}\right)^{c}\right] \tag{4.2}
\end{align*}
$$

where each $\alpha_{i}+\beta_{i}>1$ and $\varepsilon_{i}>0$.
Now to show (4.1) itself, choose $\varepsilon^{\prime}<\frac{1}{2}\left(\varepsilon \wedge \varepsilon_{1} \wedge \cdots \wedge \varepsilon_{k}\right)$ and take $\alpha_{1}, \ldots, \alpha_{k}, \beta_{1}, \ldots, \beta_{k}$ as above. Suppose $(a, b) \in A$, but $(a, b) \in\{(x, y): I(x)$ $\leq 1\}^{\varepsilon^{\prime}}$ and $(a, b) \in\{(x, y): I(y) \leq 1\}^{\varepsilon^{\prime}}$. Then $\exists\left(a_{1}, b_{1}\right)$ with $I\left(a_{1}\right) \leq 1$ and $\left\|(a, b)-\left(a_{1}, b_{1}\right)\right\|<\varepsilon^{\prime}$, and also $\left(a_{2}, b_{2}\right)$ with $I\left(b_{2}\right) \leq 1$ and $\|(a, b)-$ $\left(a_{2}, b_{2}\right) \|<\varepsilon^{\prime}$. Put $(c, d)=\left(a_{1}, b_{2}\right)$. Then $\|(a, b)-(c, d)\|<\varepsilon^{\prime}$. Since $(a, b) \in$ $\left(N^{\varepsilon}\right)^{c}$, we have $(c, d) \in\left(N^{\varepsilon / 2}\right)^{c}$ as well as $I(c) \leq 1$ and $I(d) \leq 1$. By (4.2) we have

$$
(c, d) \in\left(\left\{(x, y): I(x) \leq \alpha_{i}\right\}^{\varepsilon_{i}}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta_{i}\right\}^{\varepsilon_{i}}\right)^{c}
$$

for some $i$, and so

$$
(a, b) \in\left(\left\{(x, y): I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\varepsilon^{\prime}}}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta_{i}\right\}^{\varepsilon^{\prime}}\right)^{c} .
$$

To use (4.1), let $X, Y$ be i.i.d. with law $\mu$. We use (4.1) to get an upper bound on $P((X, Y) / f(\delta) \in A)$. We have for each $i$,

$$
\begin{aligned}
& P\left((X, Y) / f(\delta) \in\left(\left\{(x, y): I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right) \\
& \quad=P\left(X / f(\delta) \in\left(\left\{x: I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right) P\left(X / f(\delta) \in\left(\left\{x: I(x) \leq \beta_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right)
\end{aligned}
$$

Let $r_{i}=\inf \left\{I(x): x \in \operatorname{cl}\left(\left(\left\{x: I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)\right)\right\}$. Note that $r_{i}>\alpha_{i}$ since by the goodness of $J$, the infimum will be achieved. The large deviation principle then gives

$$
\limsup _{\delta \rightarrow 0} \delta \ln P\left(X / f(\delta) \in\left(\left\{x: I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right) \leq-r_{i}<\alpha_{i}
$$

and so

$$
P\left(X / f(\delta) \in\left(\left\{x: I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right) \leq \exp \left(-\alpha_{i} / \delta\right)
$$

for all sufficiently small $\delta$. Together with similar arguments for $\beta_{i}$, this produces

$$
\begin{aligned}
& P\left(\frac{(X, Y)}{f(\delta)} \in\left(\left\{(x, y): I(x) \leq \alpha_{i}\right\}^{\varepsilon^{\prime}}\right)^{c} \cap\left(\left\{(x, y): I(y) \leq \beta_{i}\right\}^{\varepsilon^{\prime}}\right)^{c}\right) \\
& \quad \leq \exp \left(-\frac{\alpha_{i}+\beta_{i}}{\delta}\right)
\end{aligned}
$$

for all sufficiently small $\delta$. Similarly,

$$
P\left((X, Y) / f(\delta) \in\left(\{(x, y): I(x) \leq 1\}^{\varepsilon^{c^{c}}}\right)^{c}\right) \leq \exp (-s / \delta)
$$

for all small enough $\delta$, where $s>1$. Using (4.1), then, we have that for some $t>1$,

$$
P((X, Y) / f(\delta) \in A) \leq(k+2) \exp (-t / \delta)
$$

for all small enough $\delta$. Put $\delta=(\ln n)^{-1}$. Then for all large enough $n$,

$$
P\left((X, Y) / \gamma_{n} \in A\right) \leq(k+2) n^{-t}
$$

and so these probabilities are summable $n \rightarrow \infty$. By the Borel-Cantelli lemma, ( $X^{(n)}, Y^{(n)}$ )/ $\gamma_{n} \in A$ only finitely often, a.s. Thus $F_{n} \subseteq N^{\varepsilon}$ eventually, a.s.
$N \subseteq F_{n}^{\varepsilon}$ eventually. Cover $N$ by balls $B\left(z_{1}, \varepsilon / 2\right), \ldots, B\left(z_{k}, \varepsilon / 2\right)$ with each $z_{i} \in N$. Then

$$
\begin{aligned}
P\left(N \nsubseteq F_{n}^{\varepsilon}\right) & \leq P\left(F_{n} \text { does not intersect each ball } B\left(z_{i}, \frac{\varepsilon}{2}\right)\right) \\
& \leq \sum_{i=1}^{k} P\left(F_{n} \text { disjoint from } B\left(z_{i}, \frac{\varepsilon}{2}\right)\right) \\
& \leq \sum_{i=1}^{k} P\left(\frac{\left(X_{1}, X_{2}\right)}{\gamma_{n}} \notin B\left(z_{i}, \frac{\varepsilon}{2}\right)\right)^{n} \\
& \leq \sum_{i=1}^{k} \exp \left(-n P\left(\frac{\left(X_{1}, X_{2}\right)}{\gamma_{n}} \in B\left(z_{i}, \frac{\varepsilon}{2}\right)\right)\right) .
\end{aligned}
$$

Now by our assumption on $I$, we have $\inf _{B\left(z_{i}, \varepsilon / 2\right)} J<1 \forall i$, so choose $r$ such that $\max _{i} \inf _{B\left(z_{i}, \varepsilon / 2\right)} J<r<1$. By Lemma 4.2,

$$
\liminf _{\delta \rightarrow 0} \delta \ln P\left(\frac{\left(X_{1}, X_{2}\right)}{f(\delta)} \in B\left(z_{i}, \frac{\varepsilon}{2}\right)\right) \geq-\inf _{B\left(z_{i}, \varepsilon / 2\right)} J>-r \quad \forall i .
$$

Hence,

$$
P\left(\left(X_{1}, X_{2}\right) / f(\delta) \in B\left(z_{i}, \varepsilon / 2\right)\right) \geq \exp (-r / \delta) \quad \forall i, \text { for small enough } \delta,
$$

and so

$$
P\left(\left(X_{1}, X_{2}\right) / \gamma_{n} \in B\left(z_{i}, \varepsilon / 2\right)\right) \geq n^{-r} \quad \forall i \text {, for large enough } n
$$

We thus have

$$
\sum_{n=1}^{\infty} P\left(N \nsubseteq F_{n}^{\varepsilon}\right) \leq \sum_{n=1}^{\infty} k \exp \left(-n^{1-r}\right)<\infty
$$

and so the result follows.

The assertion that $N \neq B(K, 0)$ follows from the assumption that $\exists x \neq 0$ with $I(x) \leq \frac{1}{2}$ [since points in $B(K, 0)$ can have at most one nonzero component].

The next major step in the proof of Theorem 1 is to show that the limiting set of scaled samples for a product of two identical measures can only be a "ball" $B(K, p)$. We first prove some lemmas

LEMMA 4.3. If $\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} K$, then $\left\{\gamma_{n}\right\}$ is slowly varying (i.e., $\gamma_{\lfloor r n\rfloor} / \gamma_{n} \rightarrow 1$ for all $r>0$ ).

Proof. It is enough to show the required limit for any positive integer $r$. Suppose $\exists n_{k} \rightarrow \infty$ with $\gamma_{r n_{k}} / \gamma_{n_{k}} \rightarrow c$, where $c \neq 1$; necessarily $c>1$. Let $F_{n}=\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n}$ and $G_{k}=\left\{X^{(j)} / \gamma_{n_{k}}\right\}_{j=1}^{n_{n}}$. We see that the Hausdorff distance $h\left(c^{-1} G_{k}, F_{r n_{k}}\right) \rightarrow 0$ as $k \rightarrow \infty$. Hence $G_{k} \rightarrow_{p} c K$ as $k \rightarrow \infty$. Choose $\varepsilon>0$ such that $c K \nsubseteq K^{2 \varepsilon}$. Then $P\left(G_{k} \subseteq K^{\varepsilon}\right) \rightarrow 0$, but since $G_{k}$ consists of $r$ independent copies of $F_{n_{k}}, P\left(G_{k} \subseteq K^{\varepsilon}\right)=P\left(F_{n_{k}} \subseteq K^{\varepsilon}\right)^{r} \rightarrow 1$, a contradiction.

Remark. We used above the useful observation that if $F_{n} \rightarrow_{p} K$, then (i) $\forall x \in K$ and neighborhood $A$ of $x$, we have $P\left(F_{n} \cap A \neq \varnothing\right) \rightarrow 1$ and (ii) $\forall x \notin K$ there is a neighborhood $A$ of $x$ such that $P\left(F_{n} \cap A \neq \varnothing\right) \rightarrow 0$. We will slightly strengthen this point in a moment.

Lemma 4.4. Let $F_{n} \rightarrow_{p} K$, as in Lemma 4.3. Then $K$ is star-shaped.
Proof. Let $x \in K$ and $0<t<1$. For $\varepsilon>0$ we have $P\left(F_{n} \cap B(x, \varepsilon / 2) \neq\right.$ $\varnothing) \rightarrow 1$ as $n \rightarrow \infty$. However, for $\varepsilon$ small enough,

$$
\left\{F_{n} \cap B(x, \varepsilon / 2) \neq \varnothing\right\} \subseteq\left\{F_{m(n)} \cap B(t x, \varepsilon) \neq \varnothing\right\}
$$

where $m(n)$ is chosen so that $\left|\gamma_{n} / \gamma_{m(n)}-t\right|<(\varepsilon / 3)\|x\|$ (this is possible by the slow variation of $\gamma_{n}$. Hence $P\left(F_{m(n)} \cap B(t x, \varepsilon) \neq \varnothing\right) \nrightarrow 0$ as $n \rightarrow \infty$. Since $\varepsilon$ is arbitrary, $t x \in K$.

Definition. A semicone is a subset $S$ of $E$ such that $t S \subseteq S \forall t \geq 1$.
Remark. Now that we know $K$ is star-shaped, we can strengthen the previous remark to: if $x \notin K$, there is a semicone neighborhood $A$ of $x$ such that $P\left(F_{n} \cap A \neq \varnothing\right) \rightarrow 0$.

Lemma 4.5. (a) Let $\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} K$ as in Lemma 4.3. Then (i) $\forall x \in K$ and every neighborhood $A$ of $x, n P\left(X / \gamma_{n} \in A\right) \rightarrow \infty$ and (ii) $\forall x \notin K$ and every semicone neighborhood $A$ of $x, n P\left(X / \gamma_{n} \in A\right) \rightarrow 0$.
(b) Let $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} N\right.$ in $E^{2}$. Then (iii) $\forall(x, y) \in N$ and every pair of neighborhoods $A, B$ of $x, y$, respectively, $n P\left(X / \gamma_{n} \in A\right) P\left(X / \gamma_{n} \in B\right)$ $\rightarrow \infty$ and (iv) $\forall(x, Y) \notin N$ and every semicone neighborhoods $A, B$ of $x, y$, respectively, $n P\left(X / \gamma_{n} \in A\right) P\left(X / \gamma_{n} \in B\right) \rightarrow 0$.

REMARK. The quantities in the conclusions of (a) and (b) are the expected number of points from the scaled sample in $A$ and $A \times B$, respectively.

Proof of Lemma 4.5(i)-(iii). Use the remark following Lemma 4.4 together with the fact that if $0 \leq x_{n} \leq 1$, then

$$
\left(1-x_{n}\right)^{n} \rightarrow 0 \Rightarrow n x_{n} \rightarrow \infty
$$

and

$$
\left(1-x_{n}\right)^{n} \rightarrow 1 \Rightarrow n x_{n} \rightarrow 0
$$

[For the first implication, note that if $n x_{n} \leq M$ for infinitely many $n$, then $\lim \sup _{n}\left(1-x_{n}\right)^{n} \geq \liminf _{n}(1-M / n)^{n}=e^{-M}$. For the second, take logarithms.] We show (i) and (ii) by letting $x_{n}=P\left(X / \gamma_{n} \in A\right)$, and we show (iii) by letting $x_{n}=P\left(X / \gamma_{n} \in A\right) P\left(X / \gamma_{n} \in B\right)$. This would also show (iv) if $A$ and $B$ were not required to be semicones.

Lemma 4.6. Let $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p}$ N. If $(x, y) \in N$, then $(\alpha x, \beta y) \in$ $N$ for all $\alpha, \beta \in[0,1]$.

Proof. We show the result for $\beta=1$. This suffices since $N$ is star-shaped and invariant under exchanging the two coordinates.

Let $\varepsilon>0$. We have

$$
n \mu\left(\gamma_{n} B(x, \varepsilon / 2)\right) \mu\left(\gamma_{n} B(y, \varepsilon)\right) \rightarrow \infty
$$

It will be enough to show

$$
n \mu\left(\gamma_{n} B(\alpha x, \varepsilon)\right) \mu\left(\gamma_{n} B(y, \varepsilon)\right) \nrightarrow 0
$$

which we will achieve by showing that $\mu\left(\gamma_{n} B(\alpha x, \varepsilon)\right) \geq \frac{1}{2} \mu\left(\gamma_{n} B(x, \varepsilon / 2)\right)$ for infinitely many $n$. Were this not the case, $2 \mu\left(\gamma_{n} B(\alpha x, \varepsilon)\right)<\mu\left(\gamma_{n} B(x, \varepsilon / 2)\right)$ would hold for all large enough $n$. As in (4.4), for all large enough $n$ there exists $m(n)$ with $\left|\gamma_{n} / \gamma_{m(n)}-\alpha\right|<\varepsilon / 3\|x\|$, giving $\mu\left(\gamma_{n} B(x, \varepsilon / 2)\right) \leq$ $\mu\left(\gamma_{m(n)} B(\alpha x, \varepsilon)\right)$. These inequalities yield $2 \mu\left(\gamma_{n} B(\alpha x, \varepsilon)\right)<\mu\left(\gamma_{m(n)} B(\alpha x, \varepsilon)\right)$ for all large enough $n$, which quickly gives, for some $n$ and all $k$,
a contradiction since all probabilities are bounded by 1 .
Proof of Lemma 4.5(iv). Let $(x, y) \notin N$. By Lemma 4.6, $C=\{(s x, t y)$ : $s, t \geq 1\}$ is disjoint from $N$. Define the semicone neighborhoods $A_{\varepsilon}, B_{\varepsilon}$ of $x, y$, respectively, by $A_{\varepsilon}=\bigcup_{s \geq 1} s B[x, \varepsilon]$ and $B_{\varepsilon}=\bigcup_{t \geq 1} t B[y, \varepsilon]$. Then $\bigcap_{\varepsilon>0} A_{\varepsilon}$ $\times B_{\varepsilon}=C$. By the finite intersection property of the compact set $N$, some $A_{2 \varepsilon} \times B_{2 \varepsilon}$ is disjoint from $N$, making $A_{\varepsilon} \times B_{\varepsilon}$ disjoint from $N^{\varepsilon}$. Hence $P\left(\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \cap A_{\varepsilon} \times B_{\varepsilon} \neq \varnothing\right) \rightarrow 0$ and so Lemma 4.5(iv) obtains by the same argument used for the other parts of Lemma 4.5.

Lemma 4.7. Suppose $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} N$.
(a) If $(x, x) \notin N$ and $(y, y) \notin N$, then $(x, y) \notin N$.
(b) If $(x, x) \in N$ and $(y, y) \in N$, then $(x, y) \in N$.

Remark. This is a generalization of Lemma 5 in [4].
Proof of Lemma 4.7. (a) By Lemma 4.5, there are semicone neighborhoods $A, B$ of $x, y$, respectively, such that $n P\left(X / \gamma_{n} \in A\right)^{2} \rightarrow 0$ and $n P\left(X / \gamma_{n}\right.$ $\in B)^{2} \rightarrow 0$. Hence
$n P\left(X / \gamma_{n} \in A\right) P\left(X / \gamma_{n} \in B\right)=\left(n P\left(X / \gamma_{n} \in A\right)^{2} \cdot n P\left(X / \gamma_{n} \in B\right)^{2}\right)^{1 / 2} \rightarrow 0$
and so $(x, y) \notin N$. (b) is similar.
Lemma 4.8. (a) Let $\gamma_{n} \uparrow \infty$ and suppose there exists $p \in(0, \infty)$ be such that $\liminf _{n} \gamma_{n^{2}} / \gamma_{n}>2^{1 / p}$. Then there exists $n_{k} \rightarrow \infty$ such that for any $r_{0} \in(0,1)$ $\exists k_{0} \in \mathbb{N}$,

$$
\gamma_{\left\lfloor n_{k}^{r}\right\rfloor} \leq r^{1 / p} \gamma_{n_{k}} \quad \text { for } r \in\left[r_{0}, 1\right] \text { and } k \geq k_{0} .
$$

(b) The same holds if the lim inf condition is replaced by $\lim \sup _{n} \gamma_{n^{2}} / \gamma_{n}<$ $2^{1 / p}$ and the inequality in the conclusion is reversed.

Proof. We prove (a); (b) is similar. Let $f(x)=\gamma_{[\exp (x)]}$. Then $f$ is nondecreasing and $\lim \inf _{x \rightarrow \infty} f(2 x) / f(x)>2^{1 / p}$. Pick $q$ so that $\liminf _{x \rightarrow \infty} f(2 x) /$ $f(x)>2^{1 / q}>2^{1 / p}$ and pick $x_{0}$ so that $f(2 x)>2^{1 / q} f(x)$ when $x \geq x_{0}$. Let $g(x)=f(x) x^{-1 / q}$, so $g(2 x) \geq g(x)$ for $x \geq x_{0}$. For each $k \in \mathbb{N}$, choose $x_{k}$ in the interval $[\ln k, 2 \ln k)$ to maximize $g$ within that interval. Since $g$ decreases on each interval $[\ln j, \ln (j+1)$ ), the maximum will be attained and, in fact, $x_{k}=\ln n_{k}$ for some integer $n_{k}$. For $r_{0} \in(0,1)$, take $k_{0} \in \mathbb{N}$ such that $r_{0} \ln k_{0} \geq x_{0}$. Then if $r \in\left[r_{0}, 1\right]$ and $k \geq k_{0}$, we can find a nonnegative integer $m$ such that $r 2^{m} x_{k} \in[\ln k, 2 \ln k)$. This gives $g\left(r x_{k}\right) \leq g\left(r 2^{m} x_{k}\right) \leq$ $g\left(x_{k}\right)$, which is $\gamma_{\left\lfloor n_{k}^{r}\right]} \leq r^{1 / q} \gamma_{n_{k}}$.

Proof of Theorem 1(ii). We are to show that if $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} N$, then $N=B(K, p)$ for some $K \subset E$ and $p \in[0, \infty]$. In fact, $K$ must be the projection of $N$ onto one copy of $E$.

By projecting it is clear that $\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} K$. Also, $N \subset K^{2}$. Our first goal will be to show that

$$
\begin{aligned}
\lim _{n} \frac{\gamma_{n}^{2}}{\gamma_{n}} & =\sup \{t: t x \in K, \text { for some } x \text { with }(x, x) \notin N\} \\
& =\inf \{t: t x \notin K, \text { for some } x \text { with }(x, x) \in N\} .
\end{aligned}
$$

Refer to the above sup and inf as $I_{1}$ and $I_{2}$, respectively. By inspection, $I_{1} \geq I_{2}$. Suppose ( $\left.x, x\right) \notin N$ and $t x \in K$. By Lemma 4.5(iv) there is a semicone neighborhood $A$ of $x$ such that $n P\left(X / \gamma_{n} \in A\right)^{2} \rightarrow 0$. Replacing $n$ by $n^{2}$
yields $n^{2} P\left(X / \gamma_{n^{2}} \in A\right)^{2} \rightarrow 0$, and so $n P\left(X / \gamma_{n^{2}} \in A\right) \rightarrow 0$. However, by Lemma 4.5(i), $n P\left(X / \gamma_{n} \in t A\right) \rightarrow \infty$, that is, $n P\left(X \in t \gamma_{n} A\right) \rightarrow \infty$. Thus $P(X \in$ $\left.t \gamma_{n} A\right) \geq P\left(X \in \gamma_{n^{2}} A\right)$ eventually, and so $\gamma_{n^{2}} \geq t \gamma_{n}$ eventually (since $A$ is a semicone). Hence $\lim \inf _{n} \gamma_{n^{2}} / \gamma_{n} \geq t \geq I_{1}$. Now suppose $(x, x) \in N$ and $t x \notin$ $K$. Take $A$ such that $n P\left(X / \gamma_{n} \in t A\right) \rightarrow 0$ [using Lemma 4.5(ii)]. We also have [by Lemma 4.5(iii)] that $n P\left(X / \gamma_{n} \in A\right)^{2} \rightarrow \infty$. Arguing as before we find that $\gamma_{n^{2}} \leq t \gamma_{n}$ eventually. We can now write

$$
\liminf _{n} \frac{\gamma_{n}^{2}}{\gamma_{n}} \geq I_{1} \geq I_{2} \geq \limsup _{n} \frac{\gamma_{n^{2}}}{\gamma_{n}}
$$

showing the result.
If $\lim _{n} \gamma_{n^{2}} / \gamma_{n}=\infty$, then (considering the expression for $I_{2}$ as an inf) we have $(x, x) \in N \Rightarrow t x \notin K$ for any $t>0 \Rightarrow x=0$ (since $K$ is bounded). Making use of Lemma 4.7 gives that $N=B(K, 0)$.

If $\lim _{n} \gamma_{n^{2}} / \gamma_{n}=1$, then (considering the expression for $I_{1}$ as a sup) we have $d_{K}(x)<1 \Rightarrow(x, x) \in N$. Making use of Lemma 4.7 and noting that $N$ is closed gives that

$$
N \supseteq \operatorname{cl}\left\{(x, y): d_{K}(x)<1 \text { and } d_{K}(y)<1\right\}
$$

Hence $N=K^{2}$.
For the rest of the proof, then, we assume $\lim _{n} \gamma_{n^{2}} / \gamma_{n} \in(1, \infty)$. Let $p \in$ $(0, \infty)$ be such that $\lim _{n} \gamma_{n^{2}} / \gamma_{n}=2^{1 / p}$. To complete the proof we show that $N=\left\{(x, y): d_{K}(x)^{p}+d_{K}(y)^{p} \leq 1\right\}$. First, let $(x, y)$ be such that $d_{K}(x)^{p}+$ $d_{K}(y)^{p}>1$. Take $s, t \in(0,1)$ and $p^{\prime}>p$ such that $s^{p^{\prime}}+t^{p^{\prime}}>1, x / s \notin K$ and $y / t \notin K$. Choose semicone neighborhoods $A, B$ of $x / s, y / t$, respectively, with $n \mu\left(\gamma_{n} A\right) \rightarrow 0$ and $n \mu\left(\gamma_{n} B\right) \rightarrow 0$. By Lemma 4.8(a), take $n_{k} \rightarrow \infty$ such that $\gamma\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor\right) \leq s \gamma_{n_{k}}$ and $\gamma\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor\right) \leq t \gamma_{n_{k}}$ for all $k$. Then

$$
\begin{aligned}
n_{k} \mu\left(\gamma_{n_{k}} s A\right)\left(\gamma_{n_{k}} t B\right) & \leq n_{k} \mu\left(\gamma\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor A\right)\right) \mu\left(\gamma\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor B\right)\right) \\
& \leq \underbrace{\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor \mu\left(\gamma\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor A\right)\right)\right)}_{\rightarrow 0} \underbrace{\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor \mu\left(\gamma\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor B\right)\right)\right)}_{\rightarrow 0}
\end{aligned}
$$

and we conclude $(x, y) \notin N$.
Second, let $(x, y)$ be such that $d_{K}(x)^{p}+d_{K}(y)^{p}<1$. Take $s, t \in(0,1)$ and $p^{\prime}<p$ such that $x / s \in K, y / t \in K$ and $s^{p^{\prime}}+t^{p^{\prime}}<1$. Let $A, B$ be any semicone neighborhoods of $x / s, y / t$, respectively. Then $n \mu\left(\gamma_{n} A\right) \rightarrow \infty$ and $n \mu\left(\gamma_{n} B\right) \rightarrow \infty$. By Lemma 4.8(b), take $n_{k} \rightarrow \infty$ with $\gamma\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor\right) \geq s \gamma_{n_{k}}$ and $\gamma\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor\right) \geq t \gamma_{n_{k}}$ for all $k$. Then

$$
\begin{aligned}
n_{k} \mu\left(\gamma_{n_{k}} s A\right) \mu\left(\gamma_{n_{k}} t B\right) & \geq n_{k} \mu\left(\gamma\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor A\right)\right) \mu\left(\gamma\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor B\right)\right) \\
& \geq \underbrace{\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor \mu\left(\gamma\left(\left\lfloor n_{k}^{s^{p^{\prime}}}\right\rfloor A\right)\right)\right)}_{\rightarrow \infty} \underbrace{\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor \mu\left(\gamma\left(\left\lfloor n_{k}^{t^{p^{\prime}}}\right\rfloor B\right)\right)\right)}_{\rightarrow \infty}
\end{aligned}
$$

and we conclude $(x, y) \in N$. Since $N$ is closed, it follows that $N$ contains all $(x, y)$ with $d_{K}(x)^{p}+d_{K}(y)^{p} \leq 1$.

Proof of (c) $\Rightarrow$ (d) in Theorem 1(i). Suppose $0<p \leq \infty$ and $\left\{\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} B(K, p)$. Choose (appealing to the Hahn-Banach theorem) a bounded linear map $\phi: E \rightarrow \mathbb{R}$ such that $\phi(K) \subseteq[-1,1]$ and $1 \in$ $\phi(K)$. Then

$$
\left\{\phi\left(X^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} \phi(K)
$$

[since the map $C \mapsto \phi(C)$, taking the compact subsets of $E$ to those of $\mathbb{R}$, is continuous] and similarly,

$$
\left\{\Phi\left(X_{1}^{(j)}, X_{2}^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} \Phi(B(K, p)),
$$

where $\Phi(x, y)=(\phi(x), \phi(y))$. Letting $\phi_{+}$denote $\phi \vee 0$, we then have

$$
\left\{\phi_{+}\left(X^{(j)}\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p}[0,1]
$$

and

$$
\left\{\left(\phi_{+}\left(X_{1}^{(j)}\right), \phi_{+}\left(X_{2}^{(j)}\right)\right) / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} \Phi(B(K, p)) \cap[0, \infty)^{2}=B([0,1], p) .
$$

By the result of [8] mentioned in the first section, we note that we must have $\gamma_{n} \sim L(n)$, where $L(n)=\inf \{y: P(\phi(X) \leq y) \geq 1-1 / n\}$. By the result of [4], we have $L\left(n^{r}\right) / L(n) \rightarrow r^{1 / p}$ for all $r \in(0,1)$, and hence for all $r>0$. Hence

$$
\frac{\gamma_{\left\lfloor n^{r}\right\rfloor}}{\gamma_{n}}=\underbrace{\frac{\gamma_{\left\lfloor n^{r}\right\rfloor}}{L\left(\left\lfloor n^{r}\right\rfloor\right)}}_{\rightarrow 1} \cdot \underbrace{\frac{L\left(\left\lfloor n^{r}\right\rfloor\right)}{L\left(n^{r}\right)}}_{\rightarrow 1} \cdot \underbrace{\frac{L\left(n^{r}\right)}{L(n)}}_{\rightarrow r^{1 / p}} \cdot \underbrace{\frac{L(n)}{\gamma_{n}}}_{\rightarrow 1}
$$

[the second limit on the right-hand side holds by Lemma 4.3, since $\{L(n)\}$ is also a valid normalising sequence for scaled samples of $\left.\phi_{+}(X)\right]$.

Proof of (d) $\Rightarrow$ (a) in Theorem 1(i). Suppose $\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \rightarrow_{p} K$ and that the normalizers $\left\{\gamma_{n}\right\}$ satisfy $\gamma_{\left\lfloor n^{r}\right\rfloor} / \gamma_{n} \rightarrow r^{1 / p} \quad \forall r>0$. (If $p=\infty$, the limit is 1 for all $r$.) We wish to show that the large deviation principle of (a) holds.

It is straightforward to see that $I$ is lower semicontinuous and that it has compact level sets. (Recall that the limit set in a scaled-sample convergence is always compact.)

Large deviation upper bound:

$$
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P(X / f(\varepsilon) \in A) \leq-\inf _{\mathrm{cl} A} I \quad \text { for measurable } A \text {. }
$$

It is enough to show this for closed $A$. Also, we may assume $\inf _{A} I>0$ (otherwise there is nothing to prove). Take $t$ with $0<t<\inf _{A} d_{K}$. If $p=\infty$, we further require that $t>1$ (which is possible since $A$ is disjoint from the star-shaped $K$ and $d_{K}$ has compact level sets, so $\inf _{A} d_{K}$ is attained). Then $t^{-1} A$ is closed and disjoint from $K$. By compactness of $K$ we have $\delta>0$ such that $t^{-1} A \subseteq\left(K^{\delta}\right)^{c}$. Now $n P\left(X \in \gamma_{n}\left(K^{\delta}\right)^{c}\right) \rightarrow 0$ [since $P\left(\left\{X^{(j)} / \gamma_{n}\right\}_{j=1}^{n} \cap\left(K^{\delta}\right)^{c}\right.$ $\neq \varnothing) \rightarrow 0$; see Lemma 4.5] and $\left(K^{\delta}\right)^{c}$ is a semicone. Hence $n P(X \in$ $\left.\gamma_{\left[n^{r},\right.} t\left(K^{\delta}\right)^{c}\right) \rightarrow 0$ for any $r>t^{-p}$ (or if $p=\infty$, we only need $r>0$ ). We then see that

$$
\exp \left(\frac{1}{r \varepsilon}\right) P\left(X \in f(\varepsilon) t\left(K^{\delta}\right)^{c}\right) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

[this is true along the sequence $\varepsilon_{n}=1 / \ln \left\lfloor n^{r}\right.$ ], and note $P\left(X \in f(\varepsilon) t\left(K^{\delta}\right)^{c}\right)$ is a monotone function of $\varepsilon$ ]. Thus

$$
\limsup _{\varepsilon} \varepsilon \ln P(X \in f(\varepsilon) A) \leq-\frac{1}{r}
$$

Hence the result since $r$ and $t$ were arbitrary.
Large deviation lower bound:

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P(X / f(\varepsilon) \in A) \geq-\inf _{A^{\circ}} I \quad \text { for measurable } A \text {. }
$$

It is enough to show this for $A$ open and nonempty.
For $0<p<\infty$, take $x, \delta$ such that $0 \neq B(x, 3 \delta) \subseteq A$. Let $u=1-2 \delta /\|x\|$. Take $v, s$ such that $0<u d_{K}(x) \leq v<s<d_{K}(x)$. Take $A_{1}$ to be the semicone generated by some ball centered at $x$ with radius less than $\delta$, such that $\inf _{\mathrm{cl} A_{1}} d_{K}>s$ (this is possible since $d_{K}$ is lower semicontinuous). Then

$$
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X \in f(\varepsilon) A_{1}\right) \leq-\inf _{\mathrm{cl} A_{1}} d_{K}^{p}
$$

so that if $r_{1}>s^{-p}$, then $P\left(X \in f(\varepsilon) A_{1}\right) \leq \exp \left(-1 / r_{1} \varepsilon\right)$ for all small enough $\varepsilon$. Note also that $u A_{1}-A_{1} \subseteq A$. In addition, $v^{-1} u x \in K$, so $n P(X \in$ $\left.\gamma_{n} v^{-1} u A_{1}\right) \rightarrow \infty$. This gives

$$
n P\left(X \in \gamma_{\left\lfloor n^{r}\right\rfloor} u A_{1}\right) \rightarrow \infty \quad \text { whenever } r_{2}^{1 / p}<v^{-1} .
$$

For such $r_{2}$, then, $\exp \left(1 / r_{2} \varepsilon\right) P\left(X \in f(\varepsilon) u A_{1}\right) \rightarrow \infty$ as $\varepsilon \rightarrow 0$ (see the upper bound argument), so $P\left(X \in f(\varepsilon) u A_{1}\right) \geq \exp \left(-1 / r_{2} \varepsilon\right)$ for all small enough $\varepsilon$. Choose $r_{1}, r_{2}$ such that $s^{-1}<r_{1}^{1 / p}<r_{2}^{1 / p}<v^{-1}$. Then we have

$$
\begin{aligned}
P(X \in f(\varepsilon) A) & \geq P\left(X \in f(\varepsilon)\left(u A_{1}-A_{1}\right)\right) \\
& \geq \exp \left(\frac{-1}{r_{2} \varepsilon}\right)-\exp \left(\frac{-1}{r_{1} \varepsilon}\right)
\end{aligned}
$$

for all small $\varepsilon$. From this we obtain

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P(X \in f(\varepsilon) A) \geq \frac{-1}{r_{2}} \geq-s^{p} \geq-d_{K}(x)^{p}
$$

Since $x \in A$ was arbitrary, the result follows.
For $p=\infty$, the proof is similar. If $d_{K}(y)>1 \forall y \in A$, there is nothing to prove. If some $y \in A$ has $d_{K}(y) \leq 1$, then note that the result for $A / d_{K}(y)$ implies that for $A$. [This is true at least if $f$ is continuous and strictly decreasing, since then we can write $f(\varepsilon) / d_{K}(y)=f(e(\varepsilon))$ for some $e(\varepsilon)<\varepsilon$. However, to show the result for any $f$ we have only to show it along the sequence $\varepsilon_{n}=(\ln n)^{-1}$.] Thus we can assume $\exists y \in A$ with $d_{K}(y)=1$. Take $y, \delta$ such that $0 \notin B(y, \delta) \subseteq A$ and $d_{K}(y)=1$. Let $x=y(1+\delta /\|y\|)$ and $u=1-2 \delta /\|x\|$. Take $v, s$ such that $0<u d_{K}(x) \leq v<1<s<d_{K}(x)$. Take $A_{1}$ to be a semicone generated by a ball with center $x$ and radius less than $\delta$. Then $\varepsilon \ln P\left(X \in f(\varepsilon) A_{1}\right) \rightarrow-\infty$ as $\varepsilon \rightarrow 0$. The rest is similar to the case $0<p<\infty$. Note that when we choose $r_{1}, r_{2}$ the only requirement is $r_{1}<r_{2}$.

Proof of the remaining parts of Theorem 1. Part (i). (b) $\Rightarrow$ (c) is obvious; $(\mathrm{c}) \Rightarrow(\mathrm{d}) \Rightarrow(\mathrm{a})$ has already been shown. We thus have $(\mathrm{a}) \Rightarrow(\mathrm{b})$ left to prove.

If (a) holds, then we have the hypothesis of part (iii). By Proposition 4.1 we have (b) holding for $m=2$, but now note that if the condition of (b) holds for any particular $m$, then (c) and (d) follow. Hence (d) holds with $\mu$ replaced by $\mu \times \mu$. We thus have (a) for this measure, and hence the hypothesis of (iii) for it. Using Proposition 4.1, we then obtain

$$
\left\{\frac{\left(X_{1}^{(j)}, X_{2}^{(j)}, X_{3}^{(j)}, X_{4}^{(j)}\right)}{\gamma_{n}}\right\}_{j=1}^{n} \rightarrow B(B(K, p), p)=B_{4}(K, p)
$$

Iterating this argument gives us (b) when $m$ is any power of 2 ; hence for all $m$ (by projecting onto smaller product spaces).

Part (ii). Is already shown.
Part (iii). Apply Proposition 4.1. As we now know, the limiting set $N$ must be a ball $B(K, p)$; as we noted in Proposition 4.1, it cannot be $B(K, 0)$.
5. Some further remarks on $\left\{\boldsymbol{\gamma}_{\boldsymbol{n}}\right\}$. The asymptotic behaviour of the normalizers $\gamma_{n}$ for a distribution showing regular scaled-sample convergence of index $p$ can be fairly closely described.

LEMMA 5.1. Let $0<p \leq \infty$ and let $\gamma_{n} \uparrow \infty$ be a positive sequence with the property that $\gamma_{\left\lfloor n^{r}\right\rfloor} / \gamma_{n} \rightarrow r^{1 / p}$ for all $r>0$.
(i) If $0<p^{\prime}<p$, then $\gamma_{n}=o\left((\ln n)^{1 / p^{\prime}}\right)$.
(ii) If $p<p^{\prime \prime}<\infty$, then $(\ln n)^{1 / p^{\prime \prime}}=o\left(\gamma_{n}\right)$.

Proof. Let $f(x)=\gamma_{[\exp (x)]}$. Then $f$ is regularly varying at $\infty$ of order $p^{-1}$ (slowing varying if $p=\infty$ ) since, if $r \in(0, \infty)$, we have for any $s \in(r, \infty)$ and large $x$ that $\lfloor x\rfloor^{r} \leq x^{r} \leq\lfloor x\rfloor^{s}$ and so, as $x \rightarrow \infty$,

$$
r^{1 / p} \leftarrow \frac{\gamma_{\left\lfloor\left\lfloor x x^{r}\right\rfloor\right.}}{\gamma_{\lfloor x\rfloor}}=\frac{f(r \ln \lfloor x\rfloor)}{f(\ln x)} \leq \frac{f(r \ln x)}{f(\ln x)} \leq \frac{f(s \ln \lfloor x\rfloor)}{f(\ln x)}=\frac{\gamma_{\lfloor\mid x\rfloor^{x} \mid}}{\gamma_{\lfloor x\rfloor}} \rightarrow s^{1 / p} .
$$

The result then follows by Potter's theorem on regularly varying functions ([2], Theorem 1.5.6).
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