# RANDOM PERTURBATIONS OF NONLINEAR OSCILLATORS 

By Mark Freidlin ${ }^{1}$ and Matthias Weber ${ }^{2}$<br>University of Maryland and Technische Universität Dresden

Degenerate white noise perturbations of Hamiltonian systems in $R^{2}$ are studied. In particular, perturbations of a nonlinear oscillator with 1 degree of freedom are considered. If the oscillator has more than one stable equilibrium, the long time behavior of the system is defined by a diffusion process on a graph. Inside the edges the process is defined by a standard averaging procedure, but to define the process for all $t>0$, one should add gluing conditions at the vertices. Calculation of the gluing conditions is based on delicate Hörmander-type estimates.

1. Introduction. Consider an oscillator with 1 degree of freedom:

$$
\begin{equation*}
\ddot{X}_{t}+f\left(X_{t}\right)=0, \quad X_{0}=x \in R^{1}, \quad \dot{X}_{0}=y \in R^{1} . \tag{1.1}
\end{equation*}
$$

Let $f(x)$ be a smooth enough generic function such that

$$
\limsup _{x \rightarrow-\infty} f(x)<0, \quad \liminf _{x \rightarrow \infty} f(x)>0 ; \quad F(x)=\int_{0}^{x} f(y) d y .
$$

One can introduce the Hamiltonian $H(x, y)=\frac{1}{2} y^{2}+F(x)$ of system (1.1) and rewrite (1.1) in the Hamiltonian form

$$
\begin{align*}
& \dot{X}_{t}=Y_{t} \equiv \frac{\partial H}{\partial y}, \quad \dot{Y}_{t}=-f\left(X_{t}\right) \equiv-\frac{\partial H}{\partial x},  \tag{1.2}\\
& X_{0}=x, \quad Y_{0}=y .
\end{align*}
$$

The phase picture of this system is given in Figure 1c. As is known, the Hamiltonian function $H(x, y)$ is a first integral of the system $H\left(X_{t}, Y_{t}\right)=H(x, y)=$ const. The flow in $R^{2}$ defined by system (1.2) preserves the area. The measure on each periodic trajectory with density const./| $\nabla H(x, y) \mid$ (with respect to the length element $d l$ on the trajectory) is invariant.

Consider now random perturbations of system (1.1) by the white noise

$$
\begin{equation*}
\ddot{\tilde{X}}_{t}^{\varepsilon}+f\left(\tilde{X}_{t}^{\varepsilon}\right)=\sqrt{\varepsilon} \dot{W}_{t}, \quad \tilde{X}_{0}^{\varepsilon}=x, \quad \dot{\tilde{X}}_{0}^{\varepsilon}=y \tag{1.3}
\end{equation*}
$$

where $W_{t}$ is the Wiener process in $R^{1}$ and $\varepsilon$ is a small positive parameter. One can rewrite (1.3) as a system:

$$
\begin{equation*}
\dot{\tilde{X}}_{t}^{\varepsilon}=\tilde{Y}_{t}^{\varepsilon}, \quad \dot{\tilde{Y}}_{t}^{\varepsilon}=-f\left(\tilde{X}_{t}^{\varepsilon}\right)+\sqrt{\varepsilon} \dot{W}_{t}, \quad \tilde{X}_{0}^{\varepsilon}=x, \quad \tilde{Y}_{0}^{\varepsilon}=y . \tag{1.4}
\end{equation*}
$$
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Fig. 1.

The trajectory ( $\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}$ ) will be close to the trajectory of system (1.2) with the same initial conditions on any finite time interval if $\varepsilon$ is small. More precisely,

$$
\lim _{\varepsilon \downarrow 0} P_{x, y}\left\{\max _{0 \leq t \leq T}\left(\left|\tilde{X}_{t}^{\varepsilon}-X_{t}\right|+\left|\tilde{Y}_{t}^{\varepsilon}-Y_{t}\right|\right)>\delta\right\}=0
$$

for any $\delta, T>0$. Moreover, one can write down, under certain conditions, an asymptotic expansion $\tilde{X}_{t}^{\varepsilon}=X_{t}+\sqrt{\varepsilon} X_{t}^{(1)}+\varepsilon X_{t}^{(2)}+\cdots$ in the powers of $\sqrt{\varepsilon}$ valid on a finite time interval, but, as a rule, long time behavior of the perturbed system is of interest. A typical example of such a problem is the exit problem.

Let $G$ denote the set of points $(x, y)$ which are inside $\partial G_{1}$ and outside $\partial G_{2}$, where $\partial G_{1}$ and $\partial G_{2}$ are the trajectories of the nonperturbed system (components of the level sets of $H$ ) shown in Figure 1. Suppose the system described by (1.3) is working if ( $\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}$ ) $\in G$ and is out of service for

$$
t \geq \tilde{\tau}^{\varepsilon}=\min \left\{t:\left(\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}\right) \notin G\right\} .
$$

The expected lifetime of the system $E_{x, y} \tilde{\tau}^{\varepsilon}$ is of interest [the subscript ( $x, y$ ) in the expectation sign means the initial point]. Of course, one can write down a boundary problem for the function $\tilde{u}^{\varepsilon}(x, y)=E_{x, y} \tilde{\tau}^{\varepsilon}$ :

$$
\begin{align*}
\frac{\varepsilon}{2} \frac{\partial^{2} \tilde{u}^{\varepsilon}}{\partial y^{2}}+y \frac{\partial \tilde{u}^{\varepsilon}}{\partial x}-f(x) \frac{\partial \tilde{u}^{\varepsilon}}{\partial y} & =-1, \quad(x, y) \in G,  \tag{1.5}\\
\left.\tilde{u}^{\varepsilon}(x, y)\right|_{(x, y) \in \partial G_{1}} & =\left.\tilde{u}^{\varepsilon}(x, y)\right|_{(x, y) \in \partial G_{2}}=0,
\end{align*}
$$

but it is not simple to solve this degenerate equation even numerically. One can see that $\tilde{u}^{\varepsilon}(x, y) \rightarrow \infty$ as $\varepsilon \downarrow 0$ for $(x, y) \in G$. It follows from the results of this paper that a nontrivial $\lim _{\varepsilon \downarrow 0} \varepsilon \tilde{u}^{\varepsilon}(x, y)=u(x, y)$ exists, and we calculate $u(x, y)$ explicitly.

To deal with finite time intervals, let us change the time in the process ( $\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}$ ) : put $X_{t}^{\varepsilon}=\tilde{X}_{t / \varepsilon}^{\varepsilon}$ and $Y_{t}^{\varepsilon}=\tilde{Y}_{t / \varepsilon}^{\varepsilon}$. The process $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ satisfies the equations

$$
\begin{equation*}
\dot{X}_{t}^{\varepsilon}=\frac{1}{\varepsilon} Y_{t}^{\varepsilon}, \quad \dot{Y}_{t}^{\varepsilon}=-\frac{1}{\varepsilon} f\left(X_{t}^{\varepsilon}\right)+\dot{W}_{t}, \quad X_{0}^{\varepsilon}=x, \quad Y_{0}^{\varepsilon}=y . \tag{1.6}
\end{equation*}
$$

Here $W_{t}$ is a Wiener process which is different from $W_{t}$ in (1.3) or (1.4). The displacement of ( $X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}$ ) in a small but independent of $\varepsilon$ time interval consists of the fast motion along the deterministic trajectories with "speed" of order $\varepsilon^{-1}$ and the slow motion in the direction orthogonal to the deterministic trajectory with speed of order 1 as $\varepsilon \downarrow 0$. The fast component can be characterized by the invariant density const./| $\nabla H(x, y) \mid$ on the corresponding nonperturbed trajectory. The slow component, at least locally, is described by the change of $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$. Let, first, the function $f(x)$ have just one zero (see Figure 2). This means that $F(x)$ has one minimum, say, at $x=0, F(0)=0$, as well as the function $H(x, y)=\frac{1}{2} y^{2}+F(x)$. Then the value of $H(x, y)$ defines the deterministic trajectory in a unique way. Denote by $C(z), z \geq 0$, the level set of $H(x, y): C(z)=\left\{(x, y) \in R^{2}: H(x, y)=z\right\}$. Applying the Itô formula to $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ and taking into account that the gradient $\nabla H(x, y)$ is orthogonal to $\bar{\nabla} H(x, y)=(\partial H / \partial y,-\partial H / \partial x)=(y,-f(x))$, we have

$$
\begin{equation*}
H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)-H(x, y)=\int_{0}^{t} \frac{\partial H}{\partial y}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) d W_{s}+\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} H}{\partial y^{2}}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) d s \tag{1.7}
\end{equation*}
$$

Using the averaging procedure (with respect to the fast motion), it is easy to check that the second term in the right-hand side of (1.7) is equivalent to

$$
\frac{t}{2} \int_{C(z)} \frac{H_{y y}(x, y) d l}{|\nabla H(x, y)|} \cdot\left(\int_{C(z)} \frac{d l}{|\nabla H(x, y)|}\right)^{-1}
$$

for $0<\varepsilon \ll t \ll 1, H(x, y)=z$. Here $d l$ is the length element on $C(z)$.
Using the self-similarity of the Wiener process, the first integral in (1.7) can be written as

$$
\tilde{W}_{\int_{0}^{t}\left|H_{y}\left(X_{s}^{s}, Y_{s}^{s}\right)\right|^{2} d s}
$$

with a proper Wiener process $\tilde{W}_{t}$. Using the same averaging procedure, one can see that

$$
\int_{0}^{t}\left|H_{y}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|^{2} d s \sim t \int_{C(z)} \frac{H_{y}^{2}(x, y) d l}{|\nabla H(x, y)|} \cdot\left(\int_{C(z)} \frac{d l}{|\nabla H(x, y)|}\right)^{-1}
$$
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$0<\varepsilon \ll t \ll 1$. This implies that the processes $Z_{t}^{\varepsilon}=H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ converge weakly on any finite time interval to the process $Z_{t}$ governed by the operator

$$
\begin{aligned}
L & =\frac{1}{2} A(z) \frac{d^{2}}{d z^{2}}+B(z) \frac{d}{d z}, \\
A(z) & =\lambda(z)^{-1} \int_{C(z)} \frac{H_{y}^{2}(x, y) d l}{|\nabla H(x, y)|}, \\
B(z) & =\lambda(z)^{-1} \int_{C(z)} \frac{H_{y y}(x, y) d l}{2|\nabla H(x, y)|}, \\
\lambda(z) & =\int_{C(z)} \frac{d l}{|\nabla H(x, y)|} .
\end{aligned}
$$

The process $Z_{t}$ changes in $R^{+}=\left\{z \in R^{1}: z \geq 0\right\}$; the point $z=0$ is inaccessible.

Since $C(z)$ is the level set of $H(x, y)$,

$$
a(z)=\int_{C(z)} \frac{H_{y}^{2}(x, y) d l}{|\nabla H(x, y)|}=\int_{C(z)}\left(0, H_{y}\right) \cdot \frac{\nabla H d l}{|\nabla H|}
$$

and the last integral is the flux of the vector field ( $0, H_{y}(x, y)$ ) through the contour $C(z)$. Then, according to the Gauss theorem,

$$
a(z)=\int_{G(z)} \operatorname{div}\left(0, H_{y}(x, y)\right) d x d y=\int_{G(z)} H_{y y}(x, y) d x d y,
$$

where $G(z)$ is the domain bounded by $C(z)$. Using this, one can easily derive that

$$
\frac{d}{d z} a(z)=\frac{d}{d z} \int_{C(z)} \frac{H_{y}^{2}(x, y) d l}{|\nabla H(x, y)|}=\int_{C(z)} \frac{H_{y y}(x, y) d l}{|\nabla H(x, y)|} .
$$

Thus the operator $L$ corresponding to the limiting process $Z_{t}$ can be written in the form

$$
\begin{equation*}
L v(z)=\frac{1}{2 \lambda(z)} \frac{d}{d z}\left(a(z) \frac{d v(z)}{d z}\right), \quad z \geq 0 . \tag{1.8}
\end{equation*}
$$

We will see in Section 3 that explicit expressions for $\lambda(z)$ and for $a(z)$ through the function $f(x)$ can be given.

If, as before, $\tilde{\tau}=\min \left\{t: H\left(\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}\right) \notin\left(M_{1}, M_{2}\right)\right\}$, with suitable $0<M_{1}<$ $M_{2}$, we can conclude from the weak convergence of $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ to $Z_{t}$ that

$$
\lim _{\varepsilon \downarrow 0} \varepsilon E_{x, y} \tilde{\tau}^{\varepsilon}=v(H(x, y)),
$$

where $v(z)$ is the solution of the problem

$$
\begin{align*}
L v(z) & =-1, \quad M_{1}<z<M_{2},  \tag{1.9}\\
v\left(M_{1}\right) & =v\left(M_{2}\right)=0
\end{align*}
$$

and is equal to zero for $z \notin\left(M_{1}, M_{2}\right)$. Problem (1.9), of course, can be solved explicitly.

Consider now the case of function $f(x)$ with more than one zero. This means that $F(x)$ and $H(x, y)$ have several critical points (see Figure 1). In this case, the set of trajectories can be divided into several families. Inside each family, $H(x, y)$ has different values on different periodic trajectories, but the values of $H(x, y)$ can be the same for trajectories from different families. For example, there are five families shown in Figure 1: trajectories inside $\gamma_{3}$, trajectories inside $\gamma_{4}$, trajectories inside $\gamma_{1}$, trajectories inside $\gamma_{2}$ but outside $\gamma_{3} \cup \gamma_{4}$, trajectories around $\gamma_{1} \cup \gamma_{2}$. The families are separated by the separatrices $\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}$. Each periodic trajectory is a connected component of $C(z)$ for some $z \in R$. The trajectory of the nonperturbed system, in the case of $H(x, y)$ with several critical points, is no longer defined by the value of $H(x, y)$ in a unique way. Thus the averaging procedure (along the fast motion) depends not only on the value of $H(x, y)$, but also on the index of the family. In other
words, system (1.2) has an additional first integral $k(x, y)$ equal to the index of the family containing the trajectory starting at $(x, y)$. This new discrete first integral $k(x, y)$ is independent of $H(x, y)$. This results in the fact that $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ does not converge to a Markov process. To have, in the limit, a Markov process, one should extend the phase space by inclusion of the value of $k(x, y)$.

To realize this idea, consider the set of all connected components of the level sets of the Hamiltonian $H(x, y)$ provided with the natural topology. This set is homeomorphic to a graph $\Gamma$ (see Figure 1). Each periodic trajectory corresponds to an interior point of one of the edges. The equilibrium points, where $H(x, y)$ has maximum or minimum, correspond to the vertices connected just with one edge. Such vertices are called exterior. Each saddle point $O$ of system (1.2), together with two [we assume that $f(x)$ is a generic function] trajectories for which $O$ is an attractor as $t \rightarrow \pm \infty$, corresponds to a vertex connected with three edges (interior vertex). For example, the vertices $\mathrm{O}_{2}$ and $\mathrm{O}_{4}$ in Figure 1 b are interior vertices. The equilibrium point $\mathrm{O}_{2}\left(\mathrm{O}_{4}\right)$ together with the trajectories $\gamma_{1}$ and $\gamma_{2}\left(\gamma_{3}\right.$ and $\left.\gamma_{4}\right)$ corresponds to the vertex $O_{2} \in \Gamma\left(O_{4} \in \Gamma\right)$.

To introduce a coordinate system on $\Gamma$, let us index each edge of the graph $\Gamma$ with a number $1,2, \ldots, n$. Then the value of $H(x, y)$ on the level set component corresponding to a point $P \in \Gamma$ together with the index $i=i(P)$ of the edge containing $P$ forms a coordinate system on $\Gamma$. We write $O \sim I_{k}$ if the vertex $O$ is an end of the edge $I_{k}$. If $O \sim I_{k_{1}}, O \sim I_{k_{2}}, O \sim I_{k_{3}}$ and $H_{0}$ is the value of $H(x, y)$ at the equilibrium point corresponding to $O$, then the coordinates $\left(H_{0}, k_{1}\right),\left(H_{0}, k_{2}\right)$ and ( $H_{0}, k_{3}$ ) correspond to the same point $O$. If a point $(z, k)$ is not a vertex of $\Gamma$, it corresponds to a periodic trajectory $C_{k}(z)$. Each level set $C(z)=\{(x, y): H(x, y)=z\}$ is a union of a finite number of connected components $C_{k}(z)$. One can define the discrete first integral $k(x, y)$ as the index of the edge $I_{k} \subset \Gamma$ containing the point corresponding to the periodic trajectory starting at $(x, y)$.

Introduce a mapping $Y: R^{2} \rightarrow \Gamma$ such that $Y(x, y)=(H(x, y), k(x, y)) \in \Gamma$. Consider processes $Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)=\left(H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right), k\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)\right)$ on $\Gamma, \varepsilon>0$. We prove that these processes converge weakly in the space $C_{0 T}(\Gamma)$ of continuous functions $\varphi:[0, T] \rightarrow \Gamma$ to a diffusion process $Y_{t}$ on $\Gamma$.

A diffusion process on a graph $\Gamma$ with edges $I_{1}, \ldots, I_{n}$ and vertices $O_{1}, \ldots$, $O_{m}$ is defined by a family of second order elliptic, maybe degenerate, operators $L_{1}, \ldots, L_{n}$ and by gluing conditions at the vertices [6]. The operator $L_{k}$ describes the process on $I_{k}$ until it hits an end $O_{i}$ of $I_{k}$. Then the gluing condition at $O_{i}$ defines the process. We calculate the operators $L_{1}, \ldots, L_{n}$ and the gluing conditions at the vertices for the limiting process $Y_{t}$ on the graph corresponding to the Hamiltonian $H(x, y)$. The operator $L_{k}$ on $I_{k}, k=1, \ldots, n$, is defined by formula (1.8), as in the case of one critical point, but one should replace the integration over $C(z)$ in the definition of $\lambda(z)$ and $a(z)$ by the integration over $C_{k}(z)$.

The gluing conditions for the limiting process are defined by the description of the space of functions on $\Gamma$ belonging to the domain of definition of the generator of the process. At an interior vertex $O_{k}, O_{k} \sim I_{i_{1}}, O_{k} \sim I_{i_{2}}$ and $O_{k} \sim$
$I_{i_{3}}$, a smooth function $u(z, i)$ on $\Gamma$ belongs to the domain of the generator iff

$$
\begin{aligned}
& \left.\alpha_{k i_{1}} \frac{d u}{d z}\left(z, i_{1}\right)\right|_{\left(z, i_{1}\right)=O_{k}}+\left.\alpha_{k i_{2}} \frac{d u}{d z}\left(z, i_{2}\right)\right|_{\left(z, i_{2}\right)=O_{k}} \\
& \quad=\left.S \alpha_{k i_{3}} \frac{d u}{d z}\left(z, i_{3}\right)\right|_{\left(z, i_{3}\right)=O_{k}},
\end{aligned}
$$

if $H\left(Y^{-1}(z, i)\right)$ increases when $z$ approaches $O_{k}$ for $i=i_{1}$ and $i=i_{2}$ and decreases when $i=i_{3}$. To define the constants $\alpha_{k i_{1}}, \alpha_{k i_{2}}$ and $\alpha_{k i_{3}}$, one should consider the set $Y^{-1}\left(O_{k}\right)$. This set consists of two loops $\gamma$ and $\gamma^{\prime}, \gamma \cap \gamma^{\prime}=$ $\left\{O_{k}\right\}$. For example, in Figure 1, loops $\gamma_{1}$ and $\gamma_{2}$ connected with $O_{2} ; \gamma_{3}$ and $\gamma_{4}$ connected with $O_{4}$. Let $\gamma$ and $\gamma^{\prime}$ be the loops which are the limits of the periodic trajectories corresponding to $I_{i_{1}}$ and $I_{i_{2}}$, respectively. Then

$$
\alpha_{k i_{1}}=\int_{\gamma} \frac{H_{y}^{2}(x, y)}{|\nabla H(x, y)|} d l, \quad \alpha_{k i_{2}}=\int_{\gamma^{\prime}} \frac{H_{y}^{2}(x, y)}{|\nabla H(x, y)|} d l, \quad \alpha_{k i_{3}}=\alpha_{k i_{1}}+\alpha_{k i_{2}} .
$$

No special conditions besides the boundness should be imposed at the exterior vertices. This corresponds to the fact that the process ( $X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}$ ) with probability 1 never hits the point corresponding to the exterior vertex. The operators $L_{k}$ and the gluing conditions define the limiting process in a unique way. The weak convergence of $Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ to the process $Y_{t}$ allows us, in particular, to calculate $\lim _{\varepsilon \downarrow 0} \varepsilon E_{x, y} \tilde{\tau}^{\varepsilon}$ explicitly (see Section 3).

Actually, here we study a slightly more general problem. Consider a Hamiltonian system with 1 degree of freedom:

$$
\begin{align*}
& \dot{X}_{t}=\frac{\partial H}{\partial y}\left(X_{t}, Y_{t}\right), \quad \dot{Y}_{t}=-\frac{\partial H}{\partial x}\left(X_{t}, Y_{t}\right), \quad X_{0}=x \in R^{1},  \tag{1.10}\\
& Y_{0}=y \in R^{1} .
\end{align*}
$$

The Hamiltonian $H(x, y)$ is assumed to have continuous derivatives of any order, $\lim _{|x|+|y| \rightarrow \infty} H(x, y)=\infty$. Moreover, assume that $H(x, y)$ is a generic function. This means that $H(x, y)$ has a finite number of critical points and all of them are nondegenerate. In addition, let any critical value be accepted just at one critical point. Suppose the second of equation (1.10) is perturbed by a small white noise:

$$
\begin{equation*}
\dot{\tilde{X}}_{t}^{\varepsilon}=\frac{\partial H}{\partial y}\left(\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}\right), \quad \dot{\dot{Y}}_{t}^{\varepsilon}=-\frac{\partial H}{\partial x}\left(\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}\right)+\sqrt{\varepsilon} \dot{W}_{t} . \tag{1.11}
\end{equation*}
$$

After the time change $X_{t}^{\varepsilon}=\tilde{X}_{t / \varepsilon}^{\varepsilon}$ and $Y_{t}^{\varepsilon}=\tilde{Y}_{t / \varepsilon}^{\varepsilon}$, we have the following equations for $X_{t}^{\varepsilon}$ and $Y_{t}^{\varepsilon}$ :

$$
\begin{align*}
& \dot{X}_{t}^{\varepsilon}=\frac{1}{\varepsilon} \frac{\partial H}{\partial y}\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right), \quad \dot{Y}_{t}^{\varepsilon}=-\frac{1}{\varepsilon} \frac{\partial H}{\partial x}\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)+\dot{W}_{t},  \tag{1.12}\\
& X_{0}^{\varepsilon}=x, \quad Y_{0}^{\varepsilon}=y .
\end{align*}
$$

Again, if $H(x, y)$ has just one critical point (minimum), $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ converges as $\varepsilon \downarrow 0$ to a diffusion process which can be calculated using the averaging procedure. If $H(x, y)$ has several critical points, an additional first integral appears, and $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ no longer converges to a Markov process. One can consider the graph $\Gamma$ homeomorphic to the set of connected components of the level sets of the Hamiltonian and introduce the mapping $Y: R^{2} \rightarrow \Gamma$ in the same way as above. We show that the processes $Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ on $\Gamma$ converge weakly to a diffusion process on $\Gamma$ and calculate the characteristics of the limiting process. The result is:

Theorem 1. Let the Hamiltonian $H(\mathrm{x}), \mathrm{x}=(x, y) \in R^{2}$, be such that:
(i) $H(\underline{x}) \in C^{\infty}\left(R^{2}\right)$.
(ii) $H(\mathrm{x}) \geq A^{1}|\underline{x}|,|\nabla H(\mathrm{x})| \geq A^{2}|\mathrm{x}|$ and $\Delta H(\mathrm{x}) \geq A^{3}$ for sufficiently large $|\mathrm{x}|$, where $A^{1}, A^{2}$, and $A^{3}$ are positive constants.
(iii) $H(\mathrm{x})$ has a finite number of critical points $\mathrm{x}_{1}, \ldots, \mathrm{x}_{N}$, at which the Hessian is nondegenerate.
(iv) $H\left(\mathrm{x}_{i}\right) \neq H\left(\mathrm{x}_{j}\right), i, j=1, \ldots, N, i \neq j$.
(v) $H_{y}(\underline{\mathrm{x}})=0 \Rightarrow H_{y y}(\underline{\mathrm{x}}) \neq 0$.
(vi) $0<\lim _{\underline{\mathrm{x}} \in C\left(H\left(\mathrm{x}_{k}\right)\right), \underline{\mathrm{x}} \rightarrow \mathrm{x}_{k}}\left|H_{x} / H_{y}\right|<\infty$ for any saddle point $\mathrm{x}_{k}$ of $H(\underline{\mathrm{x}})$.

Let $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon} ; P_{\underline{x}}^{\varepsilon}\right)$ be the diffusion process on $R^{2}$ corresponding to the differential operator $L^{\varepsilon} f(\mathrm{x})=(1 / 2) f_{y y}(\mathrm{x})+(1 / \varepsilon) \bar{\nabla} H(\mathrm{x}) \cdot \nabla f(\underline{\mathrm{x}})$, where $\bar{\nabla} H(x, y)=$ $(\partial H / \partial y,-\partial H / \partial x)$. Then the distributions of the processes $Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ in the space of continuous functions with values in $Y\left(R^{2}\right)$ with respect to $P_{x}^{\varepsilon}$ converge weakly as $\varepsilon \downarrow 0$ to the probability measure $P_{Y(\mathrm{X})}$, where $\left(y(t), P_{y}\right)$ is the process on the graph defined by operators $L_{i}$ :

$$
\begin{align*}
L_{i} f_{i}(H) & =\frac{1}{2} A_{i}(H) f_{i}^{\prime \prime}(H)+B_{i}(H) f_{i}^{\prime}(H)  \tag{1.13}\\
A_{i}(H) & =\frac{\int_{C_{i}(H)} H_{y}^{2}(\underline{\mathrm{x}})|\nabla H(\mathrm{x})|^{-1} d l}{\int_{C_{i}(H)}|\nabla H(\underline{\mathrm{x}})|^{-1} d l}  \tag{1.14}\\
B_{i}(H) & =\frac{\frac{1}{2} \int_{C_{i}(H)} H_{y y}(\mathrm{x})|\nabla H(\mathrm{x})|^{-1} d l}{\int_{C_{i}(H)}|\nabla H(\mathrm{x})|^{-1} d l} \tag{1.15}
\end{align*}
$$

on each edge $I_{i}$, and gluing condition

$$
\begin{equation*}
\sum_{i: I_{i} \sim O_{k}} \pm \beta_{k i} f_{i}^{\prime}\left(H\left(\mathrm{x}_{k}\right)\right)=0, \quad \beta_{k i}=\int_{C_{k i}} H_{y}^{2}(\underline{\mathrm{x}})|\nabla H(\mathrm{x})|^{-1} d l \tag{1.16}
\end{equation*}
$$

at each interior vertex $O_{k}=Y\left(\mathrm{x}_{k}\right)$. The plus sign ( + ) should be taken in the $i$ th term of (1.16) if the coordinate $H$ on $I_{i}$ is greater than $H\left(\mathrm{x}_{k}\right)$, and the minus sign ( - ) otherwise The function $(H, i) \rightarrow f_{i}(H)$ should be a continuous function on $\Gamma$ as well as the function $L_{i} f_{i}(H)$. Further, $f_{i}^{\prime}(H)$ denotes the derivative with respect to $H$, and $f_{i}^{\prime}\left(H\left(\mathrm{x}_{k}\right)\right)=\lim _{H \rightarrow H\left(\mathrm{x}_{k}\right),(H, i) \in I_{i}} f_{i}^{\prime}(H)$.

The oscillator (1.1) is a special case of this result when $H(x, y)=\frac{1}{2} y^{2}+$ $F(x)$. The characteristics of the limiting process in this case can be calculated more explicitly and they have a simple geometric sense.

Random perturbations of a special equation of type (1.1) describing a phase synchronization model were briefly considered in [3]. Although there is no mathematical description of the limiting process there, the authors mentioned that the limiting process should be considered on a graph. The equation considered in [3] is not generic and the perturbations are a bit different from ours, so the small noise asymptotics for the phase synchronization model does not follow from the results of this paper. Actually, however, it can be calculated in a similar way. We will consider that model elsewhere.

Random perturbations of Hamiltonian systems with 1 degree of freedom in the case of several critical points were studied in [7]. Random perturbations of the vector field $(\partial H / \partial y,-\partial H / \partial x)$ by a nondegenerate white noise were considered there. One can generalize the results of this paper to the case of more general but nondegenerate perturbations.

The specificity of this paper is that just one component of the vector field is perturbed. Such kinds of perturbations are natural in many applied problems. The general approach in this paper is similar to the approach used in [7], although the limiting process is different, since the perturbations are different. The most important difference is that the perturbations now are degenerate. This leads to new serious difficulties in the proof of the Markov property for the limiting process. We overcome these difficulties using the Hörmander-type estimates for degenerate equations. The auxiliary a priori bounds are proved in the next subsection. Then we prove the weak convergence and calculate the characteristics of the limiting process for system (1.12). In the last section, we consider random perturbations of the oscillator (1.1).

We start with a lemma that explains the condition (v) of Theorem 1. Denote $\underline{\mathrm{X}}=(x, y)$. Let $H_{1}$ and $H_{2}, H_{1}<H_{2}$, belong to the set of values of $H(x, y)$ on $D_{l}=\left\{(x, y) \in R^{2}: Y(x, y) \in I_{l}\right\}$ and denote $D_{l}\left(H_{1}, H_{2}\right)=\left\{(x, y) \in D_{l}: H_{1}<\right.$ $\left.H(x, y)<H_{2}\right\}$.

Lemma 1.1. Let $D=D_{l}\left(H_{1}, H_{2}\right),-\infty<H_{1}<H_{2}<\infty$. Then the set $\left\{\mathrm{x} \in D ; H_{y}(\mathrm{x})=0\right\}$ consists of a finite number of mutually disjoint smooth curves $\partial_{1}, \ldots, \partial_{n_{l}}$, each of which transversely intersects $C_{l}(H)$ at exactly one point for every $H_{1}<H<H_{2}$.

Proof. Let $C_{y}(0)=\left\{\underline{\mathrm{x}} \in R^{2}: H_{y}(\underline{\mathrm{x}})=0\right\}$. By assumption (v) of Theorem 1 the set $C_{y}(0) \cap D$ contains no critical point of the function $H_{y}$. Thus, $C_{y}(0) \cap D$ consists of mutually disjoint smooth curves $\partial_{1}, \ldots, \partial_{n_{l}}$. For $\underline{\mathrm{x}} \in \partial_{i}$, $i \in\left\{1, \ldots, n_{l}\right\}$, the vector $\bar{\nabla} H_{y}(\underline{\mathrm{x}})$ is not zero, and it is a tangent vector to the curve $\partial_{i}$ at $\underline{\mathrm{x}}$. The vector $\nabla H(\underline{\mathrm{x}})$ is orthogonal to the curve formed by the level set $C(H(\underline{\mathrm{x}}))$ at x . Now the statement of the lemma follows from

$$
\bar{\nabla} H_{y}(\underline{\mathrm{x}}) \cdot \nabla H(\underline{\mathrm{x}})=H_{y y}(\underline{\mathrm{x}}) H_{x}(\underline{\mathrm{x}}) \neq 0
$$

as $\underline{x} \in C_{y}(0)$, and $D$ contains no critical point of $H$.
2. Proofs.
2.1. An a priori estimate Let $H_{0}, H_{1}$ and $H_{2}, H_{1}<H_{0}<H_{2}$, belong to $D_{l}$. Similarly to [7], we introduce new orthogonal coordinates ( $\tilde{h}, \theta$ ) in $D_{l}\left(H_{1}, H_{2}\right)=\left\{(x, y) \in D_{l}: H_{1}<H(x, y)<H_{2}\right\}$. The coordinate $\tilde{h}$ is given by

$$
\tilde{h}(x, y)=H(x, y)-H_{0} .
$$

The second coordinate $\theta$ for $(x, y) \in C_{l}\left(H_{0}\right)$ is defined after fixing a point $\left(x_{0}, y_{0}\right) \in C_{l}\left(H_{0}\right)$ :

$$
\theta(x, y)=\frac{2 \pi \int_{\left(x_{0}, y_{0}\right)}^{(x, y)}|\nabla H(x, y)| d l}{\int_{C_{l}\left(H_{0}\right)}^{(\nabla H(x, y) \mid d l} .}
$$

The integration is taken along $C_{l}\left(H_{0}\right)$ with respect to the length $d l, 0 \leq \theta<$ $2 \pi$. To define $\theta(x, y)$ for any point in $D_{l}\left(H_{1}, H_{2}\right)$, consider the family of curves orthogonal to $C_{l}(H), H_{1}<H<H_{2}$, and put $\theta(x, y)=\theta\left(x^{\prime}, y^{\prime}\right)$, where $\left(x^{\prime}, y^{\prime}\right)$ is the point on $C_{l}\left(H_{0}\right)$ where the curve of the orthogonal family containing $(x, y)$ crosses $C_{l}\left(H_{0}\right)$.

We observe that the equation

$$
\begin{equation*}
L^{\varepsilon} u=0 \tag{2.1.1}
\end{equation*}
$$

can be written in the new coordinates as

$$
\begin{equation*}
\left(\left(a_{1}(\tilde{h}, \theta) \frac{\partial}{\partial \tilde{h}}+a_{2}(\tilde{h}, \theta) \frac{\partial}{\partial \theta}\right)^{2}+\frac{1}{\varepsilon} a_{3}(\tilde{h}, \theta) \frac{\partial}{\partial \theta}\right) u=0, \tag{2.1.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{1}(\tilde{h}(x, y), \theta(x, y))=\frac{1}{\sqrt{2}} H_{y}(x, y), \\
& a_{2}(\tilde{h}(x, y), \theta(x, y))=\frac{1}{\sqrt{2}} \theta_{y}(x, y), \\
& a_{3}(\tilde{h}(x, y), \theta(x, y))=\left(H_{y} \theta_{x}-H_{x} \theta_{y}\right)(x, y) .
\end{aligned}
$$

Now we change the coordinate $\tilde{h}$ to $(1 / \sqrt{\varepsilon}) \tilde{h}$ as follows. Define the operators $L_{1}^{\varepsilon}$ and $L_{0}^{\varepsilon}$,

$$
\begin{align*}
& L_{1}^{\varepsilon}=a_{1}^{\varepsilon}(h, \theta) \frac{\partial}{\partial h}+\sqrt{\varepsilon} a_{2}^{\varepsilon}(h, \theta) \frac{\partial}{\partial \theta},  \tag{2.1.3}\\
& L_{0}^{\varepsilon}=a_{3}^{\varepsilon}(h, \theta) \frac{\partial}{\partial \theta}, \tag{2.1.4}
\end{align*}
$$

where the coefficients are given by

$$
\begin{equation*}
a_{i}^{\varepsilon}(h, \theta)=a_{i}(\sqrt{\varepsilon} h, \theta), \quad i=1,2,3 . \tag{2.1.5}
\end{equation*}
$$

With these notations (2.1.2) becomes, after multiplication by $\varepsilon$,

$$
\begin{equation*}
\left(\left(L_{1}^{\varepsilon}\right)^{2}+L_{0}^{\varepsilon}\right) u^{\varepsilon}=0, \tag{2.1.6}
\end{equation*}
$$

where $u^{\varepsilon}(h, \theta)=u(\sqrt{\varepsilon} h, \theta)$. Note that there exists a $\bar{b}>0$ such that $\left|a_{3}^{\varepsilon}\right|>\bar{b}$ in $D_{l}\left(H_{1}, H_{2}\right)$.

In the following, we make use of the fact that the operator in (2.1.6) is hypoelliptic. Following the steps in Section 22.2 of [8], we derive an estimate as in Lemma 22.2.4 of [8]. This estimate is used to get an a priori estimate for $\left|u_{\theta}(0, \theta)\right|$ for solutions $u$ of (2.1.2). We have to ensure that the estimates of [8] can be obtained independently of $\varepsilon$ for small $\varepsilon$.

First, we state some facts about pseudodifferential operators. Let $P$ be a pseudodifferential operator with symbol $p(h, \theta ; \xi), \xi=\left(\xi_{1}, \xi_{2}\right)$. That is,

$$
(P u)(h, \theta)=\frac{1}{(2 \pi)^{2}} \int \exp \left(i\left(h \xi_{1}+\theta \xi_{2}\right)\right) p(h, \theta ; \xi) \hat{u}(\xi) d \xi
$$

where $\hat{u}$ denotes the Fourier transform of $u$. The operator $P$ is of order $\leq n$ if for any multi-indices $\alpha=\left(\alpha_{1}, \alpha_{2}\right), \beta=\left(\beta_{1}, \beta_{2}\right)$ there exists a constant $A_{\alpha, \beta}$ (depending on $\alpha$ and $\beta$ ) such that

$$
\begin{equation*}
\left|\left(D_{x}^{\beta} D_{\xi}^{\alpha} p\right)(h, \theta ; \xi)\right| \leq A_{\alpha, \beta}\left(1+|\xi|^{2}\right)^{(n-|\alpha|) / 2} \tag{2.1.7}
\end{equation*}
$$

is satisfied for all $h, \theta, \xi_{1}, \xi_{2} \in R$. The smallest $n$ in (2.1.7) is called order of $P$. Here $D_{x}^{\beta}$ denotes $(-i(\partial / \partial h))^{\beta_{1}}(-i(\partial / \partial \theta))^{\beta_{2}}$ and $D_{\xi}^{\alpha}$ denotes $\left(-i\left(\partial / \partial \xi_{1}\right)\right)^{\alpha_{1}}\left(-i\left(\partial / \partial \xi_{2}\right)\right)^{\alpha_{2}}$. N ote that for $s \in R$ the norm $\|\cdot\|_{s}$ is defined by

$$
\|u\|_{s}^{2}=\frac{1}{(2 \pi)^{2}} \int\left(1+|\xi|^{2}\right)^{s}|\hat{u}(\xi)|^{2} d \xi
$$

We frequently use the following lemma which can be found in Theorems 2.2.1-2.2.3 of [9].

Lemma 2.1.1. Let $P_{1}$ and $P_{2}$ be of order less than or equal to $n_{1}, n_{2}$ with symbols $p_{1}$ and $p_{2}$, respectively. Assume that the symbols are infinitely differentiable with respect to the variables $h, \theta, \xi_{1}, \xi_{2}$, that they have the form $p_{i}(h, \theta ; \xi)=p_{i}^{0}(\xi)+p_{i}^{1}(h, \theta ; \xi), i=1,2, \xi=\left(\xi_{1}, \xi_{2}\right)$, and that for a compact set $K^{\prime}$,

$$
\begin{equation*}
p_{i}^{1}(h, \theta ; \xi)=0, \quad \xi \in R^{2},(h, \theta) \in R^{2} \backslash K^{\prime}, i=1,2 \tag{2.1.8}
\end{equation*}
$$

Then the following hold for $s \in R$ :
(i) $\left\|P_{i} u\right\|_{s} \leq A_{s, K^{\prime}}^{i}\|u\|_{s+n_{i}}, i=1,2$.
(ii) The operator $P_{1} P_{2}$ is of order less than or equal to $n_{1}+n_{2}$, has the property (2.1.8) and

$$
\left\|P_{1} P_{2} u\right\|_{s} \leq A_{s, K^{\prime}}^{1,2}\|u\|_{s+n_{1}+n_{2}}
$$

(iii) $P_{1} P_{2}=P_{(n)}+T_{(n)}, n \in N$, where $P_{(n)}$ has symbol

$$
\sum_{|\alpha| \leq n-1}\left(\frac{1}{\alpha!} \frac{\partial^{|\alpha|}}{\partial \xi^{\alpha}} p_{1}(h, \theta ; \xi)\right) D_{x}^{\alpha} p_{2}(h, \theta ; \xi)
$$

and

$$
\left\|T_{(n)} u\right\|_{s} \leq A_{s, K^{\prime}}^{(n)}\|u\|_{s+n_{1}+n_{2}-n} .
$$

(iv) The commutator [ $P_{1}, P_{2}$ ] $=P_{1} P_{2}-P_{2} P_{1}$ satisfies

$$
\left\|\left[P_{1} P_{2}\right] u\right\|_{s} \leq A_{s, K^{\prime}}^{[1,2]}\|u\|_{s+n_{1}+n_{2}-1} .
$$

Here the constants $A_{s, K^{\prime}}^{i}, A_{s, K^{\prime}}^{1,2}, A_{s, K^{\prime}}^{(n)}$ and $A_{s, K^{\prime}}^{[1,2]}$ depend only on $s, K^{\prime}$ and the estimates (2.1.7) for the operators $P_{1}$ and $P_{2}$.

Remark 2.1.2. If we apply a classical differential operator $P$ to functions $u \in C_{0}^{\infty}(K)$, where $K$ has positive distance to the boundary of a compact set $K^{\prime} \supset K$, then we may assume that condition (2.1.8) is satisfied for $P$ as $P u=g P u$ for a function $g \in C_{0}^{\infty}\left(K^{\prime}\right)$ with $g=1$ on $K$. Thus, we can consider the operator $g P$ instead of $P$.

From now on, any reference to Lemma 2.1.1 is understood in the manner that the operators under consideration satisfy the assumptions of Lemma 2.1.1 and admit estimates of the form (2.1.7) independent of $\varepsilon$ for small $\varepsilon$.

Now let $K^{\prime} \subset R^{2}$ be a compact set containing $[-1,1] \times[-2 \pi, 2 \pi]$ and let $K \subset[-1,1] \times[-\pi, \pi]$ be a compact set, such that $K$ has a positive distance to the boundary of $K^{\prime}$. From now on, let all $\varepsilon$ be small enough to ensure that

$$
H_{0}+\sqrt{\varepsilon} h \in\left(H_{1}, H_{2}\right) \text { for all }(h, \theta) \in K^{\prime} .
$$

As $(\partial / \partial h) a_{i}^{\varepsilon}(h, \theta)=\sqrt{\varepsilon}(\partial / \partial \tilde{h}) a_{i}(\sqrt{\varepsilon} h, \theta)$, we have for small $\varepsilon$ and any multiindex $\beta$ with constants $A_{i, \beta}$ depending only on $\beta$,

$$
\begin{equation*}
\left|D_{x}^{\beta} a_{i}^{\varepsilon}(h, \theta)\right| \leq \varepsilon^{\beta_{1} / 2} A_{i, \beta}, \quad i=1,2,3,(h, \theta) \in K^{\prime} . \tag{2.1.9}
\end{equation*}
$$

Let $E_{s}$ be the operator with symbol $\left(1+|\xi|^{2}\right)^{s / 2}$ and $g \in C_{0}^{\infty}\left(K^{\prime}\right)$ such that $g=1$ on $K$. We identify $g$ with the operator of multiplication by $g$ (having order 0 ). $E_{s}$ and $g$ satisfy the conditions of Lemma 2.1.1. By $\|\cdot\|$ and (., .) we denote the norm and the scalar product in $L_{2}\left(R^{2}\right)$. Define

$$
P^{\varepsilon}=-\left(L_{1}^{\varepsilon}\right)^{2}-L_{0}^{\varepsilon}
$$

and $L_{0}^{\varepsilon}(h, \theta ; \xi)=a_{3}^{\varepsilon}(h, \theta) \xi_{2}$ and $L_{1}^{\varepsilon}(h, \theta ; \xi)=a_{1}^{\varepsilon}(h, \theta) \xi_{1}+\sqrt{\varepsilon} a_{2}^{\varepsilon}(h, \theta) \xi_{2}$. Then the principal symbol of $P^{\varepsilon}$ is $p_{2}^{\varepsilon}(h, \theta ; \xi)=L_{1}^{\varepsilon}(h, \theta ; \xi)^{2}$, and $P^{\varepsilon}=L_{1}^{\varepsilon *} L_{1}^{\varepsilon}+T^{\varepsilon}$ holds, where $L_{1}^{\varepsilon *}=-L_{1}^{\varepsilon}-w^{\varepsilon}, T^{\varepsilon}=-L_{0}^{\varepsilon}+w^{\varepsilon} L_{1}^{\varepsilon}$ and $w^{\varepsilon}$ is the operator of multiplication by the function

$$
w^{\varepsilon}=\frac{\partial}{\partial h} a_{1}^{\varepsilon}+\sqrt{\varepsilon} \frac{\partial}{\partial \theta} a_{2}^{\varepsilon} .
$$

Note that by (2.1.9), $w^{\varepsilon}$ is uniformly bounded for small $\varepsilon$. In what follows, all constants are independent of $\varepsilon$ for small $\varepsilon$ if not otherwise stated. Let $D_{1}=-i(\partial / \partial h)$ and $D_{2}=-i(\partial / \partial \theta)$.

Lemma 2.1.3. We have

$$
\begin{gather*}
\left\|L_{1}^{\varepsilon} u\right\|^{2} \leq\left(P^{\varepsilon} u, u\right)+A_{K^{\prime}}\|u\|^{2}, \quad u \in C_{0}^{\infty}(K),  \tag{2.1.10}\\
\sum_{j=1}^{2}\left\|\left(\frac{\partial}{\partial \xi_{j}} p_{2}^{\varepsilon}\right)(h, \theta ; D) u\right\|_{0}^{2}+\sum_{j=1}^{2}\left\|\left(D_{j} p_{2}^{\varepsilon}\right)(h, \theta ; D) u\right\|_{-1}^{2} \\
\leq A_{K^{\prime}}^{\prime}\left(P^{\varepsilon} u, u\right)+A_{K^{\prime}}^{\prime \prime}\|u\|^{2}, \quad u \in C_{0}^{\infty}(K),
\end{gather*}
$$

with constants $A_{K^{\prime}}, A_{K^{\prime}}^{\prime}$ and $A_{K^{\prime}}^{\prime \prime}$ depending only on $K^{\prime}$.
Proof. The identity

$$
\begin{align*}
\left(P^{\varepsilon} u, u\right) & =\left(L_{1}^{\varepsilon *} L_{1}^{\varepsilon} u, u\right)+\left(\left(\left(T^{\varepsilon}+T^{\varepsilon *}\right) / 2\right) u, u\right) \\
& =\left\|L_{1}^{\varepsilon} u\right\|^{2}+\left(\left(\left(T^{\varepsilon}+T^{\varepsilon *}\right) / 2\right) u, u\right) \tag{2.1.12}
\end{align*}
$$

gives (2.1.10) since the operator $T^{\varepsilon}+T^{\varepsilon^{*}}$ is equal to the operator of multiplication by the function

$$
\tilde{w}^{\varepsilon}=\frac{\partial}{\partial \theta}\left(a_{3}^{\varepsilon}-\sqrt{\varepsilon}\left(w^{\varepsilon} a_{2}^{\varepsilon}\right)\right)-\frac{\partial}{\partial h}\left(w^{\varepsilon} a_{1}^{\varepsilon}\right),
$$

which is an operator of order 0 satisfying the conditions of Lemma 2.1.1.
The symbol $\left(\partial / \partial \xi_{1}\right) p_{2}^{\varepsilon}$ is given by $2 a_{1}^{\varepsilon} L_{1}^{\varepsilon}$. We have

$$
\left\|2 a_{1}^{\varepsilon} L_{1}^{\varepsilon} u\right\|_{0}^{2}=\left\|g 2 a_{1}^{\varepsilon} L_{1}^{\varepsilon} u\right\|_{0}^{2} \leq A_{1}\left\|L_{1}^{\varepsilon} u\right\|_{0}^{2}
$$

by Lemma 2.1.1. So the estimate for $\left(\partial / \partial \xi_{1}\right) p_{2}^{\varepsilon}$ follows from (2.1.10). A similar estimate holds for $\left(\partial / \partial \xi_{2}\right) p_{2}^{\varepsilon}=2 \sqrt{\varepsilon} a_{2}^{\varepsilon} L_{1}^{\varepsilon}$. Finally, we get for $j=1,2$,

$$
\begin{aligned}
\left\|\left(D_{j} p_{2}^{\varepsilon}\right)(h, \theta ; D) u\right\|_{-1}^{2}= & \left\|2\left(\left(D_{j} L_{1}^{\varepsilon}\right) L_{1}^{\varepsilon}\right)(h, \theta ; D) u\right\|_{-1}^{2} \\
\leq & \left\|2\left(\left(D_{j} L_{1}^{\varepsilon}\right)(h, \theta ; D) L_{1}^{\varepsilon}\right) u\right\|_{-1}^{2} \\
& +2\left\|\left(\left(D_{j} L_{1}^{\varepsilon}\right)(h, \theta ; D) L_{1}^{\varepsilon}-\left(\left(D_{j} L_{1}^{\varepsilon}\right) L_{1}^{\varepsilon}\right)(h, \theta ; D)\right) u\right\|_{-1}^{2} .
\end{aligned}
$$

The first term is equal to

$$
2\left\|g\left(\left(D_{j} L_{1}^{\varepsilon}\right)(h, \theta ; D) L_{1}^{\varepsilon}\right) u\right\|_{-1}^{2} \leq A_{2}\left\|L_{1}^{\varepsilon} u\right\|_{0}^{2}
$$

by Lemma 2.1.1(i). Lemma 2.1.1(iii) implies that the operator in the second term is of order 1 and that it admits a corresponding estimate. This completes the proof of (2.1.11).

Now define the operators (of order 1)

$$
\begin{aligned}
& Q_{1}^{\varepsilon}=L_{1}^{\varepsilon}, \quad Q_{2}^{\varepsilon}=\frac{1}{2}\left(P^{\varepsilon}-P^{\varepsilon^{*}}\right), \quad Q_{3}^{\varepsilon}=\left[Q_{1}^{\varepsilon}, Q_{2}^{\varepsilon}\right], \\
& P_{j}^{\varepsilon}=\left(E_{-1}\left(D_{j} p_{2}^{\varepsilon}\right)\right)(h, \theta ; D), \quad P^{\varepsilon j}=\left(\frac{\partial}{\partial \xi_{j}} p_{2}^{\varepsilon}\right)(h, \theta ; D), \quad j=1,2 .
\end{aligned}
$$

Note that $Q_{2}^{\varepsilon}=\frac{1}{2}\left(T^{\varepsilon}-T^{\varepsilon^{*}}\right)=T^{\varepsilon}-\frac{1}{2} \tilde{w}^{\varepsilon}$.

Lemma 2.1.4. For $\delta \leq 2^{1-k}, k=1,2,3$, we get

$$
\left\|Q_{k}^{\varepsilon} u\right\|_{\delta-1} \leq A_{K^{\prime}, K}\left(\left\|P^{\varepsilon} u\right\|+\|u\|\right), \quad u \in C_{0}^{\infty}(K)
$$

with a constant $A_{K^{\prime}, K}$ depending on $K^{\prime}$ and $K$.
Proof. For $k=1$, the statement follows from Lemma 2.1.3. For $k=2$, we have to estimate

$$
\begin{aligned}
\left\|Q_{2}^{\varepsilon} u\right\|_{-1 / 2}^{2} & =\left\|E_{-1 / 2} Q_{2}^{\varepsilon} u\right\|_{0}^{2}=\left(Q_{2}^{\varepsilon} u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) \\
& =\left(P^{\varepsilon}-\frac{1}{2}\left(P^{\varepsilon}+P^{\varepsilon *}\right) u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)
\end{aligned}
$$

Using Lemma 2.1.1(i) we get

$$
\begin{aligned}
\left|\left(P^{\varepsilon} u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right| & \leq A_{3}\left\|P^{\varepsilon} u\right\|\left\|Q_{2}^{\varepsilon} u\right\|_{-1}=A_{3}\left\|P^{\varepsilon} u\right\|\left\|g Q_{2}^{\varepsilon} u\right\|_{-1} \\
& \leq A_{4}\left\|P^{\varepsilon} u\right\|\|u\|
\end{aligned}
$$

as $E_{-1 / 2}^{2}$ is of order -1 . It remains to consider

$$
\begin{aligned}
\frac{1}{2}\left(\left(P^{\varepsilon}+P^{\varepsilon *}\right) u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) & =\left(\left(L_{1}^{\varepsilon *} L_{1}^{\varepsilon}+\tilde{w}^{\varepsilon} / 2\right) u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) \\
& =\left(\tilde{P}^{\varepsilon} u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)-A_{5}\left(u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)
\end{aligned}
$$

by (2.1.12), where $\tilde{P}^{\varepsilon}=L_{1}^{\varepsilon *} L_{1}^{\varepsilon}+\tilde{w}^{\varepsilon} / 2+A_{5} g$ with a constant $A_{5}$ large enough to ensure that $\tilde{P}^{\varepsilon}$ is a positive operator. We get

$$
\left|\left(A_{5} u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right| \leq A_{6}\|u\|^{2}
$$

by Lemma 2.1.1, and

$$
\begin{aligned}
\left|\left(\tilde{P}^{\varepsilon} u, E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right|= & \left|\left(\tilde{P}^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right| \\
\leq & \left(\tilde{P}^{\varepsilon} u, u\right)^{1 / 2}\left(\tilde{P}^{\varepsilon} g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)^{1 / 2} \\
\leq & \frac{1}{2}\left(\left(P^{\varepsilon} u, u\right)+\left(g_{2} P^{\varepsilon} g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right) \\
& +A_{5}\|u\|^{2}+A_{5}\left(\tilde{g}_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) \\
\leq & A_{7}\left(\left\|P^{\varepsilon} u\right\|+\|u\|\right)^{2}+\left(g_{2} P^{\varepsilon} g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)
\end{aligned}
$$

Here the functions are $g_{1} \in C_{0}^{\infty}\left(K^{\prime \prime}\right)$ and $g_{1}=1$ on $K, g_{2} \in C_{0}^{\infty}\left(K^{\prime}\right)$ and $g_{2}=1$ on $K^{\prime \prime}$ and $\tilde{g}_{1}=g g_{1} g_{2}$ with a set $K^{\prime \prime}, K \subset K^{\prime \prime} \subset K^{\prime}$ such that the boundary of $K^{\prime \prime}$ has positive distance to the boundaries of $K$ and $K^{\prime}$. Define $Q^{\varepsilon}=g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon}$. By Lemma 2.1.1(iii), the operator $\left[g_{2} P^{\varepsilon}, Q^{\varepsilon}\right.$ ] has symbol

$$
\begin{aligned}
& \sum_{j=1}^{2}\left(D_{j} q^{\varepsilon}\right)(h, \theta ; \xi) g_{2}(h, \theta) \frac{\partial}{\partial \xi_{j}} p_{2}^{\varepsilon}(h, \theta ; \xi) \\
& \quad-\sum_{j=1}^{2} \frac{\partial}{\partial \xi_{j}} q^{\varepsilon}(h, \theta ; \xi)\left(D_{j} g_{2} p_{2}^{\varepsilon}\right)(h, \theta ; \xi)+r_{1}^{\varepsilon}
\end{aligned}
$$

where $q^{\varepsilon}$ denotes the symbol of $Q^{\varepsilon}$ and $r_{1}^{\varepsilon}$ is the symbol of an operator of order 0 which can be estimated by Lemma 2.1.1(iii). By Lemma 2.1.1, the operator [ $g_{2} P^{\varepsilon}, Q^{\varepsilon}$ ] differs from the operator

$$
\begin{aligned}
& \sum_{j=1}^{2}\left(D_{j} q^{\varepsilon}\right)(h, \theta ; D) g_{2}(h, \theta) P^{\varepsilon j}(h, \theta ; D) \\
& \quad-\sum_{j=1}^{2} \frac{\partial}{\partial \xi_{j}} q^{\varepsilon}(h, \theta ; D)\left(D_{j} g_{2} p_{2}^{\varepsilon}\right)(h, \theta ; D)
\end{aligned}
$$

only by an operator of order 0 satisfying the conditions of Lemma 2.1.1. Denote $G^{\varepsilon j}=\left(D_{j} q^{\varepsilon}\right)(h, \theta ; D) g_{2}(h, \theta)$ and $G_{j}^{\varepsilon}=\left(\partial / \partial \xi_{j}\right) q^{\varepsilon}(h, \theta ; D)$, which are of order 0 and -1 , respectively. We get
(2.1.13) $\quad\left(g_{2} P^{\varepsilon} Q^{\varepsilon} u, Q^{\varepsilon} u\right)=\left(Q^{\varepsilon} g_{2} P^{\varepsilon} u, Q^{\varepsilon} u\right)+\left(\left[g_{2} P^{\varepsilon}, Q^{\varepsilon}\right] u, Q^{\varepsilon} u\right)$.

From Lemma 2.1.1 it follows that

$$
\left(Q^{\varepsilon} g_{2} P^{\varepsilon} u, Q^{\varepsilon} u\right)=\left(g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} g_{2} P^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) \leq A_{8}\left\|P^{\varepsilon} u\right\|\|u\|
$$

and

$$
\begin{aligned}
& \left(\left[g_{2} P^{\varepsilon}, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon}\right] u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) \\
& =\sum_{j=1}^{2}\left\{\left(G^{\varepsilon j} g_{2} P^{\varepsilon j} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right. \\
& \left.-\left(G_{j}^{\varepsilon} D_{j}\left(g_{2} p_{2}^{\varepsilon}\right)(h, \theta ; D) u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right)\right\} \\
& +\left(R_{2}^{\varepsilon} u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right) \\
& \leq A_{9}\left(\sum_{j=1}^{2}\left\|P^{\varepsilon j}\right\|\|u\|+\|u\|^{2}\right) \\
& -\sum_{j=1}^{2}\left(G_{j}^{\varepsilon} D_{j}\left(g_{2} p_{2}^{\varepsilon}\right)(h, \theta ; D) u, g_{1} E_{-1 / 2}^{2} Q_{2}^{\varepsilon} u\right),
\end{aligned}
$$

where $R_{2}^{\varepsilon}$ is of order 0 and is bounded by Lemma 2.1.1. As $g_{2}=1$ on $\operatorname{supp} u$, $D_{j}\left(g_{2} p_{2}^{\varepsilon}\right)(\cdot, \cdot ; D) u=g_{2}\left(D_{j} p_{2}^{\varepsilon}\right)(\cdot, \cdot ; D) u$ holds. This yields

$$
\begin{aligned}
\left\|G_{j}^{\varepsilon} D_{j}\left(g_{2} p_{2}^{\varepsilon}\right)(h, \theta ; D) u\right\| & =\left\|G_{j}^{\varepsilon} g_{2} E_{1} E_{-1} D_{j} p_{2}^{\varepsilon}(h, \theta ; D) u\right\| \\
& =\left\|G_{j}^{\varepsilon} g_{2} E_{1} P_{j}^{\varepsilon} u\right\| \leq A_{10}\left\|P_{j}^{\varepsilon} u\right\|
\end{aligned}
$$

as $G_{j}^{\varepsilon}$ has order -1 and $g_{2} E_{1}$ has order 1 and both satisfy the conditions of Lemma 2.1.1. This together with Lemma 2.1.3 completes the proof for $k=2$. For $k=3$ we have to estimate

$$
\left\|\left[Q_{1}^{\varepsilon}, Q_{2}^{\varepsilon}\right] u\right\|_{-3 / 4}^{2}=\left(\left[Q_{1}^{\varepsilon}, Q_{2}^{\varepsilon}\right] u, \tilde{Q}^{\varepsilon} u\right)
$$

where $\tilde{Q}^{\varepsilon}=E_{-3 / 4}^{2}\left[Q_{1}^{\varepsilon}, Q_{2}^{\varepsilon}\right]$ has order $\frac{1}{2}$. Observe that $Q_{1}^{\varepsilon *}=-Q_{1}^{\varepsilon}-w^{\varepsilon}$ and $Q_{2}^{\varepsilon *}=-Q_{2}^{\varepsilon}$. Hence

$$
\begin{aligned}
\left(\left[Q_{1}^{\varepsilon}, Q_{2}^{\varepsilon}\right] u, \tilde{Q}^{\varepsilon} u\right) & =\left(Q_{1}^{\varepsilon} Q_{2}^{\varepsilon} u, g \tilde{Q}^{\varepsilon} u\right)-\left(Q_{2}^{\varepsilon} Q_{1}^{\varepsilon} u, g \tilde{Q}^{\varepsilon} u\right) \\
& =-\left(Q_{2}^{\varepsilon} u, g Q_{1}^{\varepsilon} g \tilde{Q}^{\varepsilon} u\right)-\left(Q_{2}^{\varepsilon} u, g w^{\varepsilon} \tilde{Q}^{\varepsilon} u\right)+\left(Q_{1}^{\varepsilon} u, g Q_{2}^{\varepsilon} g \tilde{Q}^{\varepsilon} u\right) .
\end{aligned}
$$

Using Lemma 2.1.1 and the cases $k=1$ and 2 , we can estimate

$$
\begin{aligned}
\left|\left(Q_{2}^{\varepsilon} u, g Q_{1}^{\varepsilon} g \tilde{Q}^{\varepsilon} u\right)\right| & \leq\left\|Q_{2}^{\varepsilon} u\right\|_{-1 / 2} \mid g Q_{1}^{\varepsilon} g \tilde{Q}^{\varepsilon} u \|_{1 / 2} \\
& \leq A_{11}\left(\left\|P^{s} u\right\|+\|u\|\right)\left(\left\|g \tilde{Q}^{\varepsilon} g Q_{1}^{\varepsilon} u\right\|_{1 / 2}+\left\|\left[g Q_{1}^{\varepsilon}, g \tilde{Q}^{\varepsilon}\right] u\right\|_{1 / 2}\right) \\
& \leq A_{12}\left(\left\|P^{\varepsilon} u\right\|+\|u\|\right)^{2},
\end{aligned}
$$

as $g \tilde{Q}^{\varepsilon} g$ and $\left[g Q_{1}^{\varepsilon}, g \tilde{Q}^{\varepsilon}\right]$ are of order $-\frac{1}{2}$,

$$
\left|\left(Q_{2}^{\varepsilon} u, g w^{\varepsilon} \tilde{Q}^{\varepsilon} u\right)\right| \leq\left\|Q_{2}^{\varepsilon} u\right\|_{-1 / 2}\left\|g w^{\varepsilon} \tilde{Q}^{\varepsilon} u\right\|_{1 / 2} \leq A_{13}\left(\left\|P^{\varepsilon} u\right\|+\|u\|\right)^{2},
$$

as $g w^{\varepsilon} \tilde{Q}^{\varepsilon}$ is of order $-\frac{1}{2}$, and

$$
\left|\left(Q_{1}^{\varepsilon} u, g Q_{2}^{\varepsilon} g \tilde{Q}^{\varepsilon} u\right)\right| \leq\left\|Q_{1}^{\varepsilon} u\right\|_{0}\left\|g Q_{2}^{\varepsilon} g \tilde{Q}^{\varepsilon} u\right\|_{0} \leq A_{14}\left(\left\|P^{\varepsilon} u\right\|+\|u\|\right)^{2}
$$

as $\left\|g Q_{2}^{\varepsilon} g \tilde{Q}^{\varepsilon} u\right\|_{0}=\left\|g \tilde{Q}^{\varepsilon} g Q_{2}^{\varepsilon} u\right\|_{0}+\left\|\left[g Q_{2}^{\varepsilon}, g \tilde{Q}^{\varepsilon}\right] u\right\|_{0} \leq A_{15}\left(\left\|Q_{2}^{\varepsilon} u\right\|_{-1 / 2}+\|u\|\right)$, and $g \tilde{Q}^{\varepsilon} g$ and $\left[g Q_{2}^{\varepsilon}, g \tilde{Q}^{\varepsilon}\right]$ have order $-\frac{1}{2}$.

Lemma 2.1.5. We have

$$
\begin{equation*}
\|u\|_{1 / 4} \leq \tilde{A}_{K^{\prime}}\left(\left\|P^{\varepsilon} u\right\|+\|u\|\right), \quad u \in C_{0}^{\infty}(K), \tag{2.1.14}
\end{equation*}
$$

with a constant $\tilde{A}_{K^{\prime}}$ depending on $K^{\prime}$.
Proof. The statement follows from Lemma 2.1.4 if we show that there exists a constant $A_{K^{\prime}}$ depending only on $K^{\prime}$ such that

$$
\|u\|_{1 / 4}=\left\|E_{1} u\right\|_{-3 / 4} \leq A_{K^{\prime}}\left(\sum_{j=1}^{3}\left\|Q_{j}^{\varepsilon} u\right\|_{-3 / 4}+\|u\|\right) .
$$

As

$$
\|u\|_{1 / 4}^{2}=\|u\|_{-3 / 4}^{2}+\left\|\frac{\partial}{\partial h} u\right\|_{-3 / 4}^{2}+\left\|\frac{\partial}{\partial \theta} u\right\|_{-3 / 4}^{2},
$$

we have to show that

$$
\left\|D_{i} u\right\|_{-3 / 4} \leq A_{16}\left(\sum_{j=1}^{3}\left\|Q_{j}^{\varepsilon} u\right\|_{-3 / 4}+\|u\|\right), \quad i=1,2 .
$$

Using (2.1.9) we can write
(2.1.17)

$$
\begin{array}{ll}
\text { (2.1.15) } & Q_{1}^{\varepsilon}=a_{1}^{\varepsilon} \frac{\partial}{\partial h}+\sqrt{\varepsilon} a_{2}^{\varepsilon} \frac{\partial}{\partial \theta}, \\
\text { (2.1.16) } & Q_{2}^{\varepsilon}=\sqrt{\varepsilon} b_{1}^{\varepsilon} \frac{\partial}{\partial h}-\left(a_{3}^{\varepsilon}+\sqrt{\varepsilon} b_{3}^{\varepsilon}\right) \frac{\partial}{\partial \theta}-\frac{1}{2}\left(\frac{\partial}{\partial \theta} a_{3}^{\varepsilon}\right)-\sqrt{\varepsilon} b_{2}^{\varepsilon},  \tag{2.1.15}\\
\text { (2.1.17) } & Q_{3}^{\varepsilon}=\left(a_{3}^{\varepsilon}\left(\frac{\partial}{\partial \theta} a_{1}^{\varepsilon}\right)+\sqrt{\varepsilon} c_{1}^{\varepsilon}\right) \frac{\partial}{\partial h}+\sqrt{\varepsilon} c_{2}^{\varepsilon} \frac{\partial}{\partial \theta}+\sqrt{\varepsilon} c_{3}^{\varepsilon}
\end{array}
$$

with functions $b_{i}^{\varepsilon}, c_{i}^{\varepsilon}, i=1,2,3$, uniformly bounded on $K^{\prime}$ for small $\varepsilon$. Further,

$$
\begin{align*}
\left(a_{3}^{\varepsilon} \frac{\partial}{\partial \theta} a_{1}^{\varepsilon}\right)(h, \theta) & =\left(a_{3} \frac{\partial}{\partial \theta} a_{1}\right)(\tilde{h}(x, y), \theta(x, y)) \\
& =\frac{1}{\sqrt{2}}\left(\left(H_{y} \theta_{x}-H_{x} \theta_{y}\right) \frac{\partial}{\partial \theta} H_{y}\right)(x, y)  \tag{2.1.18}\\
& =\frac{1}{\sqrt{2}}\left(H_{y} H_{x y}-H_{x} H_{y y}\right)(x, y) .
\end{align*}
$$

Note that by our assumptions the right-hand side of (2.1.18) is not equal to 0 in a neighborhood of the zeros of $H_{y}$. So we can divide the set $K^{\prime}$ into two disjoint sets $K_{1}$ and $K_{2}$ such that there exist positive numbers $\delta_{i}, i=1,2$, and a set $K_{2}^{\prime} \supset K_{2}$ such that

$$
\begin{align*}
& \left|a_{1}^{\varepsilon}\right|>2 \delta_{1} \quad \text { on } K_{1},  \tag{2.1.19}\\
& \left|a_{0}^{\varepsilon}\right|=\left|\left(a_{3}^{\varepsilon} \frac{\partial}{\partial \theta} a_{1}^{\varepsilon}\right)\right|>2 \delta_{2} \quad \text { on } K_{2}^{\prime} . \tag{2.1.20}
\end{align*}
$$

Let $\varphi \in C_{0}^{\infty}\left(K^{\prime} \backslash K_{2}\right)$ be a function with $\varphi=1$ on $K \backslash K_{2}^{\prime}$. On the set $K \backslash K_{2}^{\prime}$ we can regard the identities (2.1.15) and (2.1.16) applied to $u \in C_{0}^{\infty}(K)$ as a linear system for $u_{h}$ and $u_{\theta}$ with the (unique) solution

$$
\begin{align*}
u_{h}= & \frac{1}{D_{1}^{\varepsilon}}\left(-\left(a_{3}^{\varepsilon}+\sqrt{\varepsilon} b_{3}^{\varepsilon}\right) Q_{1}^{\varepsilon} u+\sqrt{\varepsilon} a_{2}^{\varepsilon} Q_{2}^{\varepsilon} u\right. \\
& \left.+\sqrt{\varepsilon} a_{2}^{\varepsilon}\left(\frac{1}{2}\left(\frac{\partial}{\partial \theta} a_{3}^{\varepsilon}\right)+\sqrt{\varepsilon} b_{2}^{\varepsilon}\right) u\right)  \tag{2.1.21}\\
u_{\theta}= & \frac{1}{D_{1}^{\varepsilon}}\left(-\sqrt{\varepsilon} b_{1}^{\varepsilon} Q_{1}^{\varepsilon} u+a_{1}^{\varepsilon} Q_{2}^{\varepsilon} u+a_{1}^{\varepsilon}\left(\frac{1}{2}\left(\frac{\partial}{\partial \theta} a_{3}^{\varepsilon}\right)+\sqrt{\varepsilon} b_{2}^{\varepsilon}\right) u\right), \tag{2.1.22}
\end{align*}
$$

where $D_{1}^{\varepsilon}=-a_{1}^{\varepsilon} a_{3}^{\varepsilon}-\sqrt{\varepsilon}\left(a_{1}^{\varepsilon} b_{3}^{\varepsilon}+\sqrt{\varepsilon} a_{2}^{\varepsilon} b_{1}^{\varepsilon}\right)$.
Recall that there exists a constant $\bar{b}>0$ such that

$$
\begin{equation*}
\left|a_{3}^{\varepsilon}(h, \theta)\right| \geq \bar{b}, \quad(h, \theta) \in K^{\prime} \tag{2.1.23}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\left|D_{1}^{\varepsilon}(h, \theta)\right| \geq \bar{b} \delta_{1}, \quad(h, \theta) \in K^{\prime} \backslash K_{2} \tag{2.1.24}
\end{equation*}
$$

for $\varepsilon$ small enough. Thus, the coefficients of $Q_{i}^{\varepsilon} u, i=1,2$, and $u$ in (2.1.21) and (2.1.22) can be understood as operators of order 0 satisfying (after multiplication by $\varphi$ and $g$ ) the conditions of Lemma 2.1.1 in $K^{\prime} \backslash K_{2}$. This gives

$$
\begin{align*}
\left\|\varphi D_{j} u\right\|_{-3 / 4} & =\left\|g \varphi D_{j} u\right\|_{-3 / 4} \\
& \leq A_{17}\left(\sum_{j=1}^{2}\left\|Q_{j}^{\varepsilon} u\right\|_{-3 / 4}+\|u\|\right), \quad j=1,2 . \tag{2.1.25}
\end{align*}
$$

We can make the analogous considerations on the set $K_{2}^{\prime}$ using the relations (2.1.16) and (2.1.17) instead of (2.1.15) and (2.1.16). The resulting formulas are similar to (2.1.21) and (2.1.22), but the determinant of the system is

$$
D_{2}^{\varepsilon}=a_{0}^{\varepsilon} a_{3}^{\varepsilon}+\sqrt{\varepsilon}\left(\sqrt{\varepsilon} b_{1}^{\varepsilon} c_{2}^{\varepsilon}+c_{1}^{\varepsilon}\left(a_{3}^{\varepsilon}-\sqrt{\varepsilon} b_{3}^{\varepsilon}\right)-a_{0}^{\varepsilon} b_{3}^{\varepsilon}\right) .
$$

By (2.1.20) and (2.1.23) we get

$$
\begin{equation*}
\left|D_{2}^{\varepsilon}(h, \theta)\right| \geq \bar{b} \delta_{2}, \quad(h, \theta) \in K_{2}^{\prime}, \tag{2.1.26}
\end{equation*}
$$

for $\varepsilon$ small enough, so that

$$
\begin{align*}
\left\|(1-\varphi) D_{j} u\right\|_{-3 / 4} & =\left\|g(1-\varphi) D_{j} u\right\|_{-3 / 4} \\
& \leq A_{18}\left(\sum_{j=1}^{2}\left\|Q_{j}^{\varepsilon} u\right\|_{-3 / 4}+\|u\|\right), \tag{2.1.27}
\end{align*}
$$

$j=1,2$. Combining the relations (2.1.25) and (2.1.27), we get the desired result.

Lemma 2.1.6. For $s \in R$ we have

$$
\|u\|_{s+1 / 4}+\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s+1 / 8}+\sum_{j=1}^{2}\left\|P^{\varepsilon j} u\right\|_{s+1 / 8} \leq A_{s, K^{\prime}, K}\left(\left\|P^{\varepsilon} u\right\|_{s}+\|u\|_{s}\right),
$$

$u \in C_{0}^{\infty}(K)$, with constants $A_{s, K^{\prime}, K}$ depending on $s, K^{\prime}$ and $K$.
Proof. By (2.1.11) we get

$$
\left\|P_{j}^{\varepsilon} u\right\| \leq A_{19}\left(\left\|P^{\varepsilon} u\right\|_{-1 / 8}^{1 / 2}\|u\|_{1 / 8}^{1 / 2}+\|u\|\right)
$$

and the corresponding estimate for $P^{\varepsilon j}, j=1,2$. Thus we have for every $B>0$,

$$
\begin{equation*}
\sum_{j=1}^{2}\left(\left\|P_{j}^{\varepsilon} u\right\|+\left\|P^{\varepsilon j} u\right\|\right) \leq A_{20}\left(B\left\|P^{\varepsilon} u\right\|_{-1 / 8}+B^{-1}\|u\|_{1 / 8}+\|u\|\right) . \tag{2.1.28}
\end{equation*}
$$

Observe that by Lemma 2.1.1,

$$
\begin{align*}
\|u\|_{s+1 / 4} & =\left\|E_{s} u\right\|_{1 / 4}=\left\|g_{1} E_{s} u\right\|_{1 / 4}+\left\|\left[E_{s}, g_{1}\right] u\right\|_{1 / 4}  \tag{2.1.29}\\
& \leq\left\|g_{1} E_{s} u\right\|_{1 / 4}+A_{21}\|u\|_{s},
\end{align*}
$$

$$
\begin{align*}
\left\|P^{\varepsilon j} u\right\|_{s+1 / 8} \leq & \left\|g_{1} E_{s+1 / 8} g_{1} P^{\varepsilon j} u\right\|_{0}+\left\|\left[E_{s+1 / 8}, g_{1}\right] g_{1} P^{\varepsilon j} u\right\|_{0} \\
\leq & \left\|g_{1} P^{\varepsilon j} g_{1} E_{s+1 / 8} u\right\|_{0}+\left\|\left[g_{1} E_{s+1 / 8}, g_{1} P^{\varepsilon j}\right] u\right\|_{0}  \tag{2.1.31}\\
& +A_{25}\|u\|_{s+1 / 8} \\
\leq & \left\|P^{\varepsilon j} g_{1} E_{s+1 / 8} u\right\|_{0}+A_{26}\|u\|_{s+1 / 8}, \quad j=1,2 .
\end{align*}
$$

Let the functions $g_{1}$ and $g_{2}$ be as in the proof of Lemma 2.1.4. The relations (2.1.14) and (2.1.28) hold for any $K \subset K^{\prime}$ having positive distance to the boundary of $K^{\prime}$ (with constants depending on $K$ ). So we may replace the function $u$ in these relations by $g_{1} E_{s} u, s \in R$. We need that for $t>0$,

$$
\begin{equation*}
\left\|P^{\varepsilon} g_{1} E_{s+t} u\right\|_{-t} \leq\left\|P^{\varepsilon} u\right\|_{s}+A_{27}\left(\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s}+\|u\|_{s}\right) \tag{2.1.32}
\end{equation*}
$$

This can be shown as follows: First note that

$$
\begin{aligned}
\left\|P^{\varepsilon} g_{1} E_{s+t} u\right\|_{-t} & =\left\|E_{-t} g_{2} P^{\varepsilon} g_{1} E_{s+t} u\right\|_{0} \\
E_{-t} g_{2} P^{\varepsilon} g_{1} E_{s+t} & =E_{-t} E_{s+t} g_{2} P^{\varepsilon} g_{1}+E_{-t}\left[g_{2} P^{\varepsilon} g_{1}, E_{s+t}\right]
\end{aligned}
$$

and $E_{-t} E_{s+t} g_{2} P^{\varepsilon} g_{1} u=E_{s} P^{\varepsilon} u$. Let $p^{\varepsilon}$ denote the symbol of the operator $g_{2} P^{\varepsilon} g_{1}$. By Lemma 2.1.1(iii), the operator $\left[g_{2} P^{\varepsilon} g_{1}, E_{s+t}\right.$ ] has symbol

$$
\begin{aligned}
& -\sum_{j=1}^{2} \frac{\partial}{\partial \xi_{j}}\left(1+|\xi|^{2}\right)^{(s+t) / 2}\left(D_{j} p^{\varepsilon}\right)(h, \theta ; \xi)+r_{1}^{\varepsilon} \\
& \quad=i(s+t) \sum_{j=1}^{2} \xi_{j}\left(1+|\xi|^{2}\right)^{(s+t-1) / 2}\left(1+|\xi|^{2}\right)^{-1 / 2}\left(i D_{j} p^{\varepsilon}\right)(h, \theta ; \xi)+r_{1}^{\varepsilon}
\end{aligned}
$$

where $r_{1}^{\varepsilon}$ is the symbol of an operator of order $s+t$. Thus, the operator $E_{-t}\left[g_{2} P^{\varepsilon} g_{1}, E_{s+t}\right]$ differs from the operator

$$
i(s+t) \sum_{j=1}^{2} g_{1} D_{j} E_{s-1} g_{2} P_{j}^{\varepsilon}
$$

only by an operator of order $s$ having an uniform estimate for small $\varepsilon$ and by an operator which maps the functions $u \in C_{0}^{\infty}(K)$ to 0 . This proves (2.1.32).

Using formula (2.1.14) for the function $g_{1} E_{s} u$ and formula (2.1.32) for $t=0$, we get from formula (2.1.29) that

$$
\begin{align*}
\|u\|_{s+1 / 4} & \leq\left\|g_{1} E_{s} u\right\|_{1 / 4}+A_{28}\|u\|_{s} \\
& \leq A_{29}\left(\left\|P^{\varepsilon} g_{1} E_{s} u\right\|+\left\|g_{1} E_{s} u\right\|\right)+A_{28}\|u\|_{s} \\
& \leq A_{29}\left\|P^{s} u\right\|_{s}+A_{30}\left(\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s}+\|u\|_{s}\right)  \tag{2.1.33}\\
& \leq A_{31}\left(\left\|P^{\varepsilon} u\right\|_{s}+\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s}+\|u\|_{s+1 / 8}\right) .
\end{align*}
$$

Using formula (2.1.28) for $g_{1} E_{s+1 / 8} u$ and formula (2.1.32) for $t=\frac{1}{8}$, we get from (2.1.30) and (2.1.31),

$$
\begin{align*}
& \sum_{j=1}^{2}\left\|P^{\varepsilon} u\right\|_{s+1 / 8}+\sum_{j=1}^{2}\left\|P^{\varepsilon j} u\right\|_{s+1 / 8} \\
& \leq \sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} g_{1} E_{s+1 / 8} u\right\|_{0}+\sum_{j=1}^{2}\left\|P^{\varepsilon j} g_{1} E_{s+1 / 8} u\right\|_{0}+A_{32}\|u\|_{s+1 / 8} \\
&34) A_{33}\left(B\left\|P^{\varepsilon} g_{1} E_{s+1 / 8} u\right\|_{-1 / 8}+\frac{1}{B}\left\|g_{1} E_{s+1 / 8} u\right\|_{1 / 8}+\left\|g_{1} E_{s+1 / 8} u\right\|\right)  \tag{2.1.34}\\
&+A_{32}\|u\|_{s+1 / 8} \\
& \leq A_{33} B\left(\left\|P^{\varepsilon} u\right\|_{s}+A_{34}\left(\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s}+\|u\|_{s}\right)\right)+A_{35} \frac{1}{B}\|u\|_{s+1 / 4} \\
&+A_{36}\|u\|_{s+1 / 8} .
\end{align*}
$$

Combining (2.1.33) and (2.1.34), we get for sufficiently large $B$,

$$
\begin{aligned}
& \|u\|_{s+1 / 4}+\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s+1 / 8}+\sum_{j=1}^{2}\left\|P^{\varepsilon j} u\right\|_{s+1 / 8} \\
& \quad \leq A_{37}\left(\left\|P^{s} u\right\|_{s}+\sum_{j=1}^{2}\left\|P_{j}^{\varepsilon} u\right\|_{s}+\sum_{j=1}^{2}\left\|P^{\varepsilon j} u\right\|_{s}+\|u\|_{s+1 / 8}\right) .
\end{aligned}
$$

From this inequality, the statement of the lemma can be obtained by the same arguments as in the proof of the corresponding Lemma 22.2.4 of [8].

Next we derive from Lemma 2.1.6 an a priori estimate for solutions of (2.1.6).

Lemma 2.1.7. Le the set $K^{\prime \prime} \subset K^{\prime}$ be such that $a_{1}^{\varepsilon} \neq 0$ in $K^{\prime \prime}$ for small $\varepsilon$ ( $\varepsilon=0$ included) and let $K \subset K^{\prime \prime}$ have positive distance to the boundary of $K^{\prime \prime}$. Let $\varphi, \tilde{\varphi} \in C_{0}^{\infty}\left(K^{\prime \prime}\right)$ with $\varphi=1$ on $K$ and $\tilde{\varphi}=1$ on $\operatorname{supp} \varphi$. Then for any $t \in R$
there exists a constant $A\left(K^{\prime \prime}, K, t, \varphi\right)$ depending on $K^{\prime \prime}, K, \varphi$ and $t$ such that for any solution $u^{\varepsilon} \in C^{\infty}$ of

$$
\begin{equation*}
P^{\varepsilon} u^{\varepsilon}=0 \tag{2.1.35}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\|\varphi u^{\varepsilon}\right\|_{t} \leq A\left(K^{\prime \prime}, K, t, \varphi\right)\left\|\tilde{\varphi} u^{\varepsilon}\right\| . \tag{2.1.36}
\end{equation*}
$$

Proof. It is sufficient to show the statement for $t \in N$. Let $n=8(t+1)+1$. We introduce a sequence of compact sets

$$
K=K_{0} \subset K_{1} \subset \cdots \subset K_{n}=\operatorname{supp} \varphi,
$$

such that $K_{i}$ has positive distance to the boundary of $K_{i+1}, i=1, \ldots, n-1$, and a sequence of functions $\varphi_{i} \in C_{0}^{\infty}\left(K_{i}\right)$, with $\varphi_{1}=\varphi$ and $\varphi_{i}=1$ on $K_{i-1}$, $i=1, \ldots, n$. Then Lemma 2.1.6 implies
(2.1.37) $\left\|\varphi_{i} u^{\varepsilon}\right\|_{s+1 / 8}+\left\|P^{\varepsilon 1}\left(\varphi_{i} u^{\varepsilon}\right)\right\|_{s+1 / 8} \leq A_{s, K^{\prime \prime}, K}\left(\left\|P^{\varepsilon}\left(\varphi_{i} u^{\varepsilon}\right)\right\|_{s}+\left\|\varphi_{i} u^{\varepsilon}\right\|_{s}\right)$.

It follows from (2.1.35) that

$$
\begin{align*}
P^{\varepsilon}\left(\varphi_{i} u^{\varepsilon}\right) & =\left(P^{\varepsilon} \varphi_{i}\right) u^{\varepsilon}+2\left(L_{1}^{\varepsilon} \varphi_{i}\right)\left(L_{1}^{\varepsilon} u^{\varepsilon}\right)  \tag{2.1.38}\\
& =\left(P^{\varepsilon} \varphi_{i}\right) \varphi_{i+1} u^{\varepsilon}+2\left(L_{1}^{\varepsilon} \varphi_{i}\right)\left(L_{1}^{\varepsilon} \varphi_{i+1} u^{\varepsilon}\right) .
\end{align*}
$$

Note that $P^{\varepsilon^{1}}=2 a_{1}^{\varepsilon} L_{1}^{\varepsilon}$. By (2.1.5), the assumption $a_{1}^{\varepsilon} \neq 0$ on $K^{\prime \prime}$ implies that $\left|a_{i}^{\varepsilon}\right|>\delta>0$ on $K^{\prime \prime}$ for some $\delta$ independent of $\varepsilon$. We get from (2.1.37) and (2.1.38) that

## (2.1.38)

$$
\begin{array}{r}
\left\|\varphi u^{\varepsilon}\right\|_{t} \leq A_{t-1 / 8, K^{\prime \prime}, K}\left(\left\|\left(P^{\varepsilon} \varphi_{1}\right) \varphi_{2} u^{\varepsilon}\right\|_{t-1 / 8}+\left\|2 \frac{L_{1}^{\varepsilon} \varphi_{1}}{a_{1}^{\varepsilon}} a_{1}^{\varepsilon} L_{1}^{\varepsilon}\left(\varphi_{2} u^{\varepsilon}\right)\right\|_{t-1 / 8}\right.  \tag{2.1.39}\\
\left.+\left\|\varphi_{1} \varphi_{2} u^{\varepsilon}\right\|_{t-1 / 8}\right) .
\end{array}
$$

The factors $P^{\varepsilon} \varphi_{1}, L_{1}^{\varepsilon} \varphi_{1} / a_{1}^{\varepsilon}$ and $\varphi_{1}$ can be regarded as operators of order 0 satisfying the conditions of Lemma 2.1.1. Thus there exists a constant $A_{1}\left(K^{\prime \prime}, K, t, \varphi_{1}\right)$ such that

$$
\begin{align*}
\left\|\varphi_{1} u^{\varepsilon}\right\|_{t} & \leq A_{1}\left(K^{\prime \prime}, K, t, \varphi_{1}\right)\left(\left\|\varphi_{2} u^{\varepsilon}\right\|_{t-1 / 8}+\left\|2 a_{1}^{\varepsilon} L_{1}^{\varepsilon}\left(\varphi_{2} u^{\varepsilon}\right)\right\|_{t-1 / 8}\right) \\
& =A_{1}\left(K^{\prime \prime}, K, t, \varphi_{1}\right)\left(\left\|\varphi_{2} u^{\varepsilon}\right\|_{t-1 / 8}+\left\|P^{\varepsilon}\left(\varphi_{2} u^{\varepsilon}\right)\right\|_{t-1 / 8}\right) . \tag{2.1.40}
\end{align*}
$$

Applying (2.1.37) again, we get, using (2.1.38) and the same arguments as above,

$$
\begin{align*}
\left\|\varphi u^{\varepsilon}\right\|_{t} \leq & A_{1}\left(K^{\prime \prime}, K, t, \varphi_{1}\right) A_{t-2 / 8, K^{\prime \prime}, K}\left(\left\|P^{\varepsilon}\left(\varphi_{2} u^{\varepsilon}\right)\right\|_{t-2 / 8}+\left\|\varphi_{2} u^{\varepsilon}\right\|_{t-2 / 8}\right) \\
= & \tilde{A}_{2}\left(K^{\prime \prime}, K, t, \varphi_{1}\right) \\
& \times\left(\left\|P^{\varepsilon}\left(\varphi_{2} u^{\varepsilon}\right)\right\|_{t-2 / 8}+\left\|\varphi_{2} u^{\varepsilon}\right\|_{t-2 / 8}\right) \\
\leq 41) \leq & \tilde{A}_{2}\left(K^{\prime \prime}, K, t, \varphi_{1}\right)\left(\left\|\left(P^{\varepsilon} \varphi_{2}\right) \varphi_{3} u^{\varepsilon}\right\|_{t-2 / 8}+\left\|2 \frac{L_{1}^{\varepsilon} \varphi_{2}}{a_{1}^{\varepsilon}} a_{1}^{\varepsilon} L_{1}^{\varepsilon}\left(\varphi_{3} u^{\varepsilon}\right)\right\|_{t-2 / 8}\right.  \tag{2.1.41}\\
& \left.+\left\|\varphi_{2} \varphi_{3} u^{\varepsilon}\right\|_{t-2 / 8}\right) \\
\leq & A_{2}\left(K^{\prime \prime}, K, t, \varphi_{1}, \varphi_{2}\right)\left(\left\|\varphi_{3} u^{\varepsilon}\right\|_{t-2 / 8}+\left\|P^{\varepsilon 1}\left(\varphi_{3} u^{\varepsilon}\right)\right\|_{t-2 / 8}\right) .
\end{align*}
$$

Continuing in this way, we finally obtain

$$
\begin{aligned}
\left\|\varphi u^{\varepsilon}\right\|_{t} & \leq A_{n-1}\left(K^{\prime \prime}, K, t, \varphi_{1}, \varphi_{2}, \ldots, \varphi_{n-1}\right)\left(\left\|\varphi_{n} u^{\varepsilon}\right\|_{-1}+\left\|\tilde{\varphi} P^{\varepsilon 1}\left(\varphi_{n} u^{\varepsilon}\right)\right\|_{-1}\right) \\
& \leq A\left(K^{\prime \prime}, K, t, \varphi\right)\left\|\tilde{\varphi} u^{\varepsilon}\right\|_{0}
\end{aligned}
$$

by Lemma 2.1.1, as the operator $\tilde{\varphi} P^{\varepsilon 1}$ has order 1 .
Lemma 2.1.8. Let $\tilde{u}^{\varepsilon}$ be a solution of the differential equation (2.1.2) for $0<\varepsilon<\varepsilon_{0}$ and let $S \subset[0,2 \pi]$ be a compact interval such that $a_{1}(0, \theta) \neq 0$ for $\theta \in S$. Let $\tilde{K}$ be an arbitrary neighborhood of the set $\{(0, \theta), \theta \in S\}$ such that $H_{0}+\tilde{h} \in\left(H_{1}, H_{2}\right)$ for all $(\tilde{h}, \theta) \in \tilde{K}$ and assume that there exists a constant $A_{1}(\tilde{K})$ such that $\left|\tilde{u}^{\varepsilon}(h, \theta)\right| \leq A_{1}(\tilde{K})$ for all $(h, \theta) \in \tilde{K}$ and $\varepsilon<\varepsilon_{0}$. Then there exist an $\varepsilon_{1}>0$ and a constant $A_{2}(\tilde{K})$ independent of $\varepsilon$ such that

$$
\left|\frac{\partial}{\partial \theta} \tilde{u}^{\varepsilon}(0, \theta)\right| \leq A_{2}(\tilde{K})
$$

for all $0<\varepsilon<\varepsilon_{1}$ and $\theta \in S$.
Proof. Let $\varepsilon_{1}$ be such that for $0<\varepsilon<\varepsilon_{1}$ we have $|\tilde{h}|<\varepsilon^{-1 / 2}$ if $(\tilde{h}, \theta) \in \tilde{K}$, and the functions $u^{\varepsilon}$ defined by $u^{\varepsilon}(h, \theta)=\tilde{u}^{\varepsilon}\left(\varepsilon^{1 / 2} h, \theta\right)$ satisfy the conditions of Lemma 2.1.7. There exist compact sets $K, K^{\prime \prime},\{0\} \times S \subset K \subset K^{\prime \prime}$, such that:
(i) each of these sets has positive distance to the boundary of the larger one.
(ii) $a_{1}^{\varepsilon} \neq 0$ on $K^{\prime \prime}$.
(iii) $(\sqrt{\varepsilon} h, \theta) \in \tilde{K}$ if $(h, \theta) \in K^{\prime \prime}$.

By Lemma 2.1.7 we get, for $t=3$,

$$
\begin{aligned}
\left\|\varphi u^{\varepsilon}\right\|_{3} & \leq A\left(K^{\prime \prime}, K, 3, \varphi\right)\left\|\tilde{\varphi} u^{\varepsilon}\right\| \\
& \leq A_{3}(\tilde{K}) \sup _{K^{\prime \prime}}\left|u^{\varepsilon}\right| \leq A_{3}(\tilde{K}) \sup _{\tilde{K}}\left|\tilde{u}^{\varepsilon}\right| \leq A_{3}(\tilde{K}) A_{1}(\tilde{K})
\end{aligned}
$$

with suitable functions $\varphi$ and $\tilde{\varphi}$ and a constant $A_{3}(\tilde{K})$ depending only on $\tilde{K}$ (and on the sets $K$ and $K^{\prime \prime}$ and the function $\varphi$ chosen for $\tilde{K}$ ).

By Sobolev's lemma (see, e.g., [1]), this implies that there exists a constant $A_{2}(\tilde{K})$ such that

$$
\left|\frac{\partial}{\partial \theta} u^{\varepsilon}(h, \theta)\right| \leq A_{2}(\tilde{K}), \quad(h, \theta) \in K .
$$

As $(\partial / \partial \theta) u^{\varepsilon}(0, \theta)=(\partial / \partial \theta) \tilde{u}^{\varepsilon}(0, \theta)$, we get the statement of the lemma.
2.2. The Markov property. Let $G$ be a domain in $R^{2}$ bounded by components of the level sets of $H(x, y)$ and let $\tau=\tau^{\varepsilon}$ be the exit time of the process ( $X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}$ ) from this domain. Using the a priori estimate obtained in the last subsection, we show in this subsection that the probability that ( $X_{\tau}^{\varepsilon}, Y_{\tau}^{\varepsilon}$ ) belongs to a certain connected component of the boundary of $G$ depends for $\varepsilon \downarrow 0$ only on the value $H\left(x_{0}, y_{0}\right)$ at the initial point $\left(x_{0}, y_{0}\right)$. We will use this result to prove the form of the gluing conditions for the limiting process on the graph in the next subsection. Therefore, we need this result especially for domains $G$ containing a saddle point of $H(x, y)$. Actually, the result of this subsection implies the Markov property of the limiting process.

Let $\underline{\mathrm{X}}=(x, y)$ and let $\mathrm{X}_{t}^{\varepsilon}=\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ and $\tilde{\mathrm{X}}_{t}^{\varepsilon}=\left(\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}\right)$ be the solutions of the systems (1.12) and (1.11), respectively. Further, let $\underline{X}_{t}(\underline{x})=\left(X_{t}(\underline{x}), Y_{t}(\underline{\mathrm{x}})\right)$ be the solution of the deterministic system (1.10) with the initial point $\mathrm{x}=$ $(x, y)$. Itô's formula applied to $f\left(H\left(\mathrm{X}_{t}^{s}\right)\right)$, with a smooth function $f$, gives

$$
\begin{align*}
& f\left(H\left(\mathbf{X}_{t}^{\varepsilon}\right)\right)=f\left(H\left(\mathbf{X}_{0}^{\varepsilon}\right)\right)+\int_{0}^{t} f^{\prime}\left(H\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) H_{y}\left(\mathbf{X}_{s}^{\varepsilon}\right) d W_{s}  \tag{2.2.1}\\
&+\int_{0}^{t} \frac{1}{2}\left(f^{\prime \prime}\left(H\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) H_{y}^{2}\left(\mathbf{X}_{s}^{\varepsilon}\right)+f^{\prime}\left(H\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) H_{y y}\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) d s \\
& E_{\underline{\mathbf{X}}}^{\varepsilon} f\left(H\left(\mathbf{X}_{\tau}^{\varepsilon}\right)\right)=f(H(\mathbf{X}))+E_{\underline{X}}^{\varepsilon} \int_{0}^{\tau} \frac{1}{2}\left(f^{\prime \prime}\left(H\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) H_{y}^{2}\left(\mathbf{X}_{s}^{\varepsilon}\right)\right.  \tag{2.2.2}\\
&\left.+f^{\prime}\left(H\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) H_{y y}\left(\mathbf{X}_{s}^{\varepsilon}\right)\right) d s
\end{align*}
$$

for the time $\tau$ to exit any bounded region.
Lemma 2.2.1. For $k \in N$ there exists an $A(k) \geq 0$ such that for $T>0$,

$$
P_{\underline{x}}^{\varepsilon}\left\{\sup _{0<t<T}\left|\tilde{\mathrm{X}}_{t}^{\varepsilon}-\mathrm{X}_{t}(\underline{\mathrm{x}})\right| \geq \eta\right\} \leq A(k)\left(e^{2 L T}-1\right)^{k} \frac{\varepsilon^{k}}{\eta^{2 k}},
$$

where $L$ is the Lipschitz constant of the function $\bar{\nabla} H$ and $\eta$ is an arbitrary positive number.

This lemma is the analogue of Lemma 4.2 in [7] and can be proved by the same arguments.

For $\varepsilon>0$ we consider the (fast) dynamical system

$$
\begin{equation*}
\dot{\mathrm{X}}_{t}^{\varepsilon}(\underline{\mathrm{x}})=\frac{1}{\varepsilon} \bar{\nabla} H\left(\underline{\mathrm{X}}_{t}^{\varepsilon}(\underline{\mathrm{x}})\right), \quad \underline{\mathrm{X}}_{0}^{\varepsilon}(\underline{\mathrm{x}})=\underline{\mathrm{x}} . \tag{2.2.3}
\end{equation*}
$$

Corollary 2.2.2. With the notations of Lemma 2.2.1, we have

$$
P_{\underline{x}}^{\varepsilon}\left\{\sup _{0<t<\varepsilon T}\left|X_{t}^{\varepsilon}-\mathrm{X}_{t}^{\varepsilon}(\mathrm{X})\right| \geq \eta\right\} \leq A(k)\left(e^{2 L T}-1\right)^{k} \frac{\varepsilon^{k}}{\eta^{2 k}} .
$$

Let $\mu$ denote the Lebesgue measure.
Lemma 2.2.3. Let $D=D_{l}\left(H_{1}, H_{2}\right), H_{1} \geq-\infty, H_{2} \leq \infty, G \subset D$ and $T=\sup _{\underline{x} \in D} \min \left\{t>0: \mathrm{X}_{t}(\mathrm{x})=\mathrm{x}\right\}$. Assume that for $\eta>0$ the set

$$
G_{\eta}=\left\{\mathbf{z} \in D \text { such that there exist } \mathrm{x} \in \bar{G} \text { and } s \in(-\eta, \eta) \text { with } \mathrm{z}=\mathrm{X}_{s}(\mathrm{x})\right\}
$$

has the property

$$
\mu\left\{t \in(0, T): \mathrm{X}_{t}(\mathrm{x}) \in G_{\eta}\right\} \leq T / B
$$

for some $B \geq 4$ and for all $\mathrm{x} \in D$. Then for any $T_{0}>0$,

$$
P_{\searrow}^{\varepsilon}\left\{\mu\left\{t \in\left(0, T_{0}\right): \mathrm{X}_{t}^{\varepsilon} \in G\right\} \geq 2 T_{0} / B\right\} \rightarrow 0 \quad \text { if } \varepsilon \downarrow 0,
$$

uniformly for all $x \in D$.
Proof. By Corollary 2.2.2 there exists an $A_{38}>0$ such that

$$
\begin{equation*}
\left.P_{\underline{X}}^{\varepsilon}\left|\sup _{0 \leq t \leq \varepsilon T}\right| \mathrm{X}_{t}^{\varepsilon}-\mathrm{X}_{t}^{\varepsilon}(\underline{\mathrm{x}}) \mid \geq \tilde{\eta}\right\} \leq A_{38} \frac{\varepsilon^{2}}{\tilde{\eta}^{4}} \tag{2.2.4}
\end{equation*}
$$

for all $\underline{x} \in D, \tilde{\eta}>0$. Define

$$
N_{\varepsilon}=\left[\frac{T_{0}}{\varepsilon T}\right], \quad T_{G}^{\varepsilon}=\mu\left\{t \in\left(0, T_{0}\right): \mathrm{X}_{t}^{\varepsilon} \in G\right\}=\int_{0}^{T_{0}} \chi_{G}\left(\mathrm{X}_{t}^{\varepsilon}\right) d t,
$$

where $[t], t \in R$, denotes the largest integer less than $t$ and $\chi_{G}$ is the indicator function of the set $G$. Observe that

$$
T_{G}^{\varepsilon} \leq \sum_{n=0}^{N_{\varepsilon}} \int_{n \varepsilon T}^{(n+1) \varepsilon T} \chi_{G}\left(\mathrm{X}_{t}^{\varepsilon}\right) d t .
$$

By the Markov property and (2.2.4), we get, for small $\varepsilon$ and a suitable constant $\tilde{A}>0$ depending on $G$ and on the speed $\bar{\nabla} H(\underline{\mathrm{x}})$ of $\underline{\mathrm{X}}_{t}(\underline{\mathrm{x}})$,

$$
\begin{aligned}
P_{\underline{X}}^{\varepsilon}\left\{T_{G}^{\varepsilon} \leq \frac{2 T_{0}}{B}\right\} & \geq P_{\underline{X}}^{\varepsilon}\left\{\sum_{n=0}^{N_{\varepsilon}} \int_{n \varepsilon T}^{(n+1) \varepsilon T} \chi_{G}\left(\mathrm{X}_{t}^{\varepsilon}\right) d t \leq \frac{2 T_{0}}{B}\right\} \\
& \geq P_{\underline{\underline{x}}}^{\varepsilon}\left\{\int_{n \varepsilon T}^{(n+1) \varepsilon T} \chi_{G}\left(\underline{\mathrm{X}}_{t}^{\varepsilon}\right) d t \leq \frac{2 T_{0}}{B\left(N_{\varepsilon}+1\right)}, n=0, \ldots, N_{\varepsilon}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left(\inf _{\underline{Z} \in G} P_{z}^{\varepsilon}\left\{\int_{0}^{\varepsilon T} \chi_{G}\left(\underline{X}_{t}^{\varepsilon}\right) d t \leq \frac{\varepsilon T}{B}\right\}\right)^{N_{\varepsilon}+1} \\
& \geq\left(1-\sup _{z \in G} P_{z}^{\varepsilon}\left\{\sup _{0 \leq t \leq s T}\left|\underline{X}_{t}^{\varepsilon}-\underline{X}_{t}^{\varepsilon}(\underline{\underline{z}})\right| \geq \tilde{A} \eta\right\}\right)^{N_{\varepsilon}+1} \\
& \geq\left(1-\frac{A_{38}}{\tilde{A}^{4}} \frac{\varepsilon^{2}}{\eta^{4}}\right)^{T_{0} / \varepsilon T+1} \cdot
\end{aligned}
$$

Obviously, the right-hand side of this estimate tends to 1 if $\varepsilon$ tends to 0 .
Lemma 2.2.4. Let $D=D_{l}\left(H_{1}, H_{2}\right),\left|H_{j}\right|<\infty, j=1,2$, and $\tau^{\varepsilon}=$ $\inf \left\{t: \mathrm{X}_{t}^{\varepsilon} \notin D\right\}$. Then for $\mathrm{x} \in D$ (and small $\varepsilon$ ) there exists an $A_{39}$ such that $E_{\mathbb{\chi}^{\varepsilon} \tau^{\varepsilon}}^{\varepsilon}<A_{39}$.

Proof. Let $\tilde{H}_{1}<H_{1}$ and $\tilde{H}_{2}>H_{2}$ such that $D \subset \tilde{D}=D_{l}\left(\tilde{H}_{1}, \tilde{H}_{2}\right)$. Choose functions $c_{1}, c_{2} \in C^{\infty}\left(R^{2}\right)$ such that $c_{1}(\underline{\mathrm{x}})=H_{y}(\underline{\mathrm{x}})$ and $c_{2}(\underline{\mathrm{x}})=H_{y y}(\underline{\mathrm{x}})$ if $\underline{x} \in D$, and such that for an open set $G \subset \tilde{D}$ there exist positive numbers $\delta_{1}$ and $\delta_{2}$ such that

$$
\begin{align*}
c_{1}^{2}(\underline{\mathrm{x}}) \geq \delta_{1}, & \underline{\mathrm{x}} \in R^{2} \backslash G,  \tag{2.2.5}\\
c_{1}^{2}(\underline{\mathrm{x}}) \leq \delta_{1}, & \underline{\mathrm{x}} \in G,  \tag{2.2.6}\\
\left|c_{2}(\underline{\mathrm{x}})\right|<\delta_{2}, & \underline{\mathrm{x}} \in D,
\end{align*}
$$

and such that the conditions of Lemma 2.2.3 are satisfied for $\tilde{D}$ and $G$ with suitable numbers $\eta$ and $B$ (see also Lemma 1.1). For $\underline{x} \in D$, consider the process $Z_{t}^{\varepsilon}$ defined by

$$
\begin{equation*}
Z_{t}^{\varepsilon}=H(\underline{\mathbf{x}})+\int_{0}^{t} c_{1}\left(\underline{X}_{s}^{\varepsilon}\right) d W_{s}+\frac{1}{2} \int_{0}^{t} c_{2}\left(\mathbf{X}_{s}^{\varepsilon}\right) d s \tag{2.2.8}
\end{equation*}
$$

One can find a Wiener process $\tilde{W}_{t}$ such that (see, e.g., [5], page 51)

$$
\begin{equation*}
\int_{0}^{t} c_{1}\left(\mathrm{X}_{s}^{\varepsilon}\right) d W_{s}=\tilde{W}_{\int_{0}^{t} c_{1}^{2}\left(\mathbf{X}_{s}^{s}\right) d s} . \tag{2.2.9}
\end{equation*}
$$

Note that the processes $Z_{t}^{\varepsilon}$ and $H\left(\mathrm{X}_{t}^{\varepsilon}\right)$ coincide until $\tau^{\varepsilon}$ by formula (2.2.1), and

$$
P_{\underline{\underline{x}}}^{\varepsilon}\left\{\tau^{\varepsilon}<1\right\} \geq P_{\underline{\underline{x}}}^{\varepsilon}\left\{\sup _{0 \leq t \leq 1} Z_{t}^{\varepsilon}>H_{2}\right\}, \quad \underline{\mathrm{x}} \in D .
$$

Let $A_{40}=H_{2}-H_{1}+\delta_{2}$. By (2.2.8), (2.2.9) and Lemma 2.2.3, we get for $\underline{x} \in D$ and small $\varepsilon$,

$$
\begin{aligned}
P_{\underline{x}}^{\varepsilon}\left\{\tau^{\varepsilon}<1\right\} & \geq P_{\underline{x}}^{\varepsilon}\left\{\sup _{0 \leq t \leq 1}\left\{H(\underline{\mathrm{x}})+\int_{0}^{t} c_{1}\left(\mathrm{X}_{s}^{\varepsilon}\right) d W_{s}+\frac{1}{2} \int_{0}^{t} c_{2}\left(\mathrm{X}_{s}^{\varepsilon}\right) d s\right\} \geq H_{2}\right\} \\
& \geq P_{\underline{\underline{x}}}^{\varepsilon}\left\{\sup _{0 \leq t \leq 1} \int_{0}^{t} c_{1}\left(\mathrm{X}_{s}^{\varepsilon}\right) d W_{s} \geq A_{40}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \geq P_{\underline{\underline{x}}}^{\varepsilon}\left\{\sup _{0 \leq t \leq 1} \tilde{W}_{\int_{0}^{t} c_{1}^{2}\left(\mathbf{X}_{s}^{\varepsilon}\right) d s} \geq A_{40} \left\lvert\, T_{G}^{\varepsilon}<\frac{2}{B}\right.\right\} P_{\underline{\underline{x}}}^{\varepsilon}\left\{T_{G}^{\varepsilon}<\frac{2}{B}\right\} \\
& \geq \frac{1}{2} P_{\underline{x}}^{\varepsilon}\left\{\sup _{0 \leq t \leq \delta_{1}(1-2 / B)} \tilde{W}_{t} \geq A_{40} \left\lvert\, T_{G}^{\varepsilon}<\frac{2}{B}\right.\right\} \\
& \geq \frac{1}{2} P_{\underline{\chi}}^{\varepsilon}\left\{\tilde{W}_{\delta_{1}(1-2 / B)} \geq A_{40}\right\}-\frac{1}{2} P_{\underline{\chi}}^{\varepsilon}\left\{T_{G}^{\varepsilon} \geq \frac{2}{B}\right\} \geq \alpha
\end{aligned}
$$

for some $\alpha>0$ independent of $\varepsilon$ for small $\varepsilon$. By the strong Markov property we get

$$
P_{\underline{x}}^{\varepsilon}\left\{\tau^{\varepsilon}<n+1 \mid \tau^{\varepsilon} \geq n\right\} \geq \alpha, \quad n \in N, \underline{x} \in D
$$

Thus $P_{\underline{\underline{x}}}^{\varepsilon}\left\{\tau^{\varepsilon}>n\right\} \leq(1 / \alpha) P_{\underline{\underline{x}}}^{\varepsilon}\left\{\tau^{\varepsilon} \in(n, n+1]\right\}$ implies $E_{\underline{\underline{x}}}^{\varepsilon} \tau^{\varepsilon}<1 / \alpha$.
As we are concerned only with the behavior of the processes until they leave a bounded domain in $D_{l}$, we can change the function $H$ outside a large enough subset of $D_{l}$ so that $H$ becomes bounded, especially so that $H$ is constant there. The distribution of $X_{\tau^{\varepsilon}}^{\varepsilon}$ is the same as the distribution of $\tilde{X}_{\tilde{\tau}^{\varepsilon}}^{\varepsilon}$, where $\tilde{\tau}^{\varepsilon}=\inf \left\{t: \tilde{\mathrm{X}}_{t}^{\varepsilon} \notin D\right\}$. So we consider the (slow) process $\tilde{\mathrm{X}}_{t}^{\varepsilon}$.

As in the beginning of Section 2.1, we introduce coordinates $(h, \theta)$ with the only difference that now $\tilde{h}(\underline{x})=H(\underline{x})-H_{2}$ or $\tilde{h}(\underline{x})=H(\underline{x})-H_{1}$ so that the points with coordinates $(0, \theta)$ correspond to the boundary $C_{l}\left(H_{2}\right)$ or $C_{l}\left(H_{1}\right)$, respectively. For brevity we restrict the considerations to the case of the boundary $C_{l}\left(H_{2}\right)$, this means $\tilde{h}(\underline{x})=H(\underline{x})-H_{2}$. It is easy to check that Lemmas 2.2.8 and 2.2.9 bel ow hold also if $H_{2}$ is replaced by $H_{1}$.

With the coordinates $(h, \theta)$ the generator of the process $\tilde{X}_{t}^{\varepsilon}$ can be written
(2.2.10) $\tilde{L}^{\varepsilon} u=a_{1}^{\varepsilon} u_{h h}+a_{3}^{\varepsilon} u_{\theta}+\varepsilon a_{2}^{\varepsilon^{2}} u_{\theta \theta}+\varepsilon b_{4}^{\varepsilon} u_{\theta}+\sqrt{\varepsilon} 2 a_{1}^{\varepsilon} a_{2}^{\varepsilon} u_{\theta h}+\sqrt{\varepsilon} b_{5}^{\varepsilon} u_{h}$,
where

$$
\begin{aligned}
& b_{4}^{\varepsilon}\left(\frac{1}{\sqrt{\varepsilon}} h(x, y), \theta(x, y)\right)=\frac{1}{2} \theta_{y y}(x, y) \\
& b_{5}^{\varepsilon}\left(\frac{1}{\sqrt{\varepsilon}} h(x, y), \theta(x, y)\right)=\frac{1}{2} H_{y y}(x, y)
\end{aligned}
$$

are functions bounded on compact sets.
Thus the process $\mathrm{H}_{t}^{\varepsilon}=\left(h\left(\tilde{\mathrm{X}}_{t}^{\varepsilon}\right), \theta\left(\tilde{\mathrm{X}}_{t}^{\varepsilon}\right)\right)$ solves the equation

$$
\begin{equation*}
d \mathrm{H}_{t}^{\varepsilon}=\underline{\mathrm{b}}^{\varepsilon}\left(\mathrm{H}_{t}^{\varepsilon}\right) d t+\sigma^{\varepsilon}\left(\mathrm{H}_{t}^{\varepsilon}\right) d \underline{\mathrm{~W}}_{t} \tag{2.2.11}
\end{equation*}
$$

with

$$
\begin{aligned}
\underline{\mathrm{b}}^{\varepsilon}(h, \theta) & =\underline{\mathrm{b}}^{0}(\theta)+\sqrt{\varepsilon} \underline{\mathrm{b}}^{0, \varepsilon}(h, \theta) \\
& =\binom{0}{b_{2}(\theta)}+\sqrt{\varepsilon}\binom{b_{5}^{\varepsilon}(h, \theta)}{b_{3}^{\varepsilon}(h, \theta)+\sqrt{\varepsilon} b_{4}^{\varepsilon}(h, \theta)}
\end{aligned}
$$

$$
\begin{aligned}
\sigma^{\varepsilon}(h, \theta) & =\sigma^{0}(\theta)+\sqrt{\varepsilon} \sigma^{0, \varepsilon}(h, \theta) \\
& =\left(\begin{array}{cc}
b_{0}(\theta) & 0 \\
0 & 0
\end{array}\right)+\sqrt{\varepsilon} \sqrt{2}\left(\begin{array}{cc}
b_{1}^{\varepsilon}(h, \theta) & 0 \\
a_{2}^{\varepsilon}(h, \theta) & 0
\end{array}\right),
\end{aligned}
$$

where by Taylor's expansion

$$
a_{1}^{\varepsilon}(h, \theta)=\frac{1}{\sqrt{2}} b_{0}(\theta)+\sqrt{\varepsilon} b_{1}^{\varepsilon}(h, \theta), \quad a_{3}^{\varepsilon}(h, \theta)=b_{2}(\theta)+\sqrt{\varepsilon} b_{3}^{\varepsilon}(h, \theta),
$$

$b_{0}(\theta)=\sqrt{2} a_{1}^{\varepsilon}(0, \theta), b_{2}(\theta)=a_{3}^{\varepsilon}(0, \theta)$ and $b_{1}^{\varepsilon}, b_{2}^{\varepsilon}$ are uniformly bounded on compact sets for small $\varepsilon$. Define the process $\underline{H}_{t}^{0}=\left(H_{t}^{0}, \Theta_{t}^{0}\right)$ by

$$
\begin{equation*}
d \underline{\mathrm{H}}_{t}^{0}=\underline{\mathrm{b}}^{0}\left(\mathbf{H}_{t}^{0}\right) d t+\underline{\sigma}^{0}\left(\underline{\mathrm{H}}_{t}^{0}\right) d \underline{\mathrm{~W}}_{t} \tag{2.2.12}
\end{equation*}
$$

with the same Wiener process $\underline{W}_{t}$ as in (2.2.11).
Lemma 2.2.5. There exists a bounded function $A(t)$ such that for any $T>$ $0, \eta>0, \varepsilon>0, \mathrm{x} \in D$,

$$
\begin{equation*}
P_{\underline{X}}^{\varepsilon}\left\{\sup _{0 \leq t \leq T}\left|\mathrm{H}_{t}^{\varepsilon}-\mathrm{H}_{t}^{0}\right|>\eta\right\} \leq A(T) \frac{\varepsilon}{\eta^{2}} . \tag{2.2.13}
\end{equation*}
$$

The proof is standard (compare, e.g., Lemma 2.1.2 in [5]).
Define for $h_{1}, h_{2} \in[-\infty, \infty], h_{1}<h_{2}$,

$$
\tau^{0}\left(h_{1}, h_{2}\right)=\inf \left\{t: \quad H_{t}^{0} \notin\left(h_{1}, h_{2}\right)\right\} .
$$

Lemma 2.2.6. We have for $h>0$ and $B \subset[0,2 \pi]$,

$$
P_{h, \theta}\left\{\Theta_{\tau^{0}(0, \infty)}^{0} \in B\right\}=\int_{B} f_{h, \theta}(\eta) d \eta
$$

with a bounded function $f_{h, \theta}$.
Proof. Let $h_{0}>0$. The process $\underline{H}_{t}^{0}$ corresponds to the operator

$$
\frac{1}{2} b_{0}^{2} \frac{\partial^{2}}{\partial h^{2}}+b_{2} \frac{\partial}{\partial \theta}
$$

For any $\delta>0$ there exists $h_{1}>h_{0}$ such that

$$
P_{h_{0}, \theta}\left\{H_{\tau^{0}\left(0, h_{2}\right)}^{0}=h_{2}\right\}<\delta
$$

for all $h_{2} \geq h_{1}$. Thus

$$
\begin{equation*}
\left|P_{h_{0}, \theta}\left\{\Theta_{\tau^{0}(0, \infty)}^{0} \in B\right\}-P_{h_{0}, \theta}\left\{\mathcal{H}_{\tau^{0}\left(0, h_{1}\right)}^{0} \in\{0\} \times B\right\}\right|<\delta \tag{2.2.14}
\end{equation*}
$$

Let $\theta_{t}^{\theta}$ be the bounded solution (modulo $2 \pi$ ) of the initial value problem

$$
\frac{1}{2} b_{0}^{2}\left(\theta_{t}\right) \dot{\theta}_{t}=b_{2}\left(\theta_{t}\right), \quad \theta_{0}=\theta
$$

(where $\dot{\theta}_{t}^{\theta}$ is unbounded at the zeros of $b_{0}$ ). The solution of this problem satisfies the equation

$$
\begin{equation*}
t=A_{41}+\int_{0}^{\theta_{t}^{\theta}} \frac{b_{0}^{2}(\xi)}{2 b_{2}(\xi)} d \xi \tag{2.2.15}
\end{equation*}
$$

with a suitable constant $A_{41}$.
Let $\mathbf{H}_{t}^{1}=\left(H_{t}^{1}, \theta_{t}^{\theta}\right)$ with a Wiener process $H_{t}^{1}$. Note that

$$
P_{h_{0}, \theta}\left\{\Theta_{\tau^{0}(0, \infty)}^{0} \in B\right\}=P_{h_{0}, \theta}\left\{\theta_{\tau^{1}(0, \infty)}^{\theta} \in B\right\}=E_{h_{0}, \theta} \chi_{B}\left(\theta_{\tau^{1}(0, \infty)}^{\theta}\right)
$$

as each of them solves the boundary value problem

$$
\frac{1}{2} b_{0}^{2}(\theta) u_{h h}(h, \theta)+b_{2}(\theta) u_{\theta}(h, \theta)=0, \quad u(0, \theta)=\chi_{B}(\theta) .
$$

We consider now this boundary value problem with boundary conditions

$$
u(0, \theta)=\varphi(\theta), \quad u\left(h_{1}, \theta\right)=0, \quad u(h, \theta)=u(h, \theta+2 \pi),
$$

with a periodic function $\varphi, \varphi(\theta)=\varphi(\theta+2 \pi)$. Evidently the solution $u^{h_{1}}$ of this problem,

$$
u^{h_{1}}(h, \theta)=E_{h, \theta} \tilde{\varphi}\left(\mathrm{H}_{\tau^{0}\left(0, h_{1}\right)}^{0}\right),
$$

[with a function $\tilde{\varphi}$ such that $\tilde{\varphi}(0, \theta)=\varphi(\theta), \tilde{\varphi}\left(h_{1}, \theta\right)=0$ ], can be represented

$$
u^{h_{1}}(h, \theta)=\int_{0}^{\infty} \varphi\left(\theta_{t}^{\theta}\right) f\left(h_{1}, h, t\right) d t
$$

where

$$
f\left(h_{1}, h, d t\right)=P\left\{\tau\left(-h, h_{1}-h\right) \in d t, W_{\tau\left(-h, h_{1}-h\right)}=-h\right\}
$$

and $\tau(a, b)=\inf \left\{t>0: W_{t} \notin(a, b)\right\}$. The explicit formulas are known for this probability (see, e.g., [2]). Let $T_{0}=\inf \left\{t>0: \theta_{t}^{\theta}=\theta\right\}$ be the period of $\theta_{t}^{\theta}$. As $f\left(h_{1}, h, t\right)$ tends to $f(h, t)$,

$$
f(h, t)=P\{\tau(-\infty, h) \in d t\},
$$

if $h_{1} \rightarrow \infty$, we get for $u(h, \theta)=E_{h, \theta} \varphi\left(\theta_{\tau^{0}(0, \infty)}^{\theta}\right)$ by (2.2.14) (using the substitution $\eta=\theta_{t}^{\theta}$ ),

$$
\begin{align*}
u(h, \theta) & =\int_{0}^{\infty} \varphi\left(\theta_{t}^{\theta}\right) f(h, t) d t=\sum_{k=0}^{\infty} \int_{t=0}^{T_{0}} \varphi\left(\theta_{t}^{\theta}\right) f\left(h, t+k T_{0}\right) d t \\
& =\sum_{k=0}^{\infty} \int_{\eta=\theta}^{2 \pi+\theta} \varphi(\eta) f\left(h, g^{\theta}(\eta)+k T_{0}\right) \frac{b_{0}^{2}(\eta)}{2 b_{2}(\eta)} d \eta  \tag{2.2.16}\\
& =\int_{\theta}^{\theta+2 \pi} \varphi(\eta) \sum_{k=0}^{\infty} f\left(h, g^{\theta}(\eta)+k T_{0}\right) \frac{b_{0}^{2}(\eta)}{2 b_{2}(\eta)} d \eta,
\end{align*}
$$

where

$$
g^{\theta}(\eta)=\int_{\theta}^{\eta} \frac{b_{0}^{2}(\xi)}{2 b_{2}(\xi)} d \xi
$$

Thus the function in the integral at the right-hand side of (2.2.16) is the density $f_{h, \theta}$ :

$$
\begin{equation*}
f_{h, \theta}(\eta)=\sum_{k=0}^{\infty} f\left(h, g^{\theta}(\eta)+k T_{0}\right) \frac{b_{0}^{2}(\eta)}{2 b_{2}(\eta)} . \tag{2.2.17}
\end{equation*}
$$

Lemma 2.2.7. For any $\delta>0$ there exists $h_{0}>0$ such that for any interval $S=\left(\gamma_{1}, \gamma_{2}\right) \subset[0,2 \pi]$,

$$
\begin{align*}
\sup _{\theta_{1}, \theta_{2} \in[0,2 \pi]} \mid & P_{h_{0}, \theta_{1}}\left\{\mathrm{H}_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times S\right\}  \tag{2.2.18}\\
& -P_{h_{0}, \theta_{2}}\left\{\mathrm{H}_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times S\right\} \mid<\delta .
\end{align*}
$$

Proof. By (2.2.16) we have

$$
\begin{aligned}
& P_{h, \theta_{1}}\left\{\mathcal{H}_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times S\right\}-P_{h, \theta_{2}}\left\{\mathcal{H}_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times S\right\} \\
& \quad=\int_{0}^{\infty}\left(\chi_{S}\left(\theta_{t}^{\theta_{1}}\right)-\chi_{S}\left(\theta_{t}^{\theta_{2}}\right)\right) f(h, t) d t .
\end{aligned}
$$

This can be written

$$
\int_{0}^{\infty}(g(t)-g(t-\gamma)) f(h, t) d t
$$

with a function $g, 0 \leq g \leq 1$, and a suitable constant $\gamma, 0 \leq \gamma \leq T_{0}$, where $T_{0}=\inf \left\{t>0: \theta_{t}^{\theta}=\theta\right\}$ is the period of $\theta_{t}^{\theta}$. The function $f$,

$$
f(h, t)=\frac{1}{\sqrt{2 \pi}} \frac{h}{t^{3 / 2}} \exp \left(-\frac{h^{2}}{2 t}\right)
$$

(see, e.g., [5]), for fixed $h$ is a unimodular function with maximum at $t=h^{2} / 3$ and

$$
f\left(h, \frac{h^{2}}{3}\right)=\frac{3 \sqrt{3}}{\sqrt{2 \pi}} \frac{1}{h^{2}} e^{-3 / 2}
$$

Thus the function in the above integral tends to zero uniformly on intervals of finite length as $h \rightarrow \infty$. So it is sufficient to show that the expressions

$$
\begin{align*}
& \int_{\gamma}^{h^{2} / 3}(f(h, t)-f(h, t-\gamma)) d t,  \tag{2.2.19}\\
& \int_{h^{2} / 3+\gamma}^{\infty}(f(h, t)-f(h, t-\gamma)) d t \tag{2.2.20}
\end{align*}
$$

tend to 0 if $h \rightarrow \infty$. Note that

$$
\int_{0}^{z} f(h, t) d t=1-\operatorname{erf}\left(\frac{h}{\sqrt{2 z}}\right) \quad \text { where } \operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left(-s^{2}\right) d s
$$

So we get for the expression (2.2.19),

$$
\operatorname{erf}\left(\frac{3}{\sqrt{2}} \frac{h}{\sqrt{3 h^{2}-9 \gamma}}\right)-\operatorname{erf}\left(\sqrt{\frac{3}{2}}\right)+1-\operatorname{erf}\left(\frac{h}{\sqrt{2 \gamma}}\right)
$$

which tends to 0 if $h \rightarrow \infty$. The same holds for the expression (2.2.20), as it is equal to

$$
\operatorname{erf}\left(\frac{3}{\sqrt{2}} \frac{h}{\sqrt{3 h^{2}+9 \gamma}}\right)-\operatorname{erf}\left(\sqrt{\frac{3}{2}}\right)
$$

Lemma 2.2.8. Let $D=D_{l}\left(H_{1}, H_{2}\right)$ and $H_{1}<H_{0}<H_{2}$. For any interval $S=\left(\gamma_{1}, \gamma_{2}\right) \subset[0,2 \pi]$ and any $\delta>0$, there exists an $\varepsilon_{0}>0$ such that

$$
\begin{align*}
& \sup _{\underline{\underline{x}}_{1}, \mathrm{X}_{2} \in C_{l}\left(H_{0}\right)} \mid P_{\underline{\underline{x}}_{1}}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right)=H_{2}, \theta\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in S\right\}  \tag{2.2.21}\\
& -P_{\mathrm{X}_{2}}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right)=H_{2}, \theta\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in S\right\} \mid<\delta
\end{align*}
$$

for all $\varepsilon<\varepsilon_{0}$.
Proof. We may assume without loss of generality that $\delta<1$. Let $\delta_{0}=$ $\delta / 25$. As will be shown in the next subsection, the processes $Z_{t}^{\varepsilon}=H\left(\mathrm{X}_{t}^{\varepsilon}\right)$ and $\mathrm{X}_{0}^{\varepsilon}=\underline{\mathbf{x}} \in D_{l}\left(H_{1}, H_{2}\right)$, stopped at the moment when they first leave $\left(H_{1}, H_{2}\right)$, converge weakly on any time interval $\left[0, T_{0}\right]$ as $\varepsilon \rightarrow 0$ to a nondegenerate diffusion process, the same for all $\underline{x} \in D_{l}\left(H_{1}, H_{2}\right)$. Using this we can find $\varepsilon_{1}>0$ and $d_{0}>0$ such that
(2.2.22) $P_{X_{3}}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right)=H_{2}\right\}<\delta_{0}$ for all $\underline{\mathrm{X}}_{3} \in D_{l}\left(H_{1}, H_{1}+d_{0}\right), \varepsilon<\varepsilon_{1}$, and

$$
\begin{align*}
& \mid P_{\underline{\underline{x}}_{1}}\left\{H\left(\mathbf{X}_{\tau^{\varepsilon}\left(D_{l}\left(H_{1}+d, H_{2}-d\right)\right)}^{\varepsilon}\right)=H_{j} \pm d\right\}  \tag{2.2.23}\\
& \quad-P_{\underline{\underline{x}}_{2}}\left\{H\left(\underline{X}_{\tau^{\varepsilon}\left(D_{l}\left(H_{1}+d, H_{2}-d\right)\right)}^{\varepsilon}\right)=H_{j} \pm d\right\} \mid<\delta_{0}
\end{align*}
$$

for all $\underline{\mathrm{x}}_{1}, \underline{\mathrm{x}}_{2} \in C_{i}\left(H_{0}\right), \varepsilon<\varepsilon_{1}$ and $d<d_{0}, j=1,2$, where + is taken if $j=1$ and - is taken if $j=2$.
(i) Let $h_{0}$ be large enough such that by Lemma 2.2.7,

$$
\sup _{\theta_{1}, \theta_{2} \in[0,2 \pi]}\left|P_{h_{0}, \theta_{1}}\left\{H_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times B\right\}-P_{h_{0}, \theta_{2}}\left\{H_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times B\right\}\right|<\delta_{0}
$$

for all intervals $B \subset[0,2 \pi]$.
(ii) Let $\eta<\left(\gamma_{2}-\gamma_{1}\right) / 4$ be small enough such that by Lemma 2.2.6,

$$
\sup _{\theta \in[0,2 \pi]} P_{h_{0}, \theta}\left\{\mathrm{H}_{-\tau^{0}(0, \infty)}^{0} \in\{0\} \times B_{i}\right\}<\delta_{0},
$$

where $B_{i}=\left[\gamma_{i}-\eta, \gamma_{i}+\eta\right]$.
(iii) Let $T>0$ be large enough such that

$$
P\left\{\sup _{0 \leq t \leq T} W_{t}<h_{0}+1\right\}<\delta_{0} .
$$

Fix $d<d_{0}$ and let $\varepsilon_{0}<\varepsilon_{1}$ be small enough such that $h_{0}<d \varepsilon_{0}{ }^{-1 / 2}$ and (iv) by Lemma 2.2.5,

$$
\sup _{\theta \in[0,2 \pi]} P_{h_{0}, \theta}\left\{\sup _{0 \leq t \leq T}\left|\mathbf{H}_{t}^{\varepsilon}-\mathbf{H}_{t}^{0}\right|>\eta\right\}<\delta_{0} \quad \text { for } 0<\varepsilon \leq \varepsilon_{0}
$$

and

$$
\text { (v) } \sup _{\theta \in[0,2 \pi]} P_{h_{0}, \theta}\left\{H_{\tau^{0}\left(-1,\left(H_{2}-H_{1}\right) / \sqrt{\varepsilon}\right)}^{0} \neq-1\right\}<\delta_{0}, \quad 0<\varepsilon<\varepsilon_{0} \text {. }
$$

Define $D^{\varepsilon}=\left(0,\left(H_{2}-H_{1}\right) / \sqrt{\varepsilon}\right)$. For all $B \subset[0,2 \pi]$ we have

$$
P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times B\right\}=P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times B, H_{\tau^{0}\left(D^{\varepsilon}\right)}^{0}=0\right\} .
$$

So we get by ( v ),
(2.2.24) $\quad P_{h_{0}, \theta}\left\{\underline{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times B\right\}-P_{h_{0}, \theta}\left\{\operatorname{H}_{\tau^{0}(0, \infty)}^{0} \in\{0\} \times B\right\} \leq \delta_{0}$.

Let $D_{d}=D_{l}\left(H_{1}+d, H_{2}-d\right)$ and $\mathrm{H}\left(\mathrm{X}_{t}^{\varepsilon}\right)=\left(H\left(\mathrm{X}_{t}^{\varepsilon}\right), \theta\left(\mathrm{X}_{t}^{\varepsilon}\right)\right)$. Using the strong Markov property we get, by (2.2.22) and (2.2.23),

$$
\begin{aligned}
& =\mid P_{\underline{x}_{1}}\left\{\underline{\mathrm{H}}\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S \mid H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\} \\
& \times\left(P_{\mathrm{X}_{1}}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\}-P_{\mathrm{X}_{2}}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\}\right) \\
& +\left(P_{\underline{X}_{1}}\left\{\mathrm{H}_{-\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S \mid H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\} \\
& \left.-P_{X_{2}}\left\{\mathrm{H}\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S \mid H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\}\right) \\
& \times P_{{\underline{X_{2}}}}\left\{H\left({\underset{\tau}{\tau^{\varepsilon}\left(D_{d}\right)}}_{\varepsilon}^{\varepsilon}\right)=H_{2}-d\right\} \\
& \left.+P_{\mathbf{X}_{1}}\left\{\mathrm{H}_{\mathrm{H}_{\tau^{\varepsilon}(D)}^{\varepsilon}}^{\varepsilon}\right) \in\left\{\mathrm{H}_{2}\right\} \times S \mid H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{1}+d\right\} \\
& \times P_{\underline{X}_{1}}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{1}+d\right\} \\
& -P_{\mathrm{X}_{2}}\left\{\mathrm{H}\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S \mid H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{1}+d\right\} \\
& \times P_{\underline{X}_{2}}\left\{H\left(\mathbf{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{1}+d\right\} \mid \\
& \left.\left.\leq \delta_{0}+\left|P_{\underline{X}_{1}}\left\{\underset{\left.\mathrm{H}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right)}{ }\right) \in\left\{H_{2}\right\} \times S\right| H_{\mathrm{X}_{\tau}\left(\mathrm{D}_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\} \\
& -P_{X_{2}}\left\{\mathrm{H}\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S \mid H\left(\mathrm{X}_{\tau^{\varepsilon}\left(D_{d}\right)}^{\varepsilon}\right)=H_{2}-d\right\} \mid \\
& +\sup _{\underline{X} \in C_{l}\left(H_{1}+d\right)} P_{\underline{x}}\left\{\mathrm{H}\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S\right\} \\
& \leq 2 \delta_{0}+\sup _{\mathrm{X}_{3}, \mathrm{X}_{4} \in C_{l}\left(H_{2}-d\right)} \mid P_{\mathrm{X}_{3}}\left\{\mathrm{H}\left(\mathrm{X}_{-\varepsilon}^{\varepsilon}(D)\right) \in\left\{H_{2}\right\} \times S\right\} \\
& -P_{X_{4}}\left\{\mathrm{H}\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in\left\{H_{2}\right\} \times S\right\} \mid .
\end{aligned}
$$

Using the strong Markov property and the fact that the distributions of $\mathbf{X}_{\tau}^{\varepsilon}$ and $\tilde{\mathrm{X}}_{\tau}^{\varepsilon}$ are the same if $\tau$ is the time of first exit from a bounded domain, we can bound from above the supremum in the right-hand side of the above estimate by

$$
\sup _{\theta_{1}, \theta_{2} \in[0,2 \pi]}\left|P_{h_{0}, \theta_{1}}\left\{\underline{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}-P_{h_{0}, \theta_{2}}\left\{\boldsymbol{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}\right|
$$

as $h_{0}<d \varepsilon^{-1 / 2}$. We get by (2.2.24) and (i),

$$
\begin{aligned}
& \left|P_{h_{0}, \theta_{1}}\left\{\mathbf{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}-P_{h_{0}, \theta_{2}}\left\{\mathbf{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}\right| \\
& \quad \leq 2 \sup _{\theta \in[0,2 \pi]}\left|P_{h_{0}, \theta}\left\{\mathbf{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}-P_{h_{0}, \theta}\left\{\mathbf{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times S_{\eta}\right\}\right| \\
& \quad+\sup _{\theta_{1}, \theta_{2} \in[0,2 \pi]}\left|P_{h_{0}, \theta_{1}}\left\{\mathbf{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times S_{\eta}\right\}-P_{h_{0}, \theta_{2}}\left\{\mathbf{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times S_{\eta}\right\}\right| \\
& \quad \leq 2 \sup _{\theta \in[0,2 \pi]}\left|P_{h_{0}, \theta}\left\{\mathbf{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}-P_{h_{0}, \theta}\left\{\mathbf{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times S_{\eta}\right\}\right|+3 \delta_{0},
\end{aligned}
$$

where $S_{\eta}=\left[\gamma_{1}+\eta, \gamma_{2}-\eta\right]$. Let $\tilde{S}_{\eta}=\left[\gamma_{1}-\eta, \gamma_{2}+\eta\right]$. Now

$$
\begin{aligned}
& \left|P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S\right\}-P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times S_{\eta}\right\}\right| \\
& \leq P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S, \mathrm{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \notin\{0\} \times S_{\eta}\right\} \\
& +P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \notin\{0\} \times S, \mathrm{H}_{\tau^{0}\left(D^{\varepsilon}\right)}^{0} \in\{0\} \times S_{\eta}\right\} \\
& \leq P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{\varepsilon}\left(D^{\varepsilon}\right)}^{\varepsilon} \in\{0\} \times S, \mathrm{H}_{\tau^{0}\left(D^{s}\right)}^{0} \notin\{0\} \times \tilde{S}_{\eta}\right\} \\
& +P_{h_{0}, \theta}\left\{\mathrm{H}_{\tau^{0}\left(D^{s}\right)}^{0} \in\{0\} \times\left(\tilde{S}_{\eta} \backslash S_{\eta}\right)\right\} \\
& +P_{h_{0}, \theta}\left\{H_{\tau^{0}\left(-1, \varepsilon^{-1 / 2}\left(H_{2}-H_{1}\right)\right)}^{0} \neq-1\right\} \\
& +P_{h_{0}, \theta}\left\{\sup _{0 \leq t \leq \tau^{0}(-1, \infty)}\left|\mathrm{H}_{t}^{\varepsilon}-\mathrm{H}_{t}^{0}\right|>\eta \mid H_{\tau^{0}\left(-1, \varepsilon^{-1 / 2}\left(H_{2}-H_{1}\right)\right)}^{0}=-1\right\} .
\end{aligned}
$$

By (ii) this is not greater than

$$
\begin{aligned}
2 \delta_{0}+ & 2 P_{h_{0}, \theta}\left\{\sup _{0 \leq t \leq \tau^{0}(-1, \infty)}\left|\mathrm{H}_{t}^{\varepsilon}-\mathrm{H}_{t}^{0}\right|>\eta \mid H_{\tau^{0}\left(-1, \varepsilon^{-1 / 2}\left(H_{2}-H_{1}\right)\right)}^{0}=-1\right\} \\
& +2 P_{h_{0}, \theta}\left\{H_{\tau^{0}\left(-1, \varepsilon^{-1 / 2}\left(H_{2}-H_{1}\right)\right)}^{0} \neq-1\right\},
\end{aligned}
$$

and by (iii), (iv) and (v) this can be estimated by

$$
\begin{aligned}
4 \delta_{0} & +3 P_{h_{0}, \theta}\left\{\sup _{0 \leq t \leq \tau^{0}(-1, \infty)}\left|\mathbf{H}_{t}^{\varepsilon}-\mathbf{H}_{t}^{0}\right|>\eta, \tau^{0}(-1, \infty)<T\right\} \\
& +3 P_{h_{0}, \theta}\left\{\tau^{0}(-1, \infty)>T\right\} \leq 10 \delta_{0} .
\end{aligned}
$$

Combining these estimates, we get the statement of the lemma.

Lemma 2.2.9. Let $D=D_{l}\left(H_{1}, H_{2}\right)$ and $H_{1}<H_{0}<H_{2}$. For any $\theta_{0} \in$ [ $0,2 \pi$ ] and $\delta>0$ there exists an open interval $S$ containing $\theta_{0}$ such that

$$
P_{\underline{X}}^{\varepsilon}\left\{H\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right)=H_{2}, \quad \theta\left(\mathrm{X}_{\tau^{\varepsilon}(D)}^{\varepsilon}\right) \in S\right\}<\delta
$$

for all $\mathrm{x} \in C_{l}\left(H_{0}\right)$ and small $\varepsilon$.
As the exit distribution of the process $\dot{H}_{t}^{0}$ has a bounded density by Lemma 2.2.7, the statement can be proved by similar arguments as used in the proof of Lemma 2.2.8.

As mentioned above, it is easy to check that the statements of Lemmas 2.2.8 and 2.2.9 are also valid if $H_{2}$ is replaced by $H_{1}$.

Now we are able to prove a lemma which corresponds to the first part of the proof of Lemma 3.5 in [7]. Actually it gives the Markov property of the limiting process on the graph. Consider a vertex $O_{k}$. Without loss of generality we suppose that the segments meeting at $O_{k}$ are $I_{1}, I_{2}$ and $I_{3}$, the region $D_{3}$ being the one adjoining the whole curve $C_{k}$. Suppose for definiteness that $H(\underline{\mathrm{x}})>H\left(\underline{\mathrm{x}}_{k}\right)$ in $D_{3}$. Let $\gamma>0$ be a small number, $D_{k}( \pm \gamma)$ be the connected component of $\left\{\mathrm{x}: H\left(O_{k}\right)-\gamma<H(\underline{\mathrm{x}})<H\left(O_{k}\right)+\gamma\right\}$ and $\tau_{k}^{\varepsilon}( \pm \gamma)=\inf \{t>0$ : $\left.\mathrm{X}_{t}^{\varepsilon} \notin D_{k}( \pm \gamma)\right\}$ and $C_{k j}(\gamma)=\left\{\underline{\mathrm{x}} \in D_{j}: H(\underline{\mathrm{x}})=H\left(O_{k}\right) \pm \gamma\right\}$.

Lemma 2.2.10. For any $\delta>0$ and $0<\gamma^{\prime}<\gamma$ there exists $\varepsilon_{0}>0$ such that for $i, j=1,2,3,0<\varepsilon<\varepsilon_{0}$,

$$
\sup _{\underline{X}_{1}, \mathrm{X}_{2} \in C_{k i}\left(\gamma^{\prime}\right)}\left|P_{\mathbb{X}_{1}}^{\varepsilon}\left\{\mathrm{X}_{\tau_{k}^{\varepsilon}( \pm \gamma)}^{\varepsilon} \in C_{k j}(\gamma)\right\}-P_{\underline{X}_{2}}^{\varepsilon}\left\{\mathrm{X}_{\tau_{k}^{\varepsilon}( \pm \gamma)}^{\varepsilon} \in C_{k j}(\gamma)\right\}\right|<\delta .
$$

Proof. Let $C_{k i}^{\prime \prime}=C_{k i}\left(\gamma^{\prime} / 2\right) \cup C_{k i}\left(\left(\gamma+\gamma^{\prime}\right) / 2\right)$. By the strong Markov property, we get, for $\underline{x}_{1}, \underline{x}_{2} \in C_{k i}\left(\gamma^{\prime}\right)$,

$$
\begin{gather*}
\left.\mid P_{\mathbb{X}_{1}}^{\varepsilon}\left\{\mathbf{X}_{\tau_{k}^{\varepsilon}( \pm \gamma)}^{\varepsilon} \in C_{k j}(\gamma)\right\}-P_{\underline{X}_{2}}^{\varepsilon} \underline{\mathrm{X}}_{\tau_{k}^{\varepsilon}( \pm \gamma)}^{\varepsilon} \in C_{k j}(\gamma)\right\} \mid \\
\quad=\left|\int_{C_{k i}^{\prime \prime}} g^{\varepsilon}(\xi)\left(p^{\varepsilon}\left(\underline{\mathrm{X}}_{1}, d \xi\right)-p^{\varepsilon}\left(\underline{\mathrm{X}}_{2}, d \xi\right)\right)\right|, \tag{2.2.26}
\end{gather*}
$$

where $g^{\varepsilon}(\xi)=P_{\underline{x}} i^{\varepsilon}\left\{\mathbf{X}_{\tau_{k}^{\varepsilon}( \pm \gamma)}^{\varepsilon} \in C_{k j}(\gamma)\right\}$ and $p^{\varepsilon}(\underline{\mathrm{X}}, B)=P_{\underline{\chi}}^{\varepsilon}\left\{\underline{X}_{\tau^{\varepsilon}\left(D_{k i}^{\prime \prime}\right)}^{\varepsilon} \in B\right\}$. Here $B \subset C_{k i}^{\prime \prime}$ and $D_{k i}^{\prime \prime}$ is the set containing the points between the two curves forming the set $C_{k i}^{\prime \prime}$.

Let $\mathrm{x}_{1}^{0}, \ldots, \mathrm{x}_{n_{1}}^{0}$ denote all zeros of the function $H_{y}$ in the set $C_{k i}^{\prime \prime}$ (see Lemma 1.1). By Lemma 2.2.9 there exist open subsets $\tilde{S}_{1}^{0}, \ldots, \tilde{S}_{n_{1}}^{0}$ of $C_{k i}^{\prime \prime}$ such that $\underline{x}_{i}^{0} \in \tilde{S}_{i}^{0}$ and

$$
\begin{equation*}
\sum_{l=1}^{n_{1}} P_{\hat{x}}^{\varepsilon}\left\{\underline{X}_{\tau^{\varepsilon}\left(D_{k i}^{\prime \prime}\right)}^{\varepsilon} \in \tilde{S}_{l}^{0}\right\}<\delta / 6 \tag{2.2.27}
\end{equation*}
$$

for all $\underline{\mathrm{x}} \in C_{k i}\left(\gamma^{\prime}\right)$ and small $\varepsilon$.

Further, the function $g^{\varepsilon}$ solves the equation $L^{\varepsilon} g^{\varepsilon}=0$. Thus by Lemma 2.1.8 there exists an $A_{42}>0$ such that

$$
\left|g^{\varepsilon}\left(\xi_{1}\right)-g^{\varepsilon}\left(\xi_{2}\right)\right| \leq A_{42}\left|\xi_{1}-\xi_{2}\right| \quad \text { for all } \xi_{1}, \xi_{2} \in C_{k i}^{\prime \prime} \backslash \bigcup_{l=1}^{n_{1}} \tilde{S}_{l}^{0} .
$$

This implies the existence of a partition $\tilde{S}_{1}, \ldots, \tilde{S}_{n_{2}}$ of the set $C_{k i}^{\prime \prime} \backslash \bigcup_{l=1}^{n_{1}} \tilde{S}_{l}^{0}$ such that with points $\underline{z}_{l} \in \tilde{S}_{l}$ for small $\varepsilon$,

$$
\begin{equation*}
\left|g^{\varepsilon}\left(\underline{Z}_{l}\right)-g^{\varepsilon}(\xi)\right|<\delta / 6, \quad \xi \in \tilde{S}_{l} . \tag{2.2.28}
\end{equation*}
$$

As $0 \leq g^{\varepsilon} \leq 1$, the right-hand side of (2.2.26) is not greater than

$$
\begin{aligned}
& \sum_{l=1}^{n_{1}} \int_{\tilde{S}_{l}^{0}}\left(p^{\varepsilon}\left(\underline{\mathrm{x}}_{1}, d \xi\right)+p^{\varepsilon}\left(\underline{\mathrm{X}}_{2}, d \xi\right)\right)+\sum_{l=1}^{n_{2}}\left|\int_{\tilde{S}_{l}}\left(p^{\varepsilon}\left(\underline{\mathrm{X}}_{1}, d \xi\right)-p^{\varepsilon}\left(\underline{\mathrm{X}}_{2}, d \xi\right)\right)\right| \\
& \quad+\sum_{l=1}^{n_{2}}\left\{\int_{\tilde{S}_{l}}\left|g^{\varepsilon}\left(\underline{\underline{Z}}_{l}\right)-\boldsymbol{g}^{\varepsilon}(\xi)\right| p^{\varepsilon}\left(\underline{\mathrm{X}}_{1}, d \xi\right)+\int_{\tilde{S}_{l}}\left|g^{\varepsilon}\left(\underline{\underline{Z}}_{l}\right)-g^{\varepsilon}(\xi)\right| p^{\varepsilon}\left(\underline{\mathrm{x}}_{2}, d \xi\right)\right\} .
\end{aligned}
$$

We can find $\varepsilon_{0}>0$ such that for $0<\varepsilon<\varepsilon_{0}$, the first term of this sum is less than $\delta / 3$ by (2.2.27), the third term is less than $\delta / 3$ by (2.2.28) and the second term is less than $\delta / 3$ by Lemma 2.2.8.

From the considerations of the last two subsections, especially from the proof of Lemma 2.2.10, we can deduce a result for a boundary value problem with the operator $(1 / \varepsilon) \bar{\nabla} H \cdot \nabla+\left(\partial^{2} / \partial y^{2}\right)$ :

Corollary 2.2.11. Let $H(\mathrm{x})$ satisfy the conditions of Theorem 1 and let $G$ be a bounded domain in $R^{2}$ containing a trajectory $C_{l}\left(H_{0}\right)$ of the dynamical system (1.10) for some $l$ and a noncritical value $H_{0}$. Then, for any $A_{43}$ and $\delta>0$, there exists an $\varepsilon_{0}>0$, such that for any measurable function $f$ with esssup $|f|<A_{43}$ and any $0<\varepsilon<\varepsilon_{0}$, the solution $u^{\varepsilon}$ of the boundary value problem,

$$
\frac{1}{\varepsilon} \bar{\nabla} H \cdot \nabla u^{\varepsilon}+u_{y y}^{\varepsilon}=0,\left.\quad u^{\varepsilon}\right|_{\partial G}=f,
$$

has the property

$$
\sup _{x_{1}, x_{2} \in C_{l}\left(H_{0}\right)}\left|u^{\varepsilon}\left(\mathrm{x}_{1}\right)-u^{\varepsilon}\left(\mathrm{X}_{2}\right)\right|<\delta .
$$

2.3. Proof of Theorem 1. Theorem 2.2 in [7] that deals with the case of nondegenerate perturbation is proved using some results numbered Lemmas 3.1-3.5. The proofs of Lemmas 3.1-3.4 in [7] use a further series of results denoted Lemmas 4.1-4.10. All those can be used for the situation here after suitable changes and alterations in the proofs are made. Lemma 3.5 in [7] also holds here, but the first part of the proof changes essentially due to the fact that the perturbation of the Hamiltonian system is degenerate. This affects especially the proof of the Markov property of the limiting process on the
graph. Here the results of the previous subsections replace Lemmas 5.1-5.5 in [7]. With modifications of Lemmas 3.1-3.5 and 4.1-4.10 in [7] that are discussed in this subsection, the proof of Theorem 1 is analogous to the proof of Theorem 2.2 in [7].

We start with the lemmas of Section 4 in [7]. Lemma 4.1 can be replaced by Lemma 2.2.4 of the present paper and Lemma 4.2 can be replaced by Lemma 2.2.1. Lemmas 4.3 and 4.4 and the resulting discussion of Particular Cases 1, 2, and 3 hold also in the case considered here and the proofs are the same. The statements of Lemmas 4.5-4.8 in [7] are also true for the processes considered in the present paper. The probability that a one-dimensional diffusion with positive (negative) drift leaves an interval at the left (right) end increases if the diffusion coefficient increases. By using this fact, the proof of Lemma 4.5 for the degenerate case is analogous to the proof in [7]. To extend the proof of Lemma 4.6 in [7] for the situation here we additionally have to make use of assumption (vi) of Theorem 1 to make sure that the coefficient denoted by $a^{11}$ in [7] does not disappear. The rest of the proof is analogous.

The proof of Lemma 4.7 for the situation here is very similar to that in [7]. We replace $\Delta H$ by $H_{y y}$ and $\nabla H$ by $\left(0, H_{y}\right)^{*}$. The only difficulty is that we cannot estimate $H_{y}^{2}$ from below by a positive constant as $|\nabla H|^{2}$ is estimated in [7]. This estimate has been used in [7] to get an estimate

$$
P_{x}^{\varepsilon}\left\{\int_{\sigma_{k}}^{\tau_{k}}\left|\nabla H\left(\mathrm{X}_{s}^{\varepsilon}\right)\right|^{2} d s \geq A_{44} \varepsilon / 2 \text { or } \sigma_{k}<\tau^{\varepsilon} \leq \tau_{k} \mid \mathrm{X}_{s}^{\varepsilon}, s \leq \sigma_{k}\right\} \geq 1-\alpha(\varepsilon)
$$

with $A_{44}>0$ sufficiently small and $\alpha(\varepsilon) \rightarrow 0$ for $\varepsilon \rightarrow 0 ; \tau_{k}, \tau^{\varepsilon}$ and $\sigma_{k}$ are Markov times. To get a corresponding estimate for $\left|\nabla H\left(\mathrm{X}_{s}^{\varepsilon}\right)\right|^{2}$ replaced by $H_{y}^{2}\left(\mathrm{X}_{s}^{\varepsilon}\right)$ we divide the set of all trajectories into those for which $\sup _{\sigma_{k} \leq s \leq \tau_{b}} \mid \mathrm{X}_{s}^{\varepsilon}-$ $\mathrm{X}_{s}^{e}\left(\mathrm{X}_{\sigma_{k}}^{\varepsilon}\right) \mid<\eta$ [cf. (2.2.3)] and into the complement of this set where $\eta$ is sufficiently small. On the first set we get an estimate as above because the relative amount of time which the process $\mathrm{X}_{t}^{\varepsilon}$ spends near the zeros of $H_{y}$ is "small." The arguments are the same as in the proof of Lemma 2.2.4 (see also Lemmas 1.1 and 2.2.3). The probability of the second set tends to 0 for $\varepsilon \rightarrow 0$.

The statement of Lemma 4.7' in [7] holds for the situation here with $\Delta H\left(\mathrm{x}_{k}\right)$ replaced by $H_{y y}\left(\mathrm{x}_{k}\right)$. Note that assumption (v) of Theorem 1 guarantees that $H_{y y}\left(\mathrm{X}_{k}\right) \neq 0$. The statement of Lemma 4.8 in [7] holds in the degenerate case with the same proof. The statement of Lemma 4.9 in [7] holds also in the situation here with the operators $L_{i}$ from (1.13), (1.14) and (1.15). The proof is the same as in [7] after replacing $\Delta H$ by $H_{y y}$ and $\nabla H$ by $\left(0, H_{y}\right)^{*}$. Lemma 4.10 in [7] contains some misprints, so we will give it here again for our situation.

Lemma 2.3.1. Let us consider the first time $\tau^{\varepsilon}=\tau_{i}^{\varepsilon}\left(H_{1}, H_{2}\right)$ of leaving the region $D_{i}\left(H_{1}, H_{2}\right)$. Let $g$ be a continuous function on $\left[H_{1}, H_{2}\right]$ and let $\varphi$ be a function defined only at the points $H_{1}, H_{2}$. Then

$$
\lim _{\varepsilon \rightarrow 0} E_{\underline{X}}^{\varepsilon}\left[\varphi\left(H\left(\mathrm{X}_{\tau^{\varepsilon}}^{\varepsilon}\right)\right)+\int_{0}^{\tau^{\varepsilon}} g\left(H\left(\mathrm{X}_{t}^{\varepsilon}\right)\right) d t\right]=f(H(\underline{\mathrm{x}}))
$$

uniformly in $x \in D_{i}\left(H_{1}, H_{2}\right)$, where

$$
\begin{aligned}
f(H)= & \frac{u_{i}\left(H_{2}\right)-u_{i}(H)}{u_{i}\left(H_{2}\right)-u_{i}\left(H_{1}\right)}\left[\varphi\left(H_{1}\right)+\int_{H_{1}}^{H}\left(u_{i}(h)-u_{i}\left(H_{1}\right)\right) g(h) d v_{i}(h)\right] \\
& +\frac{u_{i}(H)-u_{i}\left(H_{1}\right)}{u_{i}\left(H_{2}\right)-u_{i}\left(H_{1}\right)}\left[\varphi\left(H_{2}\right)+\int_{H}^{H_{2}}\left(u_{i}\left(H_{2}\right)-u_{i}(h)\right) g(h) d v_{i}(h)\right] .
\end{aligned}
$$

Here $u_{i}$ and $d v_{i}$ are the scale function and the speed measure of the diffusion process governed by the operator $L_{i}$. In general, there are no explicit formulas for $u_{i}$ and $v_{i}$ in this setting, but they are not needed in the proof, which can be copied from [7].

Now we are able to discuss Lemmas 3.1-3.5 in [7]. Lemma 3.1 can be used in the same form. In the proof of Lemma 3.2 the same changes have to be made as indicated above for the proof of Lemma 4.9. Lemma 3.3 holds also in the situation here and is a consequence of the corresponding Lemma 4.9 in this situation, too. Also the corresponding statement of Lemma 3.4 is true here and can be proved as in [7].

Thus we have the form of the operators governing the limiting diffusion in the interior of the edges of the graph and we can discuss the question of accessibility of the boundaries of the edges for these diffusions. Let $O_{k} \sim I_{i}$ be an interior vertex of the graph corresponding to a saddle point $\underline{x}_{k}$ of $H(\underline{x})$. The coefficients $A_{i}(H)$ and $B_{i}(H)$ in (1.13) [see (1.14) and (1.15)] have finite limits if $H$ tends to $H_{k}=H\left(\underline{\mathrm{x}}_{k}\right)$. We have $0<A_{45}<\int_{C_{i}(H)} H_{y}^{2}|\nabla H|^{-1} d l<A_{46}<\infty$ for $H$ close to $H_{k}=H\left(\underline{x}_{k}\right)$, but $\lambda_{i}(H)=\int_{C_{i}(H)}|\nabla H|^{-1} d l$ tends to infinity as $H \rightarrow H_{k}$. If $S_{i}(H)$ denotes the area of the domain in $R^{2}$ bounded by $C_{i}(H)$, then $S_{i}^{\prime}(H)=\lambda_{i}(H)$. Thus, the integral $\int_{H_{0}}^{H_{k}} \lambda_{i}(H) d H$ is finite for $\left(H_{0}, i\right) \in I_{i}$. This implies that

$$
u_{i}\left(H_{k}\right)=\int_{H_{0}}^{H_{k}} \exp \left\{-\int_{H_{0}}^{z} 2 B_{i}(u) A_{i}(u) d u\right\} d z
$$

and

$$
v_{i}\left(H_{k}\right)=\int_{H_{0}}^{H_{k}} A_{i}(z)^{-1} \exp \left\{\int_{H_{0}}^{z} 2 B_{i}(u) / A_{i}(u) d u\right\} d z
$$

are finite. Thus, the vertex $O_{k}$ is accessible for all points of $I_{i} \sim O_{k}$ [4], and a gluing condition should be imposed for each interior vertex of the graph.

If $O_{k}$ corresponds to an extremal point $\underline{\mathrm{x}}_{k}$ of the Hamiltonian $H(\underline{\mathrm{x}})$, and $I_{i} \sim$ $O_{k}$, then near $O_{k}$ the drift coefficient $B_{i}(H)$ is bounded, always has the sign to drive the diffusion away from the vertex and $\left|B_{i}(H)\right|>A_{47}>0$. The diffusion coefficient $A_{i}(H)$ can be estimated $A_{i}(H)<A_{48}\left|H-H\left(\mathrm{x}_{k}\right)\right|, A_{48}>0$. The inaccessibility of the exterior vertex follows now from the respective property of the diffusion governed by the operator $\bar{L}_{i} f(H)=A_{48}\left|H-H\left(\mathrm{x}_{k}\right)\right| f^{\prime \prime}(H) \pm$ $A_{47} f^{\prime}(H)$ with the sign so that the drift drives the diffusion away from the vertex.

Now we show that the statement of Lemma 3.5 in [7] holds also in the degenerate case. The proof starts as the corresponding proof in [7]. Formula (5.19) in [7] is already proved for the situation here by Lemma 2.2.10. Then, as in [7], we use the fact that the invariant measure $\mu$ for the processes $\mathrm{X}_{t}^{\varepsilon}$ (the Lebesgue measure) can be written as an integral with respect to the invariant measure of the embedded Markov chain. As in [7], let $H_{k_{1}}, H_{k_{2}}$ be the limits between which the coordinate $H$ on the edge $I_{j}$ of the graph changes [if $H\left(I_{j}\right)=\left[H_{k_{1}}, \infty\right)$, introduce a new vertex with coordinates ( $H_{k_{2}}, j$ ), where $H_{k_{2}}$ is an arbitrary number greater than $H_{k_{1}}$ ]. For small $\delta>0, I_{j} \sim O_{k}$, the set $C_{k j}(\delta)=\left\{\underline{\mathrm{x}} \in D_{j}: H(\underline{\mathrm{x}})=H_{k_{1}}+\delta\right\}$ if $H\left(O_{k}\right)=H_{k_{1}}$, and $C_{k j}(\delta)=\{\underline{\mathrm{x}} \in$ $\left.D_{j}: H(\underline{\mathrm{x}})=H_{k_{2}}-\delta\right\}$ if $H\left(O_{k}\right)=H_{k_{2}}$. Let $C(\delta)=\bigcup_{k, j} C_{k j}(\delta)$. By the same arguments as in [7] we get formula (5.23) in [7]:

$$
\begin{align*}
& \int_{R^{2}} g(H(\underline{\mathrm{x}})) \chi_{D_{j}}(\underline{\mathrm{x}}) \mu(d \underline{\mathrm{x}}) \\
&=\int_{\bigcup_{k: I_{j} \sim O_{k}} C_{k j}(\delta)} \nu^{\varepsilon}(d \underline{\mathrm{x}}) E_{\underline{\mathrm{x}}}^{\varepsilon} \int_{0}^{\tau_{1}} g\left(H\left(\mathrm{X}_{t}^{\varepsilon}\right)\right) \chi_{D_{j}}\left(\mathrm{X}_{t}^{\varepsilon}\right) d t \tag{2.3.1}
\end{align*}
$$

for continuous functions $g$ being different from zero only in ( $H_{k_{1}}+\delta, H_{k_{2}}-\delta$ ) and a Markov time $\tau_{1}$ and measures $\nu^{\varepsilon}$ with the respective properties as in [7]. Let $d \tilde{v}_{j}$ denote the speed measure of the limiting diffusion on the graph obtained in [7] (denoted there by $d v_{j}$ ) and let $d v_{j}$ and $u_{j}$ be the speed measure and the scale function, respectively, of the limiting diffusion here. It follows from the well-known formulas for $u_{j}$ and $v_{j}$ that $u_{j}^{\prime}$ and $v_{j}^{\prime}$ exist and are positive and continuous, and that

$$
\begin{equation*}
u_{j}^{\prime}(H) v_{j}^{\prime}(H)=\frac{2}{A_{j}}=\frac{2 \int_{C_{j}(H)}|\nabla H(\underline{\mathrm{x}})|^{-1} d l}{\int_{C_{j}(H)} H_{y}^{2}(\underline{\mathrm{x}})|\nabla H(\underline{\mathrm{x}})|^{-1} d l} \tag{2.3.2}
\end{equation*}
$$

Using Lemma 2.3.1 and the fact that $\tilde{v}_{j}(H)$ can be taken to be equal to the area enclosed by $C_{j}(H)$ (see [7]), the identity (2.3.1) can be written as

$$
\begin{aligned}
& \int_{H_{k_{1}}+\delta}^{H_{k_{2}}-\delta} g(h) d \tilde{v}_{j}(h) \\
&=\int_{H_{k_{1}}+\delta}^{H_{k_{2}}-\delta} g(h) \frac{\tilde{v}_{j}^{\prime}(h)}{v_{j}^{\prime}(h)} d v_{j}(h) \\
&= \nu^{\varepsilon}\left(C_{k_{1} j}(\delta)\right)\left[\frac{u_{j}\left(H_{k_{1}}+\delta\right)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)}{u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)}\right. \\
&\left.\quad \times \int_{H_{k_{1}+\delta}+\delta}^{H_{k_{2}}-\delta}\left(u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}(h)\right) g(h) d v_{j}(h)+o(1)\right] \\
&+\nu^{\varepsilon}\left(C_{k_{2} j}(\delta)\right)\left[\frac{u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}\left(H_{k_{2}}-\delta\right)}{u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)}\right. \\
&\left.\quad \times \int_{H_{k_{1}+\delta}}^{H_{k_{2}}-\delta}\left(u_{j}(h)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)\right) g(h) d v_{j}(h)+o(1)\right] .
\end{aligned}
$$

Thus

$$
\begin{align*}
\frac{\tilde{v}_{j}^{\prime}(h)}{v_{j}^{\prime}(h)}= & \nu^{\varepsilon}\left(C_{k_{1} j}(\delta)\right) \frac{u_{j}\left(H_{k_{1}}+\delta\right)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)}{u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)} \\
& \times\left(u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}(h)\right)  \tag{2.3.3}\\
+ & \nu^{\varepsilon}\left(C_{k_{2} j}(\delta)\right) \frac{u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}\left(H_{k_{2}}-\delta\right)}{u_{j}\left(H_{k_{2}}-\delta^{\prime}\right)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)} \\
& \times\left(u_{j}(h)-u_{j}\left(H_{k_{1}}+\delta^{\prime}\right)\right)+o(1)
\end{align*}
$$

for $d v_{j}$-almost all $h \in\left(H_{k_{1}}+\delta, H_{k_{2}}-\delta\right)$ and, as $v_{j}^{\prime}$ is strictly positive and all the functions are continuous, the formula (2.3.3) holds for all $h \in\left[H_{k_{1}}+\delta, H_{k_{2}}-\delta\right]$. If we take $h=H_{k_{1}}+\delta$ and $h=H_{k_{2}}-\delta$ we get a linear system for $\nu^{\varepsilon}\left(C_{k_{1}}(\delta)\right)$ and $\nu^{\varepsilon}\left(C_{k_{2}}(\delta)\right)$ from which we can easily deduce that

$$
\left|\nu^{\varepsilon}\left(C_{k_{l}}(\delta)\right)-\frac{\tilde{v}_{j}^{\prime}\left(H_{k_{l}}\right)}{v_{j}^{\prime}\left(H_{k_{l}}\right) u_{j}^{\prime}\left(H_{k_{l}}\right)} \frac{1}{\delta-\delta^{\prime}}\right|<\frac{\kappa}{\delta-\delta^{\prime}}, \quad l=1,2
$$

for some $\kappa>0$. As $\left(\tilde{v}_{j}^{\prime} / v_{j}^{\prime} u_{j}^{\prime}\right)=\frac{1}{2} \int H_{y}^{2}|\nabla H|^{-1} d l$, we get the desired result by the same arguments as used at the end of the proof of Lemma 3.5 in [7].
3. The case of Hamiltonian $H(x, y)=\frac{1}{2} y^{2}+F(x)$. Equation (1.1) describes a nonlinear oscillator with 1 degree of freedom. Assume that the function $f(x)$ is in $C^{\infty}\left(R^{1}\right)$, liminf $\left.|x| \rightarrow \infty\right)$ $f(x) \operatorname{sgn}(x)>0$, and let $f(x)$ have just a finite number of simple zeros, so that $f(x)$ and $f^{\prime}(x)$ are not equal to zero simultaneously. Moreover, assume, for brevity, that all the local maxima of $F(x)=\int_{0}^{x} f(y) d y$ are different. Let $H(x, y)$ be the Hamilton function of the oscillator $H(x, y)=\frac{1}{2} y^{2}+F(x)$. Denote by $\Gamma$ the graph corresponding to $H(x, y)$. Let $\Gamma$ consist of $n$ edges $I_{1}, I_{2}, \ldots, I_{n}$ and $m$ vertices $O_{1}, O_{2}, \ldots, O_{m}$. Denote by $C_{k}(z)$ the component of $C(z)=\{(x, y): H(x, y)=z\}$ corresponding to $I_{k}$. Of course, $C_{k}(z)$ is empty for some $z$ and $k$. Let $S_{k}(z)$ be the area of the domain $G_{k}(z) \subset R^{2}$ bounded by $C_{k}(z)$ if the point $(z, k) \in \Gamma$ is not an end of $I_{k}$. If $(z, k)$ is an end of $I_{k}$, put $S_{k}(z)=\lim _{z^{\prime} \rightarrow z,\left(z^{\prime}, k\right) \in I_{k}} S_{k}\left(z^{\prime}\right)$. The function $S_{k}(z)$ is a function on the graph $\Gamma$. It is smooth inside the edges and can have discontinuities at the vertices.

Let $Y: R^{2} \rightarrow \Gamma$ be, as before, the mapping such that $Y(x, y)=(z, k)$, where $z=H(x, y), k=k(x, y)$ is the index of the edge $I_{k}$ containing the point corresponding to the level set component containing $(x, y) \in R^{2}$.

The function $H(x, y)=\frac{1}{2} y^{2}+F(x)$ satisfies the conditions of Theorem 1. Thus the processes $Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$, where $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ is defined by (1.6), converge to a diffusion process $Y_{t}$ on $\Gamma$ governed by the operators

$$
L_{k} v_{k}(z)=\frac{1}{2 \lambda_{k}(z)} \frac{d}{d z}\left(a_{k}(z) \frac{d v_{k}(z)}{d z}\right), \quad z \in\left(I_{k}\right)
$$

inside the edges and by the gluing conditions at the vertices. If $O_{i}$ is an interior vertex and $I_{k_{1}} \sim O_{i}, I_{k_{2}} \sim O_{i}, I_{k_{3}} \sim O_{i}$, the gluing condition

$$
\begin{align*}
& \left.\alpha_{i k_{1}} \frac{d v_{k_{1}}(z)}{d z}\right|_{\left(z, k_{1}\right)=o_{i}}+\left.\alpha_{i k_{2}} \frac{d v_{k_{2}}(z)}{d z}\right|_{\left(z, k_{2}\right)=o_{i}}  \tag{3.1}\\
& \quad=\left.\alpha_{i k_{3}} \frac{d v_{k_{3}}(z)}{d z}\right|_{\left(z, k_{3}\right)=o_{i}}
\end{align*}
$$

should be imposed if the value of $H(x, y)$ is less than $H\left(Y^{-1}\left(O_{i}\right)\right)$ for $I_{k_{1}}, I_{k_{2}}$ and greater than $H\left(Y^{-1}\left(O_{i}\right)\right)$ for $I_{k_{3}}$. The constants $\alpha_{i k_{j}}$ are defined as

$$
\alpha_{i k_{j}}=\int_{C_{k_{j}}\left(Y^{-1}\left(O_{i}\right)\right)} \frac{H_{y}^{2}(x, y)}{|\nabla H(x, y)|} d l ;
$$

$C_{k_{j}}\left(Y^{-1}\left(O_{i}\right)\right)$ is the limit of $C_{k_{j}}\left(z^{\prime}\right)$ as $\left(z^{\prime}, k_{j}\right) \rightarrow O_{i}, j=1,2,3$. The function $v_{k}(z)$ should be continuous on $\Gamma$.

In the case under consideration, one can give more explicit formulas for the coefficients of the operators and of the gluing conditions. Each set $C_{k}(z)$ is connected with two neighboring roots $\alpha_{k}(z)$ and $\beta_{k}(z)$ of the equation $F(x)=z$ :

$$
C_{k}(z)=\left\{(x, y) \in R^{2}: \alpha_{k}(z) \leq x \leq \beta_{k}(z), y= \pm \sqrt{2(z-F(x))}\right\} .
$$

Then the coefficients $a_{k}(z), \lambda_{k}(z)$ have the form

$$
\begin{aligned}
a_{k}(z) & =\int_{C_{k}(z)} \frac{H_{y}^{2}(x, y) d l}{|\nabla H(x, y)|} \\
& =2 \int_{\alpha_{k}(z)}^{\beta_{k}(z)} \sqrt{2(z-F(x))} d x=S_{k}(z), \\
\lambda_{k}(z) & =\int_{C_{k}(z)} \frac{d l}{|\nabla H(x, y)|}=2 \int_{\alpha_{k}(z)}^{\beta_{k}(z)} \frac{d x}{\sqrt{2(z-F(x))}}=\frac{d}{d z} S_{k}(z) .
\end{aligned}
$$

We used here that $|\nabla H(x, y)|=\sqrt{f^{2}(x)+2(z-F(x))}, H_{y}^{2}=2(z-F(x))$,

$$
d l=\frac{|\nabla H(x, y)|}{\left|H_{y}(x, y)\right|} d x \quad \text { for }(x, y) \in C_{k}(z) .
$$

Actually, the equality $\lambda_{k}(z)=S_{k}^{\prime}(z)$ is true for any Hamiltonian $H(x, y)$. Thus the operators $L_{k}$ can be written as

$$
\begin{equation*}
L_{k} v_{k}(z)=\frac{1}{2 S_{k}^{\prime}(z)} \frac{d}{d z}\left(S_{k}(z) \frac{d v_{k}(z)}{d z}\right), \quad(z, k) \in I_{k} \tag{3.2}
\end{equation*}
$$

where $S_{k}(z)$ is the area of the domain bounded by $C_{k}(z)$.

The coefficients of the gluing conditions (3.1) can be expressed through the areas of the corresponding domains as well:

$$
\alpha_{i k_{j}}=S_{k_{j}}(z), \quad\left(z, k_{j}\right)=O_{i}, \quad j=1,2,3 .
$$

We have the following result.
Theorem 2. Assumethat $f(x)$ satisfies the conditions formulated in the be ginning of this section. Let $S_{k}(z)$ be the area of the domain bounded by $C_{k}(z)$ [for the critical values $z=H(x, y)$, the area is defined as the corresponding limit]. Then the processes $Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$, where $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ is defined by (1.6), converge weakly in the space of continuous functions $\varphi:[0, T] \rightarrow \Gamma$, for any $T>0$, to the diffusion process on $\Gamma$ governed by the operators (3.2) inside the edges and by the gluing conditions (3.1) with $\alpha_{i k_{j}}=S_{k_{j}}\left(z_{i}\right)$ at each interior vertex $O_{i}=\left(z_{i}, k_{1}\right)=\left(z_{i}, k_{2}\right)=\left(z_{i}, k_{3}\right)$.

Using this result, one can calculate the main terms of the asymptotics for many interesting characteristics of the process ( $\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}$ ) as $\varepsilon \downarrow 0$. Consider, for example, the asymptotics of the expectation of the exit time from a domain $G \subset R^{2}: u(x, y)=\lim _{\varepsilon \downarrow 0} \varepsilon E_{x, y} \tilde{\tau}^{\varepsilon}, \tilde{\tau}^{\varepsilon}=\min \left\{t:\left(\tilde{X}_{t}^{\varepsilon}, \tilde{Y}_{t}^{\varepsilon}\right) \notin G\right\}$. If the trajectory of the nonperturbed system, starting in $(x, y) \in G$, leaves $G$ in a finite time, then $u(x, y)=0$. Therefore just the domains bounded by the nonperturbed trajectories are of interest. Let $G$ be bounded by the nonsingular trajectories $C_{k_{1}}\left(z_{1}\right), \ldots, C_{k_{l}}\left(z_{l}\right) ;\left(k_{i}, z_{i}\right)$ is the point of $\Gamma$ corresponding to $C_{k_{i}}\left(z_{i}\right)$. In the example shown in Figure 1, $C_{k_{1}}\left(z_{1}\right)=\partial G_{1}$ and $C_{k_{2}}\left(z_{2}\right)=\partial G_{2}$.

Lemma 3.1. Let $\hat{\Gamma}$ be the domain in $\Gamma$ bounded by the points $\left(z_{i}, k_{i}\right)$, $i \in\{1, \ldots, l\}, \tau=\min \left\{t: Y_{t} \notin \hat{\Gamma}\right\}$ and $v_{k}(z)=E_{z, k} \tau,(z, k) \in \hat{\Gamma}$. Then $\lim _{\varepsilon \downarrow 0} \varepsilon E_{x, y} \tilde{\tau}^{\varepsilon}=v_{k}(z)$, where $Y(x, y)=(z, k) \in \hat{\Gamma}$.

Proof. Let $z_{l}=\max \left\{z_{1}, \ldots, z_{l}\right\}$ and $G^{*}$ be the domain in $R^{2}$ bounded by $C_{k_{l}}\left(z_{l}\right), \hat{\tau}^{\varepsilon}=\min \left\{t:\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \notin G^{*}\right\}$. It is clear that $P_{x, y}^{\varepsilon}\left\{\tau^{\varepsilon} \leq \hat{\tau}^{\varepsilon}\right\}=1$, $(x, y) \in G^{*}$, where $\tau^{\varepsilon}=\varepsilon \tilde{\tau}^{\varepsilon}=\min \left\{t:\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \notin G\right\}$. Applying the Itô formula to $H\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$, we have

$$
H\left(X_{\hat{\tau}^{\varepsilon}}^{\varepsilon}, Y_{\hat{\tau}^{\varepsilon}}^{\varepsilon}\right)-H(x, y)=\int_{0}^{\hat{\tau}^{\hat{c}}} H_{y}\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) d W_{s}+\frac{1}{2} \int_{0}^{\hat{\tau}^{\varepsilon}} H_{y y} d s .
$$

Taking into account that $H_{y y} \equiv 1$, we conclude that

$$
\varepsilon E_{x, y}^{\varepsilon} \tilde{\tau}^{\varepsilon}=E_{x, y}^{\varepsilon} \tau^{\varepsilon} \leq E_{x, y}^{\varepsilon} \hat{\tau}^{\varepsilon} \leq z-\min _{(x, y) \in G^{*}} H(x, y)<\infty .
$$

Since the last bound holds uniformly for all $(x, y) \in G^{*}$, we derive, using the Markov property, that all the moments of $\tau^{\varepsilon}$ are bounded uniformly in $\varepsilon>0$, $(x, y) \in G$. In particular, $E_{x, y}^{\varepsilon}\left(\tau^{\varepsilon}\right)^{2} \leq B<\infty$.

Let $\chi_{\tau^{\varepsilon} \leq T}$ be the indicator function of $\left\{\tau^{\varepsilon} \leq T\right\}$. For any $T>0$, we have

$$
\begin{align*}
0 & \leq E_{x, y}^{\varepsilon} \tau^{\varepsilon}-E_{x, y}^{\varepsilon} \tau^{\varepsilon} \chi_{\tau^{\varepsilon} \leq T}=E_{x, y}^{\varepsilon} \tau^{\varepsilon} \chi_{\tau^{\varepsilon}>T} \\
& \leq \sqrt{E_{x, y}^{\varepsilon}\left(\tau^{\varepsilon}\right)^{2} P_{x, y}^{\varepsilon}\left\{\tau^{\varepsilon}<T\right\}} \leq \frac{B}{T} . \tag{3.3}
\end{align*}
$$

Now, one can consider $\tau^{\varepsilon} \chi_{\tau^{\varepsilon} \leq T}$ as a functional on the trajectories of the process $Y_{t}^{\varepsilon}=Y\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)$ on $\Gamma$. These processes converge weakly in $C_{0 T}$ to the process $Y_{t}$ on $\Gamma$ as $\varepsilon \downarrow 0$. The functional $\tau^{\varepsilon} \chi_{\tau^{\varepsilon}<T}$ is not continuous in $C_{0 T}$, but the set where it is discontinuous has probability zero for the limiting process $Y_{t}$, since the diffusion coefficient of $Y_{t}$ at the boundary of $\hat{\Gamma}$ is not zero. Thus we can conclude from the weak convergence that

$$
\lim _{\varepsilon \downarrow 0} E_{x, y}^{\varepsilon} \tau^{\varepsilon} \chi_{\tau^{\varepsilon} \leq T}=E_{Y(x, y)} \tau \chi_{\tau \leq T} .
$$

This equality together with (3.3) implies the statement of the lemma.
The function $v_{k}(z)=E_{z, k} \tau$, as it follows from the theory of Markov processes, is the solution of the boundary problem

$$
\begin{align*}
L_{k} v_{k}(z) & =-1, & & (z, k) \in \hat{\Gamma} ;(z, k) \text { is not a vertex, } \\
v_{k_{i}}\left(z_{i}\right) & =0, & & i=1, \ldots, l . \tag{3.4}
\end{align*}
$$

One should add the gluing conditions at the interior vertices and the continuity on $\hat{\Gamma}$.

Problem (3.4) can be solved, in a sense, explicitly. Equations (3.4) are linear, and the general solution is the sum of a solution of the nonhomogeneous problem (satisfying the gluing condition, of course) and the general solution of the equations with zero in the right-hand side. It is clear that the function $v_{k}(z) \equiv-2 z$ satisfies the nonhomogeneous equations. The solutions of the homogeneous equations (satisfying the gluing conditions) can be constructed in the following way. Single out one of the boundary points of $\hat{\Gamma}$, say $\left(z_{l}, k_{l}\right)$. Consider the edges of $\hat{\Gamma}$ which contain a boundary point different from $\left(z_{l}, k_{l}\right)$ (these are the edges $I_{k_{1}}, \ldots, I_{k_{l-1}}$ ) and write a constant $c_{j}$ on each $I_{k_{j}}$. Write zero on any edge of $\hat{\Gamma}$ which has an exterior vertex and no boundary points, besides, maybe, the point ( $z_{l}, k_{l}$ ). Now, define constants $c_{j}$ for the rest of the edges of $\hat{\Gamma}$ so that if a vertex $O=\left(H_{0}, \nu\right)$ is the common point of $I_{\nu_{1}}, I_{\nu_{2}}, I_{\nu_{3}}$ and the coordinate $z$ on $I_{\nu_{1}}$ and $I_{\nu_{2}}$ is smaller than $H_{0}$ (thus, $z$ is greater than $H_{0}$ on $I_{\nu_{3}}$ ), then $c_{\nu_{3}}=c_{\nu_{1}}+c_{\nu_{2}}$. This condition allows us to extend the sequence $c_{1}, \ldots, c_{l-1}$ to all the edges included in $\hat{\Gamma}$ in a unique way.

For any point $(z, k) \in \hat{\Gamma}$, there exists a unique path leading from $(z, k)$ to $\left(z_{l}, k_{l}\right)$. Let $C(t)=c_{j}$ and $S(t)=S_{k_{j}}(z)$ if $t=\left(z, k_{j}\right) \in \Gamma$. Put

$$
w^{c_{0}, c_{1}, \ldots, c_{l-1}}(z, k)=\int_{(z, k)}^{\left(z_{l}, k_{l}\right)} \frac{C(t) d t}{S(t)}+c_{0} .
$$

It is easy to see that the function $w^{c_{0}, c_{1}, \ldots, c_{l-1}}(z, k)$ on $\Gamma$ satisfies the equations $L_{k} w^{c_{0}, c_{1}, \ldots, c_{l-1}}(z, k)=0$, if $(z, k)$ is not a vertex, and satisfies the gluing conditions at the vertices. Choose the constants $c_{0}, c_{1}, \ldots, c_{l-1}$ from the boundary conditions at the points $\left(z_{i}, k_{i}\right)$ :

$$
\begin{equation*}
w^{c_{0}, c_{1}, \ldots, c_{l}}\left(z_{i}, k_{i}\right)=2 z_{i}, \quad i=1, \ldots, l . \tag{3.5}
\end{equation*}
$$

This is a system of linear algebraic equations with respect to $c_{0}, \ldots, c_{l}$. One can check that system (3.5) defines the constants $c_{0}, \ldots, c_{l}$ in a unique way. Then the function

$$
v_{k}(z)=-2 z+w^{c_{0}, c_{1}, \ldots, c_{l-1}}(z, k)
$$

is the solution of the problem (3.4) and

$$
u(x, y)=\lim _{\varepsilon \downarrow 0} \varepsilon E_{x, y}^{\varepsilon} \tilde{\tau}^{\varepsilon}=v_{k(x, y)}\left(\frac{1}{2} y^{2}+F(x)\right) ;
$$

$k(x, y)$ is the index of the edge containing the point $Y(x, y)$.
Let, for example, the function $f(x)$ and the domain $G$ be as in Figure 1. Then $\hat{\Gamma}$ consists of edges $\tilde{I}_{1}=\left(\partial_{1}, O_{2}\right), \tilde{I}_{2}=\left(O_{2}, \partial_{2}\right), I_{3}=\left(O_{2}, O_{4}\right), I_{4}=\left(O_{3}, O_{4}\right)$, $I_{5}=\left(O_{5}, O_{4}\right) ; \partial_{1}=Y\left(\partial G_{1}\right), \partial_{2}=Y\left(\partial G_{2}\right)$. We prescribe 0 to $I_{4}, I_{5}$ and prescribe $c_{1}$ to $\tilde{I}_{1}$. The rule of extension of these constants to the other edges gives us $c_{3}=0, c_{1}=c_{2}$. Let $H_{1}$ and $H_{2}$ be the values of $H(x, y)$ on $\partial G_{1}$ and $\partial G_{2}$, respectively, and let $H\left(O_{2}\right)$ be the value of $H(x, y)$ at $O_{2}$. The constants $c_{1}, c_{0}$ satisfy the equations

$$
\begin{aligned}
& v_{1}\left(H_{1}\right)=c_{0}-2 H_{1}=0 \\
& v_{2}\left(H_{2}\right)=-2 H_{2}+c_{0}+c_{1} \int_{\left(H_{2}, 2\right)}^{\left(H_{1}, 1\right)} \frac{d t}{S(t)}=0 .
\end{aligned}
$$

Solving this system, we have

$$
c_{0}=2 H_{1}, \quad c_{1}=2\left(H_{2}-H_{1}\right)\left(\int_{\left(H_{2}, 2\right)}^{\left(H_{1}, 1\right)} \frac{d t}{S(t)}\right)^{-1}
$$

and thus

$$
\begin{aligned}
u(x, y)= & -2 H(x, y)+2 H_{1} \\
& +2\left(H_{2}-H_{1}\right)\left(\int_{\left(H_{2}, 2\right)}^{\left(H_{1}, 1\right)} \frac{d t}{S(t)}\right)^{-1} \int_{(H(x, y), k(x, y))}^{\left(H_{1}, 1\right)} \frac{d t}{S(t)}, \\
& \quad(H(x, y), k(x, y)) \in \tilde{I}_{1} \cup \tilde{I}_{2} ; \\
u(x, y)=u\left(O_{2}\right)+2 H\left(O_{2}\right)-2 H(x, y) ; \quad & Y(x, y) \in I_{3} \cup I_{4} \cup I_{5} .
\end{aligned}
$$
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