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#### Abstract

We study the eigenvalue distribution of $N \times N$ symmetric random matrices $H_{N}(x, y)=N^{-1 / 2} h(x, y), x, y=1, \ldots, N$, where $h(x, y), x \leq y$ are Gaussian weakly dependent random variables. We prove that the normalized eigenvalue counting function of $H_{N}$ converges with probability 1 to a nonrandom function $\mu(\lambda)$ as $N \rightarrow \infty$. We derive an equation for the Stieltjes transform of the measure $d \mu(\lambda)$ and show that the latter has a compact support $\Lambda_{\mu}$. We find the upper bound for $\lim \sup _{N \rightarrow \infty}\left\|H_{N}\right\|$ and study asymptotically the case when there are no eigenvalues of $H_{N}$ outside of $\Lambda_{\mu}$ when $N \rightarrow \infty$.


1. Introduction. The first studies of $N \times N$ random matrices date back to the works in multivariate statistical analysis of the thirties and forties [see, e.g., the monograph by Anderson (1984)]. In the early fifties, Wigner used random matrices (RM) in nuclear physics, where the asymptotic behavior for large- $N$ of the eigenvalue statistics plays an important role [see the collection of papers edited by Porter (1965)]. At present, random matrices are of great interest because of their applications in various fields of theoretical physics and also because of their rich mathematical content [see, e.g., the monographs and reviews by Cohen, Kesten and Newman (1986), Crisanti, Paladin and Vulpiani (1993), Bougerol and Lacroix (1985), Di Francesco, Ginsparg and Zinn-Justin (1995), Mehta (1991) and Voiculescu, Dykema and Nica (1992)].

In the RM theory, the following two classes of ensembles of Hermitian (or real symmetric) matrices have been most studied:

1. Ensembles of random matrices with jointly independent entries.
2. Ensembles of $N \times N$ matrices whose probability distribution is invariant with respect to the unitary (or orthogonal) transformations of $\mathbb{C}^{N}$ (or $\mathbb{R}^{N}$ ).
These two classes of ensembles can be regarded as different generalizations of the Gaussian unitary (or orthogonal) ensemble that plays a fundamental role in the RM theory [see, e.g., the monograph by Mehta (1991) and references therein]. This ensemble consists of Hermitian (or real symmetric, respectively) $N \times N$ matrices $H_{N}$ whose entries $H_{N}(x, y), 1 \leq x \leq y \leq N$ are independent Gaussian random variables with zero mathematical expectation

[^0]and variance $v^{2}$ for $x \neq y$ and $2 v^{2}$ for $x=y$ (for brevity we will consider the orthogonal case called GOE).

Ensembles (1) and (2) are opposite generalizations of the GOE in the sense that the matrices of (1) have independent arbitrarily distributed entries, while those of (2) possess a rather strong statistical dependence that does not decay even when the entries are far enough from one another in the matrix. Thus, it is natural to expect that the eigenvalue distributions of matrices (1) and (2) have different properties [see, e.g., Wigner (1955) and Boutet de Monvel, Pastur and Shcherbina (1995), respectively].

The present paper deals with ensembles that can be regarded as intermediate between (1) and (2). More precisely, we consider the case when the entries $H_{N}(x, y)$ of a symmetric $N \times N$ matrix $H_{N}$ are weakly dependent Gaussian random variables; that is, we assume that the correlations between them vanish as the "distance" increases. This distance between $H_{N}(x, y)$ and $H_{N}\left(x^{\prime}, y^{\prime}\right), x \leq y, x^{\prime} \leq y^{\prime}$ can be defined as the sum $\left|x-x^{\prime}\right|+\left|y-y^{\prime}\right|$.

We are interested in the asymptotic behavior as $N \rightarrow \infty$ of the spectral norm and eigenvalue distribution of $H_{N}$. These two characteristics are basic in spectral RM theory and play an important role in many applications [see, e.g., Bovier, Gayrard and Picco (1995), Crisanti, Paladin and Vulpiani (1993) and Isopi and Newman (1992)].

Given an $N \times N$ real symmetric matrix $H_{N}$, the eigenvalue distribution is described by the normalized eigenvalue counting function (NCF)

$$
\begin{equation*}
\sigma\left(\lambda ; H_{N}\right)=\#\left\{\lambda_{j}^{(N)} \leq \lambda\right\} N^{-1}, \quad \lambda_{1}^{(N)} \leq \cdots \leq \lambda_{N}^{(N)} \tag{1.1}
\end{equation*}
$$

where $\lambda_{j}^{(N)} \equiv \lambda_{j}\left(H_{N}\right)$ are the eigenvalues of $H_{N}$. The spectral norm of $H_{N}$ is defined as

$$
\left\|H_{N}\right\|=\max _{j}\left|\lambda_{j}\left(H_{N}\right)\right| .
$$

An important result of the RM theory is the semicircle law derived by Wigner (1955). For the case of GOE it can be formulated as follows. Consider the ensemble of real symmetric random matrices $H_{N}$ with entries

$$
\begin{equation*}
H_{N}(x, y)=\frac{1}{\sqrt{N}} h(x, y), \quad x, y=1, \ldots, N \tag{1.2}
\end{equation*}
$$

where $h(x, y), x \leq y, x, y \in \mathbb{N}$ are jointly independent random variables defined on the same probability space. Assume that the family $\{h(x, y)\}$ has a Gaussian distribution and satisfies the conditions

$$
\begin{equation*}
\mathbf{E} h(x, y)=0 \tag{1.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{E} h(x, y) h(s, t)=v^{2}[\delta(x-s) \delta(y-t)+\delta(x-t) \delta(y-s)] \tag{1.3b}
\end{equation*}
$$

where the symbol $\mathbf{E}$ denotes the mathematical expectation and $\delta$ is the Kronecker symbol:

$$
\delta(x)= \begin{cases}1, & \text { if } x=0 \\ 0, & \text { if } x \neq 0\end{cases}
$$

Then $\sigma\left(\lambda ; H_{N}\right)$ weakly converges with probability 1 , when $N \rightarrow \infty$, to a nonrandom nondecreasing function $\sigma_{v}(\lambda)$,

$$
\begin{gather*}
\lim _{N \rightarrow \infty} \sigma\left(\lambda ; H_{N}\right)=\sigma_{v}(\lambda)  \tag{1.4a}\\
\sigma_{v}^{\prime}(\lambda)= \begin{cases}\left(2 \pi v^{2}\right)^{-1} \sqrt{4 v^{2}-\lambda^{2}}, & \text { if }|\lambda| \leq 2 v \\
0, & \text { if }|\lambda|>2 v\end{cases} \tag{1.4b}
\end{gather*}
$$

Here and below, by weak convergence of NCF's $\sigma\left(\lambda ; H_{N}\right)$ we mean the weak convergence of the measures $d \sigma\left(\lambda ; H_{N}\right)$ that are associated in a natural way with nonnegative nondecreasing functions.

It follows from (1.4) that $(-2 v, 2 v)$ is the support of the measure $d \sigma(\lambda)$. This means that the number $n(N)$ of eigenvalues that fall into this interval is proportional to $N$ and $\lim _{N \rightarrow \infty} n(N) N^{-1}=1$. In fact, a stronger statement is valid: with probability 1 all eigenvalues of $H_{N}$ fall into this interval, because, according to the results of Bronk (1964) and Geman (1980),

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|H_{N}\right\|=2 v \quad \text { with probability } 1 \tag{1.5}
\end{equation*}
$$

Analogous facts are known also for ensembles of random matrices with independent entries more general than GOE. Namely, the semicircle law (1.4) is valid for the ensemble of matrices $H_{N}$ (1.2), where $h(x, y), x \leq y$ are arbitrary i.i.d. random variables satisfying (1.3) [see Pastur (1973) and Girko (1975) for the sufficiency and necessity of these conditions, respectively, and Girko (1988) for more details]. This ensemble is known as the Wigner ensemble of random matrices.

Relation (1.5) was also shown to be true for the Wigner ensemble. In this case, the condition $\mathbf{E}|h(x, y)|^{4}<\infty$ is a sufficient and necessary one [see, e.g., Bai and Yin (1988) for a more general formulation]. Under more restrictive conditions on the probability distribution of $h(x, y)$, Boutet de Monvel and Shcherbina (1995) derived that the exponential bound

$$
\begin{align*}
& \operatorname{Prob}\left\{\left\|H_{N}\right\|>2 v(1+\varepsilon)\right\}  \tag{1.6}\\
& \quad=\exp \left\{-N^{\tau} \log (1+\varepsilon)(1+o(1))\right\}, \quad N \rightarrow \infty
\end{align*}
$$

is valid for any given fixed $\varepsilon>0$ with some positive $\tau$. A similar estimate follows from deep results recently obtained for the Wigner ensemble by Sinai and Soshnikov (1998). Relation (1.6) can be regarded as a generalization of estimates derived by Bronk (1964) for GUE and GOE.

In the present paper, our main goal is to understand how the statistical dependence between entries of random matrix $H_{N}$ can change the limiting behavior of the spectral norm and eigenvalue distribution. Under rather natural conditions, we find the upper bound for $\lim \sup _{N \rightarrow \infty}\left\|H_{N}\right\|$, derive the
estimate (1.6), and prove that the nonrandom limit $\mu(\lambda)$ of $\sigma\left(\lambda ; H_{N}\right)$ exists. We show that in general the limit of $\left\|H_{N}\right\|$ and the upper (lower) bound of the support of $d \mu(\lambda)$ do not coincide. We prove that this coincidence takes place for a certain class of random matrices that includes the important particular case when the random field $\left\{H_{N}(x, y)\right\}$ can be regarded as a stationary one.

The paper is organized as follows. In Section 2 we formulate our main statements. In Section 3 we prove the theorems of Section 2 with the help of one key technical result (Theorem 3.1). Section 4 is devoted to the proof of Theorem 3.1. In Section 5 we formulate and prove auxiliary statements.
2. Main results and discussion. Let $V$ be a nonrandom bounded symmetric nonnegative operator in $l^{2}(\mathbb{N})$ with real entries $V(x, y), x, y \in \mathbb{N}$. Let $h(x, y), x \leq y, x, y \in \mathbb{N}$ be random variables defined on the same probability space $\Omega$. We assume that the joint distribution of $\{h(x, y)\}$ is Gaussian with the following properties [cf. (1.3)]:

$$
\begin{equation*}
\mathbf{E} h(x, y)=0 \tag{2.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{E} h(x, y) h(s, t)=V(x, s) V(y, t)+V(x, t) V(y, s) . \tag{2.1b}
\end{equation*}
$$

One can easily show that the matrix $C(x, y ; s, t)=V(x, s) V(y, t)+$ $V(x, t) V(y, s)$ is nonnegatively defined and therefore satisfies the covariance criterion [Loève (1978)]. We prove this in Lemma 5.9 of Section 5.

We introduce random symmetric $N \times N$ matrices $H_{N}$ and $V_{N}$ by the relations

$$
H_{N}(x, y)=N^{-1 / 2}\left\{\begin{array}{ll}
h(x, y), & \text { if } x \leq y,  \tag{2.2}\\
h(y, x), & \text { if } x>y,
\end{array} \quad x, y=1, \ldots, N\right.
$$

and $V_{N}(x, y)=V(x, y), x, y=1, \ldots, N$ and define the spectral norm of $H_{N}$ as

$$
\left\|H_{N}\right\|=\max _{j=1,2, \ldots, N}\left|\lambda_{j}^{(N)}\right|
$$

where $\lambda_{j}^{(N)}$ are the eigenvalues of $H_{N}$.
Theorem 2.1. Denote

$$
\begin{equation*}
\tilde{V} \equiv\|V\|_{l^{2}}<\infty, \quad v_{1}^{(+)}=\limsup _{N \rightarrow \infty} \frac{1}{N} \operatorname{Tr} V_{N} \leq \tilde{V} \tag{2.3}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
v_{1}^{(-)}=\liminf _{N \rightarrow \infty} \frac{1}{N} \operatorname{Tr} V_{N}>0 \tag{2.4}
\end{equation*}
$$

where $\operatorname{Tr}$ denotes the trace of a matrix. Then the inequality

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|H_{N}\right\| \leq 2 \sqrt{v_{1}^{(+)} \tilde{V}} \tag{2.5}
\end{equation*}
$$

holds with probability 1.

Remark. Using the technique developed to prove Theorem 2.1, it is possible to consider the ensembles (2.1) and (2.2) such that [cf. (2.4)]

$$
\begin{equation*}
N^{-1} \operatorname{Tr} V_{N}=O\left(N^{-\tau}\right), \quad N \rightarrow \infty \text { with some } \tau>0 \tag{2.6}
\end{equation*}
$$

In this case, the upper bound for the norm $\left\|H_{N}\right\|$ remains the same as in (2.5), but the estimate for probability $\operatorname{Prob}\left\{\left\|H_{N}\right\|>2 \sqrt{v_{1}^{(+)}} \tilde{V}(1+\varepsilon)\right\}$ that we derive is changed [see (2.23) and proof of Theorem 3.1 in Section 4].

The quantities $v_{1}^{(-)}$and $v_{1}^{(+)}$coincide in an important particular case where the limit of the normalized eigenvalue counting function (1.1) of $V_{N}$ exists,

$$
\begin{equation*}
\nu(\lambda)=\lim _{N \rightarrow \infty} \sigma\left(\lambda ; V_{N}\right) \tag{2.7}
\end{equation*}
$$

Assuming (2.7), we can study the limiting eigenvalue distribution of $H_{N}$ in more detail.

Theorem 2.2. Let $V$ satisfies conditions (2.3) and (2.7), then:
(i) There exists a nonrandom function $\mu(\lambda)$ such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sigma\left(\lambda ; H_{N}\right)=\mu(\lambda) \tag{2.8}
\end{equation*}
$$

with probability 1.
(ii) The Stieltjes transform $f(z)$ of $d \mu(\lambda)$,

$$
f(z)=\int_{-\infty}^{\infty}(\lambda-z)^{-1} d \mu(\lambda), \quad z \in \mathbb{C} \backslash \mathbb{R}
$$

can be found from the relation

$$
\begin{equation*}
f(z)=\int_{0}^{\infty} \frac{d \nu(\lambda)}{-z-\lambda g(z)} \tag{2.9a}
\end{equation*}
$$

where $g(z)$ is a solution of the equation

$$
\begin{equation*}
g(z)=\int_{0}^{\infty} \frac{\lambda d \nu(\lambda)}{-z-\lambda g(z)}, \quad z \in \mathbb{C} \backslash \mathbb{R} \tag{2.9b}
\end{equation*}
$$

This equation is uniquely solvable in the class $\mathbf{F}$ of functions $\phi(z)$ analytic in $z \in \mathbb{C} \backslash \mathbb{R}$ and satisfying the conditions

$$
\lim _{\eta \rightarrow \infty} \eta \phi(i \eta)<\infty, \quad \operatorname{Im} \phi(z) \operatorname{Im} z>0, \quad z \in \mathbb{C} \backslash \mathbb{R} .
$$

(iii) The support $\Lambda_{\mu}$ of the measure $d \mu(\lambda)$ satisfies the relation

$$
\begin{equation*}
\Lambda_{\mu} \subset\left(-2 \sqrt{v_{1} v_{m}}, 2 \sqrt{v_{1} v_{m}}\right) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{1}=\int_{0}^{\infty} \lambda d \nu(\lambda), \quad v_{m}=\sup _{\lambda \in \Lambda_{\nu}} \lambda \tag{2.11}
\end{equation*}
$$

and $\Lambda_{\nu}$ is the support of the measure $d \nu(\lambda)$; also, if $\lambda \in \Lambda_{\mu}$, then $-\lambda \in \Lambda_{\mu}$.

Remarks. (i) Equation (2.9) was derived by Khorunzhy and Pastur (1994) for random matrices (2.2) with Gaussian $h(x, y)$ satisfying (2.1), where $V(x, y)=u(x-y)$ and

$$
\begin{equation*}
u(-x)=u(x), \quad x \in \mathbb{Z}, \sum_{x \in \mathbb{Z}}|u(x)|<\infty \tag{2.12}
\end{equation*}
$$

The latter inequality implies that the family of random variables $\{h(x, y)\}$ is weakly correlated, that is, that the dependence between $h(x, y)$ and $h(s, t)$ vanishes when $|x-s|$ or $|y-t|$ increases infinitely. Conditions (2.12) provide the existence of the limit (2.7) given by the relation

$$
\nu(\lambda)=\operatorname{meas}\{p \in[0,1]: \tilde{u}(p) \leq \lambda\}
$$

where $\tilde{u}(p)=\sum_{x \in \mathbb{Z}} u(x) \exp \{2 \pi i x p\}, p \in[0,1]$ [see, e.g., Grenander and Szegö (1958)].
(ii) Several analogues of (2.9) are known for some classes of random operators with statistically dependent coefficients [see, e.g., Wegner (1979), Khorunzhy and Pastur (1993) and Khorunzhy (1996)].
(iii) Condition (2.7) can be regarded as a certain form of the condition of weak statistical dependence for the family $\{h(x, y)\}$. Indeed, it follows from (2.3) and (2.7) that $N^{-1} \sum_{x, y=1}^{N}[V(x, y)]^{2}$ is bounded as $N \rightarrow \infty$. Therefore the $N^{2}$ terms $[V(x, y)]^{2}$ cannot be all of the same order of magnitude. This implies a decay of $V(x, y)$ when $|x-y| \rightarrow \infty$.
(iv) In case $V$ has a diagonal form

$$
\begin{equation*}
V(x, y)=w(x) \delta(x-y), \quad x, y \in \mathbb{N}, w(x)>0 \tag{2.13}
\end{equation*}
$$

the Gaussian random variables $h(x, y)$ are uncorrelated and, hence, are jointly independent. In this case, condition (2.7) is equivalent to the condition that the following limit exists:

$$
\begin{equation*}
\nu(\lambda)=\lim _{N \rightarrow \infty} \#\{x: w(x) \leq \lambda, x=1, \ldots, N\} N^{-1} \tag{2.14}
\end{equation*}
$$

This is true in the case where $w(x)$ is determined as a realization of an infinite sequence of i.i.d. random variables with distribution function $\nu(\lambda)$. Then the law of large numbers implies (2.14).
(v) Set

$$
\nu(\lambda)= \begin{cases}0, & \text { if } \lambda \leq v^{2}  \tag{2.15}\\ 1, & \text { if } \lambda>v^{2}\end{cases}
$$

Then (2.9) reduces to the equation

$$
\begin{equation*}
f(z)=\frac{1}{-z-v^{2} f(z)} \tag{2.16}
\end{equation*}
$$

This equation was first derived by Marchenko and Pastur (1967) for the Wigner ensemble of random matrices.
(vi) Any function $\phi(z) \in \mathbf{F}$ admits a representation

$$
\phi(z)=\int_{-\infty}^{\infty}(\lambda-z)^{-1} d \sigma(\lambda),
$$

where $\sigma(\lambda)$ is a nonnegative nondecreasing function such that $\int_{-\infty}^{\infty} d \sigma(\lambda)<\infty$. This function can be found by the inversion formula

$$
\begin{equation*}
\sigma(b)-\sigma(a)=\lim _{\eta \downarrow 0} \frac{1}{\pi} \operatorname{Im} \int_{a}^{b} \phi(\lambda+i \eta) d \lambda, \tag{2.17}
\end{equation*}
$$

where $a$ and $b$ are such that $\sigma(\lambda)$ is continuous at these points [see, e.g., Donoghue (1974)]. If the derivative $\sigma^{\prime}$ exists on the whole axis, then (2.17) can be rewritten as

$$
\begin{equation*}
\sigma^{\prime}(a)=\frac{1}{\pi} \operatorname{Im} \phi(a+i 0) . \tag{2.18}
\end{equation*}
$$

Using (2.18), one can easily derive from (2.16) an exact expression for $\sigma_{v}^{\prime}(\lambda)$ (1.4b).

We obtain (2.5) and (2.8) and (2.9) under the rather weak and natural conditions (2.3) and (2.4) and (2.7). In brief, we require that the matrix $V$ possess those spectral characteristics that we expect to exist for $H_{N}$ in the limit $N \rightarrow \infty$. We see that the location of the support of the limiting eigenvalue distribution function is determined by the product $v_{1} v_{m}$, while the upper bound of the spectral norm $\left\|H_{N}\right\|$ is determined by the variables $v_{1}$ and $\|V\|$. It is natural to assume that the lower bound of $\left\|H_{N}\right\|$ also depends on the norm $\|V\|$ and therefore in general there exist eigenvalues of $H_{N}$ lying outside of the support $\Lambda_{\mu}$.

A trivial example of a matrix $H_{N}$ with this property is provided by (2.1) and (2.2) when $V(x, y)$ has the form of (2.13), with

$$
w(x)= \begin{cases}v^{\prime}, & \text { if } x=1  \tag{2.19}\\ v, & \text { if } x>1\end{cases}
$$

In this case it is easy to see that $\nu(\lambda)$ is given by (2.15) and, hence, the density of the limit eigenvalue distribution is given by (1.4) and has the support $(-2 v, 2 v)$. On the other hand, we have for the vector $e_{1}(x)=\delta(x-1)$, with probability 1 ,

$$
\left\|H_{N} e_{1}\right\|^{2}=\frac{1}{N} \sum_{x=1}^{N}[h(x, 1)]^{2} \rightarrow v v^{\prime} \quad \text { as } N \rightarrow \infty .
$$

This relation implies that $\lim \sup _{N \rightarrow \infty}\left\|H_{N}\right\|^{2} \geq v v^{\prime}$. Thus, for $v^{\prime}>4 v$ one can find with probability 1 eigenvalues of $H_{N}$ outside $(-2 v, 2 v)$ in the limit $N \rightarrow \infty$.

Theorem 2.3. Let $V$ satisfies the conditions of Theorem 2.2 and

$$
\begin{equation*}
\frac{1}{N} \operatorname{Tr} V_{N}^{r} \leq \int_{0}^{\infty} \lambda^{r} d \nu(\lambda), \quad r \in \mathbb{N} \tag{2.20}
\end{equation*}
$$

for all $N \in \mathbb{N}$. Then with probability 1 ,

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|H_{N}\right\|=\chi_{\mu}, \tag{2.21}
\end{equation*}
$$

where $\chi_{\mu}=\sup _{\lambda \in \Lambda_{\mu}}|\lambda|$.

It is easy to show that (2.20) is satisfied when $V$ is a difference matrix

$$
\begin{equation*}
V(x, y)=u(x-y) \tag{2.22}
\end{equation*}
$$

with nonnegative entries $u(x)>0$ such that (2.12) holds (see Lemma 5.5 in Section 5). It should be noted that all our results remain valid in the case where condition (2.1b) is replaced by the condition

$$
\mathbf{E} h(x, y) h(s, t)=V(x, s) V(y, t)
$$

In this case the particular form (2.22) of $V$ describes the random field $\{h(x, y), x \leq y\}$ that can be regarded as a version of a stationary random field. In this connection, let us note that the matrices $H_{N}$ resemble the metrically transitive operators introduced and studied by Pastur and Figotin (1992). These operators have the property that their spectra coincide with the support of the limiting eigenvalue distribution function. Thus, our observations lead to the conjecture that the same property for random matrices is also related with stationarity of the probability distribution of their entries. It could be interesting to develop a more precise formulation of this conjecture.

To conclude, we remark that as a by-product of the proof of Theorems 2.1 and 2.3 [see estimates (3.14) and (3.24)] we obtain the estimate

$$
\begin{equation*}
\operatorname{Prob}\left\{\left\|H_{N}\right\|>\chi_{\mu}\left(1+\varepsilon_{N}\right)\right\} \leq \exp \left[-\left(\frac{N}{3 \theta_{N}}\right)^{1 / 6} \varepsilon_{N}(1+o(1))\right] \tag{2.23}
\end{equation*}
$$

as $N \rightarrow \infty$, where $\theta_{N}=\left\|V_{N}\right\| /\left(N^{-1} \operatorname{Tr} V_{N}\right)$ and $\varepsilon_{N}$ is an arbitrarily chosen sequence such that $N^{1 / 6}\left(3 \theta_{N}\right)^{-1 / 6} \varepsilon_{N} \rightarrow \infty$ as $N \rightarrow \infty$.

In the case of GOE, estimate (2.23) takes the form

$$
\begin{align*}
& \operatorname{Prob}\left\{\left\|H_{N}\right\|>2 v\left(1+\varepsilon_{N}\right)\right\} \\
& \quad \leq \exp \left[-(N)^{\tau} \varepsilon_{N} / 3(1+o(1))\right], \quad N \rightarrow \infty \tag{2.24}
\end{align*}
$$

with $\tau=1 / 6$. In this case it is known that (2.24) holds also for $\tau>1 / 6$. However, it is not hard to observe that the upper bound here is $2 / 3$. In particular, this follows from results obtained by Tracy and Widom (1994) that the maximal eigenvalue of $A_{N}$ is located in the vicinity of the point $2 v(1+$ $N^{-2 / 3}$ ). In this connection, it would be interesting to find an optimal improvement of (2.23).
3. Infinite system of moment relations. To prove the theorems of Section 2, we study the asymptotic behavior of the moments

$$
M_{p}(N)=\mathbf{E} \overline{H_{N}^{p}}, \quad \overline{H_{N}^{p}}=N^{-1} \operatorname{Tr} H_{N}^{p}=\int_{-\infty}^{\infty} \lambda^{p} d \sigma\left(\lambda ; H_{N}\right), p \in \mathbb{N} .
$$

We derive an infinite system of relations that involves the moments $M_{p}(N)$ and certain terms vanishing for $N \rightarrow \infty$. We develop a technique that allows us to estimate these terms for $p=O\left(N^{\tau}\right)$ with some $\tau>0, N \rightarrow \infty$. Using these estimates in the case of finite $p$, we obtain the convergence of $M_{p}(N)$ as $N \rightarrow \infty$ and the convergence of $d \sigma\left(\lambda ; H_{N}\right)$ with probability 1 . The esti-
mates derived for the case of infinitely increasing $p$ allow us to study the deviations of $\left\|H_{N}\right\|$.

Let us introduce the variables

$$
M_{p}^{(q)}(N)=\mathbf{E} \overline{H_{N}^{p} V_{N}^{q}}, \quad p, q \in \mathbb{Z}_{+}, \mathbb{Z}_{+}=\mathbb{N} \cup\{0\}, M_{0}^{(0)}(N)=1
$$

In the sequel we omit the subscripts $N$ when this does not lead to confusion. We compute the average

$$
\mathbf{E} H^{p}(x, y)=\sum_{s=1}^{N} \mathbf{E} H^{p-1}(x, s) H(s, y)
$$

with the help of the following statement.
Proposition 3.1. Let random variables $\gamma_{1}, \ldots, \gamma_{n}$ have a joint Gaussian distribution with zero mathematical expectation. Then

$$
\begin{equation*}
\mathbf{E} \gamma_{j} F\left(\gamma_{1}, \ldots, \gamma_{n}\right)=\sum_{i=1}^{n} \mathbf{E} \gamma_{j} \gamma_{i} \mathbf{E} \frac{\partial F}{\partial \gamma_{i}} \tag{3.1}
\end{equation*}
$$

where $F\left(x_{1}, \ldots, x_{n}\right)$ is a nonrandom smooth function such that all integrals in (3.1) exist.

One can easily prove this statement by integration by parts.
Taking into account (3.1), we derive the relation

$$
\begin{align*}
& \mathbf{E} H^{p-1}(a, b) H(x, y) \\
& =\frac{1}{N} \sum_{i=0}^{p-2} \mathbf{E}\left\{\left[H^{p-2-i} V\right](a, x)\left[V H^{i}\right](y, b)\right.  \tag{3.2}\\
& \left.\quad+\left[H^{p-2-i} V\right](a, y)\left[V H^{i}\right](x, b)\right\}
\end{align*}
$$

(see Lemma 5.1 for the proof). Applying (3.2) to $M_{p}^{(q)}(N)$, we obtain

$$
\begin{equation*}
\mathbf{E} H^{p} V^{q}=\sum_{i=0}^{p-2} \mathbf{E}\left\{\overline{H^{p-2-i} V} \overline{H^{i} V^{q+1}}+N^{-1} \overline{H^{p-2-i} V H^{i} V^{q+1}}\right\} \tag{3.3}
\end{equation*}
$$

Let us introduce the notation

$$
\langle\xi\rangle=\xi-\mathbf{E} \xi,
$$

where $\xi$ is an arbitrary random variable with finite expectation. Taking into account the fact that $\mathbf{E} \overline{H^{2 k+1} V^{q}}=0$ [see also (4.2) and Lemma 5.2 for the proof], we derive from (3.3) that

$$
\begin{align*}
M_{2 k}^{(q)}(N)= & \sum_{j=0}^{k-1} M_{2 k-2-2 j}^{(1)}(N) M_{2 j}^{(q+1)}(N)  \tag{3.4}\\
& +\Phi_{2 k-2}^{(q)}(N)+\Psi_{2 k-2}^{(q)}(N)
\end{align*}
$$

where

$$
\Phi_{2 k-2}^{(q)}(N)=N^{-1} \sum_{i=0}^{2 k-2} \mathbf{E} \overline{H^{2 k-2-i} V H^{i} V^{q+1}}
$$

and

$$
\Psi_{2 k-2}^{(q)}(N)=\sum_{i=0}^{2 k-2} \mathbf{E}\left\langle\overline{H^{2 k-2-i} V}\right\rangle\left\langle\overline{H^{i} V^{q+1}}\right\rangle
$$

The key observation is that $\Phi_{2 k-2}^{(q)}(N)$ and $\Psi_{2 k-2}^{(q)}(N)$ are $o\left(M_{2 k-2}^{(q)}(N)\right)$ as $N \rightarrow \infty$. To show this, we introduce variables

$$
L_{p, N}^{(b)}(x, y)=\sum_{\alpha_{i} \geq 0, \sum_{i=1}^{b} \alpha_{i}=p}\left[H^{\alpha_{1}} V H^{\alpha_{2}} \cdots V H^{\alpha_{b}}\right](x, y)
$$

and

$$
D_{p, N}^{\left(m, N^{q}\right)}\left(b_{1}, \ldots, b_{m}\right)=\sum_{\beta_{i}>0, \sum_{i=1}^{m} \beta_{i}=p}\left|\mathbf{E}\left\langle\overline{\left.L_{\beta_{1}}^{\left(b_{1}\right)} V\right\rangle}\right\rangle\left\langle\overline{L_{\beta_{m-1}}^{\left(b_{m-1}\right)} V}\right\rangle\left\langle\overline{L_{\beta_{m}}^{\left(b_{m}\right)} V^{q+1}}\right\rangle\right|
$$

and formulate our main technical result.
Theorem 3.1. Let $\theta=\sup _{N} \theta_{N}$, with $\theta_{N}=\tilde{V}_{N} / v_{1}^{(N)}$ and

$$
v_{1}^{(N)}=\overline{V_{N}}=N^{-1} \operatorname{Tr} V_{N}, \quad \tilde{V}_{N}=\max _{j=1, \ldots, N}\left|\lambda_{j}\left(V_{N}\right)\right| .
$$

If $N \geq N_{0} \geq 3 \cdot 2^{18} \theta$, then

$$
\begin{equation*}
0<\mathbf{E} \overline{L_{2 k, N}^{(b)} V_{N}^{q}} \leq(2 k+2)^{2(b-1)}(b-1)^{b-1} \tilde{V}^{b-1} M_{2 k}^{(q)}(N) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{2 k, N}^{(m, q)}\left(b_{1}, \ldots, b_{m}\right) \leq \frac{(4 k+4)^{2 B_{m}+m}\left(B_{m}\right)^{B_{m}}}{N^{m}} \tilde{V}^{B_{m}-1} M_{2 k}^{(q+1)}(N) \tag{3.6}
\end{equation*}
$$

for all $q \geq 0$ and $b, k, B_{m}=b_{1}+\cdots+b_{m}$ such that $2 \max \left\{b, B_{m}, 4 k+4\right\} \leq$ $(N / 3 \theta)^{1 / 6}$.

Remarks. (1) To explain the form of the estimates (3.5) and (3.6), let us note that $L_{2 k, N}^{(b)}$ is the sum of $T(2 k, b) \equiv\binom{2 k+b-1}{b-1}$ terms, where $T(2 k, b)$ is the number of all possible distributions of $2 k$ identical balls into $b$ boxes. Each of the terms involved can be estimated from above by the same expression. So, to simplify the subsequent computations, we replace $T(2 k, b)$ by its upper bound. This increases the value of the exponent of $4 k+4$ in the right-hand sides of the estimates (3.5) and (3.6). In turn, this leads to decrease of the exponent $\tau$ in the estimate for the possible growth of $k \leq N^{\tau}$. This is why we consider $\tau=1 / 6$ as far from the optimal exponent.
(2) The factor $N^{m}$ that appears in the right-hand side of (3.6) reflects a special property of the moments $M_{2 k}^{(q)}(N)$ and, hence, of the measure $d \sigma\left(\lambda ; H_{N}\right)$. In the theoretical physics literature this property is known as the strong self-averaging property [see, e.g., Lifshitz, Gredeskul and Pastur
(1988)]. In the RM theory, it was first observed by Berezin (1973). Here the strong self-averaging means that the variance of the variables

$$
\int_{-\infty}^{\infty} \rho(\lambda) d \sigma\left(\lambda ; H_{N}\right), \quad \rho \in C_{0}^{\infty}(\mathbb{R})
$$

is $o\left(N^{-1}\right)$. This is true for a wide class of random matrices. Actually, (3.6) is an improvement of this statement. The form of (3.6) is based on the assertion that the random variable

$$
N\left[\int_{-\infty}^{\infty} \rho(\lambda) d \sigma\left(\lambda ; H_{N}\right)-\mathbf{E} \int_{-\infty}^{\infty} \rho(\lambda) d \sigma\left(\lambda ; H_{N}\right)\right]
$$

converges to a gaussian random variable as $N \rightarrow \infty$ [see, e.g., Girko (1988), Khorunzhy, Khoruzhenko and Pastur (1996)].

Here we prove that the moments of the random variable $\left(\overline{H^{p_{N}}}-\mathbf{E} \overline{H_{N}^{p_{N}}}\right)^{k}$ are of the order $N^{-(p+k)}$ when $N \rightarrow \infty$ and $p+k \rightarrow \infty$ simultaneously. This means that $d \sigma\left(\lambda ; H_{N}\right)$ converges to a nonrandom limit much faster than the strong self-averaging property predicts. Let us also note that a similar observation is made by Sinai and Soshnikov (1998), who have proved that in Wigner ensemble, the random variable $\overline{H_{N}^{p_{N}}}-\mathbf{E} \overline{H_{N}^{p_{N}}}$ converges to a Gaussian random variable when $N, p \rightarrow \infty, p=N^{\tau}, \tau<1 / 2$.
(3) Theorem 3.1 remains valid when $\theta$ is replaced by $\theta_{N}$. This means that we can replace condition (2.4) by condition (2.6), with $\tau>0$ such that $N / \theta_{N}$ $\rightarrow \infty$.

We prove Theorem 3.1 in Section 4. It follows from (3.5) and (3.6) that

$$
\begin{equation*}
\left|\Phi_{2 k-2}^{(q)}(N)\right| \leq \mathbf{E} \frac{1}{N} \overline{L_{2 k-2, N}^{(2)} V^{q+1}} \leq \frac{\theta(4 k)^{2}}{N} M_{0}^{(1)}(N) M_{2 k-2}^{(q+1)}(N) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Psi_{2 k-2}^{(q)}(N)\right| \leq D_{2 k-2, N}^{(2, q)}(1,1) \leq \frac{4 \theta(4 k)^{6}}{N^{2}} M_{0}^{(1)}(N) M_{2 k-2}^{(q+1)}(N) \tag{3.8}
\end{equation*}
$$

for all $N>N_{0}$ such that $(N / 3 \theta)^{1 / 6} \geq 4 k$. Taking these estimates into account, we return to the proof of Theorem 2.1.

Proof of Theorem 2.1. Let us first note that given any positive number $\varepsilon<1$, there exists $N_{1}(\varepsilon)$ such that

$$
\begin{equation*}
\frac{\theta(4 k)^{2}}{N}+\frac{4 \theta(4 k)^{6}}{N^{2}}<\varepsilon \quad \forall N>\max \left\{N_{0}, N_{1}\right\} \tag{3.9}
\end{equation*}
$$

Then (3.7) and (3.8) imply that

$$
\begin{equation*}
(1-\varepsilon) \sum_{j=0}^{k-1} M_{2 k-2-2 j}^{(1)}(N) M_{2 j}^{(q+1)}(N) \leq M_{2 k}^{(q)}(N) \tag{3.10a}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{2 k}^{(q)}(N) \leq(1+\varepsilon) \sum_{j=0}^{k-1} M_{2 k-2-2 j}^{(1)}(N) M_{2 j}^{(q+1)}(N) \tag{3.10b}
\end{equation*}
$$

where $q \in \mathbb{Z}_{+}$and $k \in \mathbb{N}$.
Modifying slightly the arguments used by Boutet de Monvel and Shcherbina (1995), we introduce a sequence of positive numbers $m_{k}^{(q)}(N, \varepsilon)$ determined for a fixed positive $\varepsilon<1$ by the relations
(3.11a) $\quad m_{k}^{(q)}(N, \varepsilon)=(1+\varepsilon) \sum_{j=0}^{k-1} m_{k-1-j}^{(1)}(N, \varepsilon) m_{j}^{(q+1)}(N, \varepsilon), \quad k \geq 1$,

$$
\begin{equation*}
m_{0}^{(q)}(N, \varepsilon)=(1+\varepsilon)^{q / 2} \overline{V_{N}^{q}}, \quad m_{0}^{(0)}(N, \varepsilon)=1 \tag{3.11b}
\end{equation*}
$$

It is easy to see that the inequalities (3.10) imply the estimates

$$
\begin{equation*}
m_{k}^{(q)}(N,-\varepsilon) \leq M_{2}^{(q)}(N) \leq m_{k}^{(q)}(N, \varepsilon) \tag{3.12}
\end{equation*}
$$

Equation (3.11a) resembles the system of relations derived by Wigner (1955) for the moments of the semicircle distribution (see Section 5, Lemma 5.4). From this observation, we obtain

$$
\begin{equation*}
m_{k}^{(q)}(N, \varepsilon) \leq\left[(1+\varepsilon) 2 l_{N}\right]^{2 k}(1+\varepsilon)^{q / 2} \tilde{V}_{N}^{q}, \quad l_{N}=\sqrt{v_{1}^{(N)} \tilde{V}_{N}} \tag{3.13}
\end{equation*}
$$

(see Lemma 5.6 for the proof). Thus we get

$$
M_{2 k}^{(0)}(N) \leq\left[(1+\varepsilon) 2 l_{N}\right]^{2 k}
$$

for $k<8^{-1}(N / 3 \theta)^{1 / 6}$ when $N$ is large enough. Let us show that this implies (2.5).

In view of the definition of the moments $M_{2 k}^{(0)}(N)$, we can write for any $a>0$,

$$
\begin{aligned}
M_{2 k}^{(0)}(N) & \geq \mathbf{E} \int_{\mathbb{R} \backslash(-a, a)} \lambda^{2 k} d \sigma\left(\lambda ; H_{N}\right) \\
& \geq \frac{a^{2 k}}{N} \mathbf{E} \#\left\{\left|\lambda_{j}^{(N)}\right| \geq a\right\} \\
& \geq \frac{a^{2 k}}{N} \operatorname{Prob}\left\{\left\|H_{N}\right\| \geq a\right\} .
\end{aligned}
$$

Then

$$
\begin{align*}
& \operatorname{Prob}\left\{\left\|H_{N}\right\| \geq(1+2 \varepsilon) 2 l_{N}\right\} \\
& \leq N \inf _{k} \frac{M_{2 k}^{(0)}(N)}{\left[(1+2 \varepsilon) 2 l_{N}\right]^{2 k}}  \tag{3.14}\\
&=N \exp \left[-\left(\frac{N}{3 \theta}\right)^{1 / 6} \log \left(1+\frac{\varepsilon}{1+\varepsilon}\right)\right] .
\end{align*}
$$

An elementary calculation shows that

$$
\sum_{N=1}^{\infty} \operatorname{Prob}\left\{\left\|H_{N}\right\| \geq(1+2 \varepsilon) 2 l_{N}\right\}<\infty
$$

Since $\varepsilon$ is arbitrary positive, then the Borel-Cantelli lemma implies (2.5).
Proof of Theorem 2.2. Let us prove Theorem 2.2. In view of condition (2.7), the following limits exist:

$$
\begin{equation*}
\lim _{N \rightarrow \infty} m_{0}^{(q)}(N, \varepsilon)=\hat{m}_{0}^{(q)}(\varepsilon) \equiv(1+\varepsilon)^{q / 2} \int \lambda^{q} d \nu(\lambda) \tag{3.15a}
\end{equation*}
$$

This fact together with Lemma 5.4 implies that for any fixed $k, q \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} m_{k}^{(q)}(N, \varepsilon)=\hat{m}_{k}^{(q)}(\varepsilon), \tag{3.15b}
\end{equation*}
$$

where the moments $\hat{m}_{k}^{(q)}(\varepsilon)$ satisfy the analogue of system (3.11) where (3.11b) is replaced by the right-hand side of (3.15a).

Lemma 5.4 implies that the difference between $m_{k}^{(q)}(-\varepsilon)$ and $m_{k}^{(q)}(\varepsilon)$ vanishes when $\varepsilon$ vanishes. This means that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} M_{2 k}^{(q)}(N)=\hat{m}_{k}^{(q)}(0) \equiv \hat{m}_{k}^{(q)} \tag{3.16}
\end{equation*}
$$

where the $\hat{m}_{k}^{(q)}$ satisfy the system of relations

$$
\begin{align*}
& \hat{m}_{k}^{(q)}=\sum_{j=0}^{k-1} \hat{m}_{k-1-j}^{(1)} \hat{m}_{j}^{(q+1)}, \quad k, q \geq 1,  \tag{3.17a}\\
& \hat{m}_{0}^{(q)}=\int \lambda^{q} d \nu(\lambda), \quad q \geq 1, \hat{m}_{0}^{(0)}=1 . \tag{3.17b}
\end{align*}
$$

Relation (3.16) with $q=0$ can be rewritten in the form

$$
\lim _{N \rightarrow \infty} \mathbf{E} \int \lambda^{2 k} d \sigma\left(\lambda ; H_{N}\right)=\hat{m}_{k}^{(0)}
$$

It follows from Lemma 5.2 of Section 5 that $\mathbf{E} \int \lambda^{2 k+1} d \sigma\left(\lambda ; H_{N}\right)=0$. Let us show that there exists a unique limiting measure $d \mu(\lambda)$ with odd moments zero and even moments $\hat{m}_{k}^{(0)}$ bounded by $(2 \tilde{V})^{2 k}$ [see (3.13)].

Let us define the functions

$$
\begin{equation*}
f^{(q)}(z)=-\sum_{k=0}^{\infty} \hat{m}_{k}^{(q)} z^{-2 k-1}, \quad q \in \mathbb{Z}_{+} \tag{3.18}
\end{equation*}
$$

which are analytic in the region

$$
\begin{equation*}
U=\left\{z:|\operatorname{Im} z| \geq 2 \tilde{V}^{2}+1\right\} \tag{3.19}
\end{equation*}
$$

Then it is easy to show that (3.17) is equivalent to the system of equations

$$
\begin{equation*}
-z f^{(q)}(z)=\hat{m}_{0}^{(q)}+f^{(1)}(z) f^{(q+1)}(z), \quad q \in \mathbb{Z}_{+} \tag{3.20}
\end{equation*}
$$

The system (3.20) has a unique solution that is also the unique solution of the system

$$
\begin{equation*}
f^{(q)}(z)=\int \frac{\lambda^{q} d \nu(\lambda)}{-z-\lambda f^{(1)}(z)}, \quad q \in \mathbb{Z}_{+} \tag{3.21}
\end{equation*}
$$

(see Lemma 5.7 for the proof). Denoting $f^{(0)}(z) \equiv f(z)$ and $f^{(1)}(z) \equiv g(z)$, we obtain (2.9). In Lemma 5.8 we prove (iii) of Theorem 2.2.

At this point, we have derived the weak convergence (2.8) in average. To prove that (2.8) holds with probability 1, we need to show that $\lim _{N \rightarrow \infty} \overline{H_{2 k}^{(N)}}=$ $\hat{m}_{k}^{(0)}$ with probability 1 . This can easily be proved in view of the convergence (3.16) of the mathematical expectations $M_{2 k}^{(q)}(N)=\mathbf{E} \overline{H_{2 k}^{(N)} V_{N}^{q}}$ and the estimate of the variance

$$
\begin{equation*}
\mathbf{E}\left\langle\overline{H_{2 k}^{(N)} V_{N}^{q}}\right\rangle\left\langle\overline{H_{2 k}^{(N)} V_{N}^{q}}\right\rangle=O\left(N^{-2}\right), \quad N \rightarrow \infty \text { for fixed } k, q \in \mathbb{Z}_{+}, \tag{3.22}
\end{equation*}
$$

which follows from relation (3.6) of Theorem 3.1. Let us note that in Lemma 5.2 we prove that

$$
\mathbf{E}\left\langle\overline{H_{2 k+1}^{(N)} V_{N}^{q}}\right\rangle\left\langle\overline{H_{2 k+1}^{(N)} V_{N}^{q}}\right\rangle=0
$$

[see also equality (4.3)].
The Borel-Cantelli lemma implies that each moment of the measure $d \sigma\left(\lambda ; H_{N}\right)$ converges with probability 1 ,

$$
\lim _{N \rightarrow \infty} \overline{H_{p}^{(N)}}= \begin{cases}\hat{m}_{k}^{(0)}, & \text { if } p=2 k \\ 0, & \text { if } p=2 k+1\end{cases}
$$

The moments $\hat{m}_{k}^{(0)}$ uniquely determine the measure $d \mu(\lambda)$ with Stieltjes transform $f(z)$. This proves Theorem 2.2.

Proof of Theorem 2.3. Condition (2.20) implies that the inequality

$$
\begin{equation*}
m_{k}^{(q)}(N, \varepsilon) \leq \hat{m}_{k}^{(q)}(\varepsilon) \tag{3.23}
\end{equation*}
$$

holds for all $N \in \mathbb{N}$. It follows from Lemmas 5.7 and 5.8 that the moments $\hat{m}_{k}^{(0)}(\varepsilon)$ uniquely determine the measure with compact support $d \mu_{\varepsilon}(\lambda)$. Let us denote by $\chi_{\mu}^{(\varepsilon)}$ the upper edge of this support. Then (3.23), together with the second inequality of (3.12), implies that for large $N$ we have

$$
M_{2 k}^{(0)}(N) \leq\left[\chi_{\mu}^{(s)}\right]^{2 k} \quad \text { for all } k \leq(N / 3 \theta)^{1 / 6}
$$

Repeating the arguments of the proof of Theorem 2.1, we obtain for arbitrary $\varepsilon>0$ the inequality

$$
\begin{equation*}
\operatorname{Prob}\left\{\left\|H_{N}\right\|>\chi_{\mu}^{(\varepsilon)}\left(1+\varepsilon_{N}\right)\right\} \leq \exp \left[-\left(\frac{N}{3 \theta_{N}}\right)^{1 / 6} \varepsilon_{N}(1+o(1))\right] \tag{3.24}
\end{equation*}
$$

as $N \rightarrow \infty$, hence

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|H_{N}\right\| \leq \chi_{\mu}^{(\varepsilon)} \tag{3.25}
\end{equation*}
$$

Lemma 5.4 implies that $\lim _{\varepsilon \rightarrow 0} \chi_{\mu}^{(\varepsilon)}=\chi_{\mu}$. Relation (3.24) implies that

$$
\underset{N \rightarrow \infty}{\lim \sup }\left\|H_{N}\right\| \leq \chi_{\mu} \quad \text { with probability } 1 .
$$

On the other hand, Theorem 2.2 implies that, with probability 1 , any interval ( $\chi_{\mu}-\Delta, \chi_{\mu}$ ) with fixed $\Delta>0$ contains eigenvalues of $H_{N}$ in the limit $N \rightarrow \infty$,
and then

$$
\underset{N \rightarrow \infty}{\lim \sup }\left\|H_{N}\right\| \geq \chi_{\mu}-\Delta \quad \text { with probability } 1
$$

This proves Theorem 2.3. Let us note that estimate (2.23) follows from (3.24) because the right-hand side of this estimate does not depend on $\varepsilon>0$.
4. Proof of recurrent estimates. In this section we prove Theorem 3.1. Let us consider the mathematical expectation

$$
\mathbf{E} \overline{L_{p}^{(b)} V^{q}}=N^{-1} \sum_{x, s} \sum_{\alpha_{i} \geq 0, \sum_{i=1}^{b} \alpha_{i}=p} \mathbf{E}\left(H^{\alpha_{1}} V \cdots H^{\alpha_{b-1}} V H^{\alpha_{b}}\right)(x, t) V^{q}(t, x)
$$

We apply (5.1) to the last average (see Lemma 5.1 in Section 5) and obtain

$$
\begin{align*}
\mathbf{E} \overline{L_{p}^{(b)} V^{q}}= & \sum_{s=0}^{b-1} \sum_{t=0}^{b-s-1} \sum_{i=0}^{p-2} \mathbf{E} \overline{L_{p-2-i}^{(b-s-t)} V} \mathbf{E} \overline{L_{i}^{(t+1)} V^{q+s+1}} \\
& +N^{-1} \sum_{s=0}^{b-1}(b-s) \mathbf{E} \overline{L_{p-2}^{(b-s+1)} V^{q+s+1}}  \tag{4.1}\\
& +\sum_{s=0}^{b-1} \sum_{t=0}^{b-s-1} \sum_{i=0}^{p-2} \mathbf{E}\left\langle\overline{L_{p-2-i}^{(b-s-t)}}\right\rangle \mathbf{E}\left\langle\overline{L_{i}^{(t+1)} V^{q+s+1}}\right\rangle .
\end{align*}
$$

Taking into account the inequality (5.3) from Section 5 and the relations

$$
\begin{equation*}
\mathbf{E} \overline{L_{2 k+1, N}^{(b)} V_{N}^{q}}=0, \quad \mathbf{E} \overline{L_{2 k, N}^{(b)} V_{N}^{q}}>0 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{2 j+1, N}^{(2, q)}\left(b_{1}, b_{2}\right)=0 \tag{4.3}
\end{equation*}
$$

which are proved in Lemma 5.2, we derive from (4.1) our first main inequality,

$$
\begin{align*}
\mathbf{E} \overline{\bar{L}_{2 k}^{(b)} V^{q}} \leq & \sum_{s=0}^{b-1} \tilde{V}^{s} \sum_{t=0}^{b-s-1} \sum_{j=0}^{k-1} \mathbf{E} \overline{L_{2 k-2-2 j}^{(b-s-t)} V} \overline{\mathbf{E}} \overline{\bar{L}_{2 j}^{(t+1)} V^{q+1}} \\
& +N^{-1} \sum_{s=0}^{b-1}(b-s) \tilde{V}^{s} \mathbf{E} \overline{L_{2 k-2}^{(b-s+1)} V^{q+1}}  \tag{4.4}\\
& +\sum_{s=0}^{b-1} \sum_{t=0}^{b-s-1} D_{2 k-2}^{(2, q+s)}(b-s-t, t+1) .
\end{align*}
$$

The second relation concerns the variables $D_{p}^{(m)}$. To derive it, we use the identity

$$
\begin{equation*}
\mathbf{E}\left\langle\xi_{1}\right\rangle\left\langle\xi_{2}\right\rangle \equiv \mathbf{E}\left\langle\xi_{1}\right\rangle \xi_{2} \tag{4.5}
\end{equation*}
$$

and write the equality

$$
\begin{equation*}
\mathbf{E}\left\langle\overline{\left.L_{\beta_{1}}^{\left(b_{1}\right)} V\right\rangle \cdots\left\langle\overline{L_{\beta_{m-1}}^{\left(b_{m-1}\right)} V}\right\rangle\left\langle L_{\beta_{m}}^{\left(b_{m}\right)}(x, y)\right\rangle=\mathbf{E}\left\langle\Lambda_{m-1}\right\rangle L_{\beta_{m}}^{\left(b_{m}\right)}(x, y), ., ~, ~ . ~}\right. \tag{4.6}
\end{equation*}
$$

where we denote $\Lambda_{m-1}=\left\langle\overline{L_{\beta_{1}}^{\left(b_{1}\right)} V}\right\rangle \cdots\left\langle\overline{L_{\beta_{m-1}}^{\left(b_{m-1}\right)} V}\right\rangle$. Using relations (3.2) and (5.1), we obtain

$$
\begin{aligned}
& \mathbf{E}\left\langle\Lambda_{m-1}\right\rangle L_{\beta_{m}}^{\left(b_{m}\right)}(x, y) \\
&=\sum_{s=0}^{b_{m}-1}\left(\sum _ { t = 0 } ^ { b _ { m } - s - 1 } \sum _ { i = 0 } ^ { \beta _ { m } - 2 } \mathbf { E } \left\{\left\langle\Lambda_{m-1}\right\rangle \overline{L_{\beta_{m}-2-i}^{\left(b_{m}-s-t\right)} V}[ \right.\right.\left.\left.V^{s+1} L_{i}^{(t+1)}\right](x, y)\right\} \\
&\left.+\frac{b_{m}-s}{N} \mathbf{E}\left\langle\Lambda_{m-1}\right\rangle\left[L_{\beta_{m}-2}^{(t+1)} V^{s+1}\right](x, y)\right) \\
&7) \\
&+\sum_{s=0}^{b_{m}-1} \sum_{r=1}^{m-1} \mathbf{E}\left\{Q_{1} \cdots Q_{r-1} \frac{2 b_{r}}{N}\left[L_{\beta_{r}+\beta_{m}-2}^{\left(b_{r}+b_{m}-s+1\right)} V^{s+1}\right](x, y)\right. \\
&\left.\times Q_{r+1} \cdots Q_{m-1}\right\},
\end{aligned}
$$

 expectation in the right-hand side of (4.7) is of the form $\mathbf{E}\langle T\rangle Y Z$. We rewrite it in a form appropriate for our use, with the help of the identity

$$
\mathbf{E}\langle T\rangle Y Z=\mathbf{E} T\langle Y\rangle \mathbf{E} Z+\mathbf{E} T\langle Z\rangle \mathbf{E} Y+\mathbf{E} T\langle Y\rangle\langle Z\rangle-\mathbf{E} T \mathbf{E}\langle Y\rangle\langle Z\rangle .
$$

Using this identity and applying (4.5) to the third term of the right-hand side of (4.7), we obtain our second main inequality,

$$
\begin{equation*}
D_{2 k}^{(m, g)}\left(b_{1}, \ldots, b_{m}\right) \leq \sum_{i=1}^{7} R_{i} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{1}=\sum_{s=0}^{b_{m}-1} \sum_{t=0} \sum_{j=0}^{b_{m}-s-1} D_{2 k-2-2 j}^{(m, 0)}\left(b_{1}, \ldots, b_{m-1}, b_{m}-s-t\right) \overline{\mathbf{E}} \overline{L_{2 j}^{(t+1)} V^{q+s+2}}, \\
& R_{2}=\sum_{s=0}^{b_{m}-1} \sum_{t=0}^{b_{m}-s-1} \sum_{j=0}^{k-1} D_{2 k-2-2 j}^{(m, q+s+1)}\left(b_{1}, \ldots, b_{m-1}, t+1\right) \mathbf{E} \overline{L_{2 j}^{\left(b_{m}-s-t\right)} V}, \\
& R_{3}=\sum_{s=0}^{b_{m}-1} \sum_{t=0}^{b_{m}-s-1} D_{2 k-2}^{(m+1, q+s+1)}\left(b_{1}, \ldots, b_{m-1}, b_{m}-s-t, t+1\right), \\
& R_{4}=\sum_{s=0}^{b_{m}-1} \sum_{j=0}^{k-1} D_{2 k-2-2 j}^{(m-1,0)}\left(b_{1}, \ldots, b_{m-1}\right) \sum_{t=0}^{b_{m}-s-1} D_{2 j}^{(2, q+s+1)}\left(b_{m}-s-t, t+1\right), \\
& R_{5}=\sum_{s=0}^{b_{m}-1} \frac{b_{m}-s}{N} D_{2 k-2}^{(m, q+s+1)}\left(b_{1}, \ldots, b_{m-1}, b_{m}-s+1\right),
\end{aligned}
$$

$$
\begin{aligned}
& R_{6}= \sum_{r=1}^{m-1} \frac{2 b_{r}}{N^{2}} D_{2 k-2}^{(m-1, q+s+1)}\left(b_{1}, \ldots, b_{r-1}, b_{r+1}, \ldots, b_{m-1}, b_{m}+b_{r}-s+1\right), \\
& R_{7}=\sum_{r=1}^{m-1} \frac{2 b_{r}}{N^{2}} \\
& \quad \times \sum_{j=0}^{k-1} D_{2 k-2-2 j}^{(m-2,0)}\left(b_{1}, \ldots, b_{r-1}, b_{r+1}, \ldots, b_{m-1}\right) \\
& \quad \times(2 j+1) \mathbf{E} \overline{L_{2 j}^{\left(b_{r}+b_{m}-s+1\right)} V^{q+s+1}} .
\end{aligned}
$$

It should be noted that in Section 3 we defined the variables $D_{2 k}^{(m)}$ only for $2 \leq m \leq 2 k, k \geq 1$. This means that for $m=2 k, m=2 k-1$, or $m=2 k-2$, certain terms in the right-hand side of (4.8) should be omitted. However, if we set $D_{2 k}^{(m)}=0$ for $m>2 k$, then (4.8) will be valid for all $k \geq 1, m \geq 2$.

Now we describe the induction procedure that we use to prove Theorem 3.1. Let us call "D-plane" the set of pairs ( $k, m$ ) , $m \geq 2, k, m \in \mathbb{N}$ and "L-line" the set of points $j, j \in \mathbb{N}$. Suppose that for some integer $J \geq 3$ the estimates (3.5) and (3.6) are valid for all $D_{2 k^{\prime}}^{\left(m^{\prime}\right)}$ and $L_{2 j^{\prime}}$ such that $k^{\prime}+m^{\prime} \leq J$, $j^{\prime} \leq J-2$. We will say that such points on our D-plane and L-line are positive.

Let us introduce the set $D(J+1)$ of points $(k, m)$ determined by the relation $k+m=J+1$. The step of the induction is to prove that $D(J+1)$ consists of positive points and that the point $j=J-1$ is also positive. Then, according to the induction principle, (3.5) and (3.6) will be proved for all fixed $k$ and $m$.

To add $D(J+1)$ to the set of positive points, we start from the point $k^{\prime}=1, m^{\prime}=J$, which is apparently positive because (3.6) is true for these $k^{\prime}$ and $m^{\prime}$. Now let us assume that for some integer $k \geq 2$ all points of $D(J+1)$ satisfying $k^{\prime} \leq k-1$ are positive. Then all terms $D$ and $L$ involved in the right-hand side of (4.8) correspond to positive points of the D-plane and L-line and therefore satisfy (3.5) and (3.6). Our main goal is to derive that this implies (3.5) for $D_{2 k}^{(m, q)}$. When this statement is proved, the point $k^{\prime}=k$, $m^{\prime}=J+1-k$ of the D-plane is shown to be positive so $D(J+1)$ consists of positive points. When this is proved, we will show that the point $j=J-1$ in the L-line is also positive. We do this with the help of (4.4).

Following the induction principle, let us first ensure that (3.5) and (3.6) are valid for the initial points $\overline{L_{2}^{(b)} V^{q}}$ and $D_{2}^{(2, q)}\left(b_{1}, b_{2}\right)$. Let us first consider

$$
\begin{aligned}
\overline{\mathbf{E}} \overline{L_{2}^{(b)} V^{q}} & =\sum_{\substack{\alpha_{i} \geq 0, \alpha_{1}+\cdots+\alpha_{b}=2}} \mathbf{E} H^{\alpha_{1}} V \cdots V H^{\alpha_{b}} V^{q} \\
& =\sum_{\substack{\pi+\rho+\sigma=b-1, \pi, \rho, \sigma \geq 0}} \mathbf{E} V^{\pi} H V^{\rho} H V^{\sigma+q}
\end{aligned}
$$

It is not hard to see that in the latter sum there are $b(b+1) / 2$ terms corresponding to $\rho>0$ and these can be estimated by $\tilde{V}^{b-1}\left(\overline{V^{q+1}} \bar{V}+\right.$
$\left.N^{-1} \overline{V^{q+2}}\right)$. The $b$ remaining terms corresponding to $\rho=0$ have the form $\mathbf{E} \overline{H^{2} V^{q+b-1}}=\overline{V^{q+b}} \bar{V}+N^{-1} \overline{V^{q+b+1}}$, and (3.5) obviously follows. Next, we find that $D_{2}^{(2, q)}\left(b_{1}, b_{2}\right)=2 b_{1} b_{2} N^{-1} \overline{V^{b_{1}+b_{2}+q+2}}$ and that (3.6) is true for $k=1$. We emphasize that (3.5) and (3.6) are proved for $k=1$ when $q, b, b_{1}$ and $b_{2}$ are arbitrarily fixed. This implies that we do not need to care about changes of these parameters in (4.4) and (4.8).

Let us turn now to the general case $k>1$ for $L_{2 k}^{(b)}$. According to (3.5), we assume that the first term in the right-hand side of (4.4) is less than

$$
\begin{align*}
& \sum_{s=0}^{b-1} \tilde{V}^{s} \sum_{t=0}^{b-s-1} \sum_{j=0}^{k-1}\left(4(k-j)^{2}(b-s-t-1)\right)^{b-s-t-1} \\
& \quad \times(4 j+4)^{2 t} t^{t} \tilde{V}^{b-s-1} \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \mathbf{E} \overline{L_{2 j}^{(1)} V^{q+1}} \\
& \leq F_{k, b} \sum_{s=0}^{b-1} \frac{1}{(4 k+4)^{2 s}(b-1)^{2 s}}  \tag{4.9}\\
& \sum_{j=0}^{k-1} \sum_{t=0}^{b-s-1}\left(1-\frac{j+1}{k+1}\right)^{2(b-s-1-t)}\left(\frac{j+1}{k+1}\right)^{2 t} \\
& \quad \times \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \mathbf{E} \overline{L_{2 j}^{(1)} V^{q+1}},
\end{align*}
$$

with

$$
F_{k, b}=(4 k+4)^{2(b-1)}[(b-1) \tilde{V}]^{b-1}
$$

For $s \leq b-2$ we can estimate the last sum over $t$ using the inequality

$$
\begin{align*}
\pi_{k}(d) & =\sup _{j=0, \ldots, k-1} \sum_{t=0}^{d}\left(1-\frac{j+1}{k+1}\right)^{2(d-t)}\left(\frac{j+1}{k+1}\right)^{2 t}  \tag{4.10}\\
& \leq 1-\frac{1}{2(k+1)}
\end{align*}
$$

which is proved in Lemma 5.3 (see Section 5). Then we find that the right-hand side of (4.9) is less than

$$
\begin{aligned}
& F_{k, b}\left[\left(1-\frac{1}{2(k+1)}\right) \sum_{s=0}^{b-2} \frac{1}{(4 k+4)^{2 s}(b-1)^{2 s}}\right. \\
& \left.+\frac{1}{(4 k+4)^{b-1}(b-1)^{b-1}}\right] X_{2 k, q} \\
& \quad \leq F_{k, b}\left(1-\frac{1}{4(k+1)}\right) X_{2 k, q},
\end{aligned}
$$

where

$$
X_{2 k, q} \equiv \sum_{j=0}^{k-1} \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \mathbf{E} \overline{L_{2 j}^{(1)} V^{q+1}}
$$

Using (3.5) again, we conclude that the second term of the right-hand side of (4.4) is less than

$$
\begin{aligned}
& \frac{b-1}{N} \sum_{s=0}^{b-1}(4 k)^{2(b-s)}(b-s)^{b-s} \tilde{V}^{b} \mathbf{E} \overline{L_{2 k-2}^{(1)} V^{q+1}} \\
& \leq \\
& \quad F_{k, b} \theta \frac{b^{2}}{N}(4 k+4)^{2}\left[\left(1+\frac{1}{b-1}\right)^{b-1}+\left(1-\frac{1}{(4 k+4)^{2}(b-1)}\right)^{-1}\right] \\
& \quad \times \bar{V} \mathbf{E} \overline{L_{2 k-2}^{(1)} V^{q+1}} \\
& \leq 2 \theta e F_{k, b}(4 k+4)^{2}(b+1)^{2} N^{-1} X_{2 k, q}
\end{aligned}
$$

In the last inequality, we used the elementary relation

$$
\begin{equation*}
\left(1+\frac{1}{b-1}\right)^{b-1} \leq e \quad \text { for all } b \geq 2 \tag{4.11}
\end{equation*}
$$

and the obvious estimate

$$
\bar{V} \mathbf{E} \overline{L_{2 k-2}^{(1)} V^{q+1}} \leq X_{2 k, q}
$$

Assuming that (3.6) is valid for the third term of the right-hand side of (4.4), we see that it is less than

$$
\begin{aligned}
& \frac{4 k^{2}}{N^{2}} \sum_{s=0}^{b-1} \sum_{t=0}^{b-s-1}(4 k)^{2(b-s+1)}(b-s+1)^{b-s+1} \tilde{V}^{b} \mathbf{E} \overline{L_{2 k-2}^{(1)} V^{q+1}} \\
& \quad \leq F_{k, b} \frac{(4 k)^{6}(b+1)^{3}}{N^{2}} \sum_{s=0}^{b-1}\left(1+\frac{2}{b-1}\right)^{b-1} \\
& \quad \sum_{s=0}^{b-1} \frac{1}{(4 k+4)^{2 s}(b+1)^{s}} \theta \bar{V} \mathbf{E} \overline{L_{2 k-2}^{(1)} V^{q+1}} \\
& \quad \leq F_{k, b} 2 \theta e^{2}(4 k)^{6}(b+1)^{3} N^{-2} X_{2 k, q} .
\end{aligned}
$$

Now we can conclude that

$$
\begin{aligned}
\mathbf{E} \overline{L_{2 k}^{(b)} V^{q}} \leq & F_{k, b} X_{2 k, q} \\
& \times\left(1-\frac{1}{4(k+1)}\right.
\end{aligned} \begin{aligned}
& +\frac{2 \theta e(4 k+4)^{2}(b+1)^{2}}{N} \\
& \left.+\frac{2 \theta e^{2}(4 k+4)^{6}(b+1)^{3}}{N^{2}}\right)
\end{aligned}
$$

It follows from (4.1) that

$$
X_{2 k, q} \leq \mathbf{E} \overline{L_{2 k}^{(1)} V^{q}}+\frac{1}{N} \mathbf{E} \overline{L_{2 k-2}^{(2)} V^{q+1}}+D_{2 k-2}^{(2, q)}(1,1)
$$

Applying (3.5) and (3.6) to the last two terms of this inequality, we obtain

$$
X_{2 k, q} \leq \mathbf{E} \overline{L_{2 k}^{(1)} V^{q}}+\frac{\theta(4 k)^{2}}{N} X_{2 k, q}+\frac{4 \theta(4 k)^{6}}{N^{2}} X_{2 k, q}
$$

and finally that

$$
\begin{equation*}
X_{2 k, q} \leq\left[1-\frac{\theta(4 k)^{2}}{N}-\frac{4 \theta(4 k)^{6}}{N^{2}}\right]^{-1} \mathbf{E} \overline{L_{2 k}^{(1)} V^{q}} \tag{4.13}
\end{equation*}
$$

Elementary computations show that inequalities (4.12) and (4.13) imply (3.5) for all $N, k$ and $b$ satisfying the conditions of Theorem 3.1.

Now we turn to the proof of (3.6). Let us denote

$$
G_{k, m, B}=(4 k+4)^{2 B_{m}+m}\left(B_{m}\right)^{B_{m}} \tilde{V}^{B_{m}-1}
$$

and assume that (3.6) is true for all terms $R_{1}, \ldots, R_{7}$ involved in the right-hand side of (4.8). Then for the first term we have

$$
\begin{aligned}
R_{1} \leq & \sum_{s=0}^{b_{m}} \sum_{t=0}^{b_{m}-s-1} \sum_{j=0}^{k-1}(4 k-4 j)^{m+2\left(B_{m}-s-t\right)}\left(B_{m}-s-t\right)^{B_{m}-s-t} \\
& \times(4 j+4)^{2 t} t^{t} \tilde{V}^{B_{m}-1} \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \mathbf{E} \overline{L_{2 j}^{(1)} V^{q+1}} \\
\leq & G_{k, m, B_{m}} \sum_{j=0}^{k-1} \sum_{s=0}^{b_{m}} \frac{1}{(4 k+4)^{2 s} B_{m}^{s}} \\
& \quad \sum_{t=0}^{b_{m}-s-1} \frac{(k-j)^{2\left(b_{m}-t\right)}(j+1)^{2 t}}{(k+1)^{2 b_{m}}} \frac{(k-j)^{m}}{(k+1)^{m}} \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \overline{\mathbf{E}} \overline{L_{2 j}^{(1)} V^{q+1}} \\
\leq & G_{k, m, B_{m}}\left(1-\frac{1}{(4 k+4)^{2} B_{m}}\right)^{-1} \sum_{j=0}^{k-1} \frac{(k-j)^{m}}{(k+1)^{m}} \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \mathbf{E} \overline{L_{2 j}^{(1)} V^{q+1}} .
\end{aligned}
$$

It is easy to derive that $R_{2}$ is bounded by a similar expression, with $\mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \overline{\mathbf{E}} \overline{L_{2 j}^{(1)} V^{q+1}}$ replaced by $\mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V^{q+1}} \mathbf{E} \overline{L_{2 j}^{(1)} V}$. Then we can write the inequality

$$
R_{1}+R_{2} \leq G_{k, m, B_{m}}\left(1-\frac{1}{(4 k+4)^{2} B_{m}}\right)^{-1} \sum_{j=0}^{k-1} \frac{(k-j)^{m}}{(k+1)^{m}} W_{k}(j)
$$

where we use that $B_{m} \geq 2 m$ and denote

$$
W_{k}(j) \equiv \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \overline{\mathbf{L}} \overline{L_{2 j}^{(1)} V^{q+1}}+\mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V^{q+1}} \mathbf{E} \overline{L_{2 j}^{(1)} V} .
$$

The function $W_{k}(j), j=1, \ldots, k-1$ is symmetric with respect to $(k-1) / 2$. Since $(k-j)^{m}$ is convex for $m \geq 2$, we can write

$$
\sum_{j=0}^{k-1}(k-j)^{m} W_{k}(j) \leq \frac{1}{2}\left(k^{m}+1\right) \sum_{j=0}^{k-1} W_{k}(j)=\left(k^{m}+1\right) X_{2 k, q}
$$

Thus

$$
\begin{align*}
R_{1}+R_{2} \leq & G_{k, m, B_{m}} X_{2 k, q}\left(1-\frac{1}{32 m(k+1)^{2}}\right)^{-1} \\
& \times\left[\left(1-\frac{1}{k+1}\right)^{m}+\frac{1}{(k+1)^{m}}\right] \tag{4.14}
\end{align*}
$$

For the next term $R_{3}$ of (4.8) we find easily that

$$
\begin{aligned}
R_{3} \leq & G_{k, m, B_{m}} \frac{(4 k)^{3}}{N} \sum_{s=0}^{b_{m}-1} \\
& \quad \sum_{t=0}^{b_{m}-s-1} \frac{k^{m} k^{2\left(B_{m}-s\right)} B_{m}}{(k+1)^{m}(k+1)^{2\left(B_{m}-s\right)}(4 k+4)^{2 s} B_{m}^{s}} \tilde{V} \mathbf{E} \overline{L_{2 k-2}^{(1)} V^{q+1}} \\
& \leq G_{k, m, B_{m}} \frac{(4 k+4)^{3} B_{m}^{2} \theta}{N}\left(1-\frac{1}{32 m(k+1)^{2}}\right)^{-1} X_{2 k, q} .
\end{aligned}
$$

It is not hard to derive that $R_{4}$ is bounded by the same expression and that

$$
R_{5} \leq G_{k, m, B_{m}} \frac{(4 k+4)^{2} B_{m}^{2} \theta}{N}\left(1-\frac{1}{32 m(k+1)^{2}}\right)^{-1} X_{2 k, q}
$$

and

$$
R_{6} \leq G_{k, m, B_{m}} \frac{(4 k+4) B_{m}^{2} \theta}{N}\left(1-\frac{1}{32 m(k+1)^{2}}\right)^{-1} X_{2 k, q}
$$

Similar computations show that

$$
\begin{aligned}
R_{7} \leq & G_{k, m, B_{m}} \sum_{j=0}^{k-1} \frac{4 k}{(4 k+4)^{2}} \\
& \times \sum_{s=0}^{b_{m}-1} \frac{1}{(4 k+4)^{s} B_{m}^{s}} \\
& \times \sum_{r=1}^{m-1} b_{r}\left(1-\frac{j+1}{k+1}\right)^{2\left(B_{m-1}-b_{r}\right)} \\
& \times\left(\frac{j+1}{k+1}\right)^{2 b_{r}} \frac{\left(B_{m-1}-b_{r}\right)^{B_{m-1}-b_{r}}}{\left(B_{m}\right)^{B_{m-1}-b_{r}}} \\
& \times \mathbf{E} \overline{L_{2 k-2-2 j}^{(1)} V} \mathbf{E} \overline{L_{2 j}^{(1)} V^{q+1}} .
\end{aligned}
$$

Denoting $B^{\prime}=B_{m-1}-b_{r}$, we observe that $b_{r}\left(B^{\prime} /\left(B^{\prime}+b_{r}\right)\right)^{B^{\prime}} \leq 1$. Taking into account that $R_{7}$ is positive only when $m \geq 3$, we can estimate

$$
\sum_{r=1}^{m}(1-P)^{2 B^{\prime}} P^{2 b_{r}} \leq m(1-P)^{4(m-2)} P^{4}<1, \quad P=\frac{j+1}{k+1} .
$$

In view of these inequalities, we obtain

$$
R_{7} \leq G_{k, m, B_{m}} \frac{k}{(k+1)^{2}}\left(1-\frac{1}{32 m(k+1)^{2}}\right)^{-1} X_{2 k, q}
$$

Using (4.12), we finally derive from (3.8) the estimate

$$
\begin{aligned}
& D_{2 k}^{(m, q)}\left(b_{1}, \ldots, b_{m}\right) \\
& \leq G_{k, m, B_{m}}\left[\left(1-\frac{1}{k+1}\right)^{m}+\frac{1}{(k+1)^{m}}\right. \\
& \\
& \left.+\frac{k}{(k+1)^{2}}+\frac{4 \theta B_{m}^{2}(4 k+4)^{3}}{N}\right] \\
& \quad \times\left(1-\frac{1}{32 m(k+1)^{2}}\right)^{-1} \\
& \quad \times\left(1-\frac{\theta(4 k)^{2}}{N}-\frac{4 \theta(4 k)^{6}}{N^{2}}\right)^{-1} \mathbf{E} \overline{L_{2 k}^{(1)} V^{q}}
\end{aligned}
$$

It remains to show that for all $N, k, m$, and $B_{m}$ satisfying the conditions of Theorem 3.1, the inequality

$$
D_{2 k}^{(m, q)}\left(b_{1}, \ldots, b_{m}\right) \leq G_{k, m, B_{m}} \mathbf{E} \overline{L_{2 k}^{(1)} V^{q}}
$$

holds. This can be done easily by simple computations. Indeed, the maximum value of the expression in the square brackets of (4.15) is obtained when $m=2$ and $B_{m}=(N / 3 \theta)^{1 / 6}$. The maximum value of the next two factors from the right-hand side of (4.15) is obtained in the cases when $m=2$ and $B_{m}=(N / 3 \theta)^{1 / 6}$, respectively. Then after simple computations, we see that the product of these three factors is bounded by the expression

$$
\left[1-\frac{1}{2(k+1)}+\frac{4 \theta(4 k+4)^{3}}{(3 \theta)^{1 / 3} N^{2 / 3}}\right]\left(1+\frac{1}{32(k+1)^{2}}\right)\left(1+\frac{4 \theta(4 k)^{2}}{N}\right)
$$

Now it is not hard to observe that this product is strictly less than 1 when the inequality

$$
\frac{4 \theta^{2 / 3}(4 k+4)^{3}}{N^{2 / 3}}<\frac{1}{3(k+1)}
$$

holds. This inequality is valid for all $k$ satisfying the conditions of Theorem 3.1. Theorem 3.1 is proved.

## 5. Auxiliary statements.

Lemma 5.1. The relation (3.2) is true, so is the equality

$$
\begin{align*}
& \mathbf{E} L_{p}^{(b)}(x, y) \\
&= N^{-1} \sum_{t=1}^{N} \sum_{s=0}^{b-1} \sum_{r=1}^{b-1} \sum_{j=0}^{p-2} \mathbf{E}\left\{\left(L_{p-2-j}^{(b-s-r)} V\right)(x, t)\left(V L_{j}^{(r+1)} V^{s}\right)(y, t)\right\}  \tag{5.1}\\
&+\mathbf{E}\left\{\left(L_{p-2-j}^{(b-s-r)} V\right)(x, y)\left(V L_{j}^{(r+1)} V^{s}\right)(t, t)\right\} .
\end{align*}
$$

Proof. Let us assume that $x \leq y$ in (3.2). Then according to (3.1) we can write

$$
\begin{aligned}
& \mathbf{E} H^{p}(a, b) H(x, y) \\
& \quad=\frac{1}{\sqrt{N}} \sum_{s \leq t} \mathbf{E}\left(\frac{\partial H^{p}(a, b)}{\partial h(s, t)}\right)[V(s, x) V(t, y)+V(s, y) V(t, x)] .
\end{aligned}
$$

Regarding the equality

$$
\frac{\partial H^{p}(a, b)}{\partial h(s, t)}=\sum_{l=0}^{p-1} \sum_{u, v=1}^{N} H^{p-1-l}(a, u) \frac{\partial H(u, v)}{\partial h(s, t)} H^{l}(v, b), \quad p \geq 1
$$

and the consequence of the definition (2.2)

$$
\frac{\partial H(u, v)}{\partial h(s, t)}=\frac{1}{\sqrt{N}} \begin{cases}\delta(u-s) \delta(v-t), & \text { if } u \leq v \\ \delta(u-t) \delta(v-s), & \text { if } u>v\end{cases}
$$

we obtain that

$$
\begin{aligned}
& \mathbf{E} H^{p}(a, b) H(x, y) \\
&=N^{-1} \sum_{l=0}^{p-1} \sum_{s \leq t} \mathbf{E}\left\{H^{p-1-l}(a, s) H^{l}(t, b)+H^{p-1-l}(a, t) H^{l}(s, b)\right\} \\
& \quad \times[V(s, x) V(t, y)+V(s, y) V(t, x)](1+\delta(s-t))^{-1}
\end{aligned}
$$

This equality implies (3.2).
To prove (5.1), we start with the terms of $L_{p}^{(b)}$ such that $\alpha_{b} \geq 1$. Given fixed numbers ( $\alpha_{1}, \ldots, \alpha_{b}$ ), let us compute the expectation

$$
\mathbf{E}\left(H^{\alpha_{1}} V \cdots V H^{\alpha_{b}-1}\right)(x, t) H(t, y) \equiv S
$$

with the help of (3.1). We obtain

$$
\begin{aligned}
S= & N^{-1} \sum_{r=1}^{b} \sum_{j=0}^{\alpha_{r}-1}\left(H^{\alpha_{1}} V \cdots V H^{\alpha_{r}-1-j} V\right)(x, t)\left(V H^{j} V \cdots V H^{\alpha_{b}-1}\right)(y, t) \\
& +N^{-1} \sum_{r=1}^{b} \sum_{j=0}^{\alpha_{r}-1}\left(H^{\alpha_{1}} V \cdots V H^{\alpha_{r}-1-j} V\right)(y, t)\left(V H^{j} V \cdots V H^{\alpha_{b}-1}\right)(x, t) .
\end{aligned}
$$

Note that if $\alpha_{b}=1$ or $\alpha_{i}=0$ for some $i, 1 \leq i \leq b-1$, then the terms corresponding to $r=b$ or $r=i$ are absent.

Thus, we have

$$
\begin{aligned}
& \sum_{\substack{\alpha_{i} \geq 0, \alpha_{b} \geq 1 \\
\alpha_{1}+\cdots+\alpha_{b}=p}} \mathbf{E}\left(H^{\alpha_{1}} V \cdots V H^{\alpha_{b}}\right)(x, y) \\
& =N^{-1} \sum_{t=1}^{N} \sum_{r=1}^{b} \sum_{j=0}^{p-2} \mathbf{E}\left\{\left(L_{p-2-j}^{(r)} V\right)(x, t)\left(V L_{j}^{(b-r+1)}\right)(y, t)\right. \\
& \\
& \left.\quad+\left(L_{p-2-j}^{(r)} V\right)(x, y)\left(V L_{j}^{(b-r+1)}\right)(t, t)\right\}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \sum_{\substack{\alpha_{i} \geq 0, \alpha_{b-1} \geq 1, \alpha_{b}=0 \\
\alpha_{1}+\ldots+\alpha_{b}=p}} \mathbf{E}\left(H^{\alpha_{1}} V \cdots V H^{\alpha_{b}}\right)(x, y) \\
&=N^{-1} \sum_{t=1}^{N} \sum_{r=1}^{b-1} \sum_{j=0}^{p-2} \mathbf{E}\left\{\left(L_{p-2-j}^{(r)} V^{2}\right)(x, t)\left(V L_{j}^{(b-r+1)} V\right)(y, t)\right. \\
&\left.+\left(L_{p-2-j}^{(r)} V^{2}\right)(x, y)\left(V L_{j}^{(b-r+1)} V\right)(t, t)\right\}
\end{aligned}
$$

Denoting by $l$ a number such that $\alpha_{l} \geq 1$ and $\alpha_{l+1}=\cdots=\alpha_{b}=0$, we arrive at (5.1).

Lemma 5.2. Let us consider the random variables

$$
\begin{equation*}
M_{N}(\mathbf{a}, \mathbf{b})(x, y)=\left[H^{\alpha_{1}} V^{\beta_{1}} \cdots V^{\beta_{k-1}} H^{\alpha_{k}} V^{\beta_{k}}\right](x, y) \tag{5.2}
\end{equation*}
$$

where the vectors $\mathbf{a}=\left(\alpha_{1}, \ldots, \alpha_{k}\right), \mathbf{b}=\left(\beta_{1}, \ldots, \beta_{k}\right)$ have positive integer components. Given vectors $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}$, let us denote $\zeta \equiv \sum_{l=1}^{m}\left|\mathbf{a}_{l}\right|$, where $|\mathbf{a}|=$ $\sum_{s=1}^{k} \alpha_{s}$ and

$$
I_{N} \equiv \mathbf{E}\left\{\overline{M_{N}\left(\mathbf{a}_{1}, \mathbf{b}_{1}\right)} \cdots \overline{M_{N}\left(\mathbf{a}_{m}, \mathbf{b}_{m}\right)}\right\}, \quad \overline{M_{N}(\mathbf{a}, \mathbf{b})} \equiv N^{-1} \operatorname{Tr} M_{N}(\mathbf{a}, \mathbf{b})
$$

Then:
(i) If $\zeta$ is even, then $I_{N}$ is strictly positive.
(ii) If $\zeta$ is odd, then $I_{N}$ is equal to zero.

Proof. (i) Using (3.2), it is easy to show that $I_{N}$ with $\zeta=2 q$ is a linear combination of terms of the form (5.2) but with new $\mathbf{a}_{l}^{\prime}, \mathbf{b}_{l}^{\prime}$ such that $\zeta^{\prime}=2 q-2$. The coefficients in this linear combination are of the form $\overline{V_{N}^{q}}>0, q \geq 0$ multiplied by 1 or $1 / N$. Repeating this procedure, we arrive at a finite number of summands that include factors

$$
\mathbf{E}\left\{\overline{H_{N} V_{N}^{a}} \overline{H_{N} V_{N}^{b}}\right\}, \quad \mathbf{E}\left\{\overline{H_{N}^{2} V_{N}^{a}}\right\} \quad \text { or } \quad \mathbf{E}\left\{\overline{H_{N} V_{N}^{a} H_{N} V_{N}^{b}}\right\} .
$$

Easy computations based on (3.1) show that these factors are also positive because of the positivity of $V_{N}$. Thus, (i) is proved.

To prove (ii), we use a similar procedure. Starting from $I_{N}$ with $\zeta=2 q+1$, we obtain at each step a linear combination of terms of the same form but
with $\sigma$ diminished by 2 . At the final stage with $\zeta^{\prime \prime}=1$, we obtain zero due to (2.1a).

Having proved (i) and (ii), it is easy to obtain the relations (4.2).
Next, let us derive (4.3). According to the definition, $D_{2 j+1}^{(2, q)}\left(b_{1}, b_{2}\right)$ is a sum of terms of the form

$$
\mathbf{E}\left\{\overline{L_{2 q}^{\left(b_{1}\right)} V} \overline{L_{2 r+1}^{\left(b_{2}\right)} V}\right\} \quad \text { or } \quad \mathbf{E} \overline{L_{2 q}^{\left(b_{1}\right)} V} \overline{\mathbf{E}} \overline{L_{2 r+1}^{\left(b_{2}\right)} V}
$$

that are equal to zero according to (ii).
In conclusion, let us note that

$$
\begin{equation*}
\mathbf{E} \overline{L_{2 q, N}^{(b)} V_{N}^{r+s}} \leq \tilde{V}_{N}^{s} \mathbf{E} \overline{L_{2 q, N}^{(b)} V_{N}^{r}}, \quad \tilde{V}_{N} \equiv\left\|V_{N}\right\| \tag{5.3}
\end{equation*}
$$

One can easily prove this inequality using the previous argument.
Lemma 5.3. Inequality (4.10) is valid for arbitrary $d \in \mathbb{N}$.
Proof. Let us check (4.10) for $d=1$. We denote $P=(j+1) /(k+1)$ and observe that the function $(1-P)^{2}+P^{2}, 1 /(k+1) \leq P \leq k /(k+1)$ takes its maxima at the boundary points. Since $k \geq 1$, then

$$
\left(1-\frac{1}{k+1}\right)^{2}+\left(\frac{1}{k+1}\right)^{2}=1-\frac{2}{k+1}+\frac{2}{(k+1)^{2}} \leq 1-\frac{1}{2(k+1)}
$$

Now assume that $d \geq 2$ and consider the case $P \leq 1 / 2$. Then

$$
\sum_{t=0}^{d}(1-P)^{2(d-t)} P^{2 t} \leq(1-P)^{2 d}+d P^{2}(1-P)^{2 d-2} \equiv \psi(P)
$$

The function $\psi(P)$ is strictly decreasing for $1 /(k+1) \leq P \leq 1 / 2$. Therefore,

$$
\begin{equation*}
\pi_{k}(d) \leq\left(1-\frac{1}{k+1}\right)^{2 d-2}\left[\frac{d}{(k+1)^{2}}+\frac{k^{2}}{(k+1)^{2}}\right] \tag{5.4}
\end{equation*}
$$

Introduce the variable $\tau=(d-1) /(k+1)$. Then (5.4) together with the elementary inequality (4.11) imply that

$$
\pi_{k}(d) \leq \frac{e^{-2 \tau}}{(k+1)^{2}}\left(\tau+1+k^{2}\right)
$$

Since the function $e^{-2 \tau} \tau, \tau>0$ is strictly decreasing, then

$$
\pi_{k}(d) \leq \frac{1+k^{2}}{(k+1)^{2}}<1-\frac{1}{2(k+1)}
$$

Lemma 5.4. Let $n_{k}^{(q)}$ and $\hat{n}_{k}^{(q)}$ be determined by the relations

$$
\begin{array}{ll}
n_{k}^{(q)}=\sum_{j=0}^{k-1} n_{k-1-j}^{(1)} n_{j}^{(q+1)}, & n_{0}^{(q)}=Z_{q}>0, k, q \in \mathbb{Z}_{+}, \\
\hat{n}_{k}^{(q)}=\sum_{j=0}^{k-1} \hat{n}_{k-1-j}^{(1)} \hat{n}_{j}^{(q+1)}, & \hat{n}_{0}^{(q)}=\hat{Z}_{q}>0, k, q \in \mathbb{Z}_{+},
\end{array}
$$

where $m_{0}^{(0)}=\hat{m}_{0}^{(0)}=1$ and $Z_{q}$ and $\hat{Z}_{q}$ satisfy

$$
Z_{q} \leq \tilde{V}^{q}, \quad \hat{Z}_{q} \leq \tilde{V}^{q}
$$

Suppose that there exists a positive number $\varepsilon$ such that

$$
\left|Z_{q}-\hat{Z}_{q}\right| \leq \varepsilon \tilde{V}^{q}
$$

Then

$$
\begin{equation*}
\left|n_{k}^{(0)}-\hat{n}_{k}^{(0)}\right| \leq \varepsilon 8^{k} \tilde{V}^{2 k} . \tag{5.5}
\end{equation*}
$$

Proof. Obviously we have that

$$
\begin{equation*}
n_{k}^{(q)} \leq \tilde{n}_{k}^{(q)}, \quad \hat{n}_{k}^{(q)} \leq \tilde{n}_{k}^{(q)} \tag{5.6}
\end{equation*}
$$

where

$$
\tilde{n}_{k}^{(q)}=\sum_{j=0}^{k-1} \tilde{n}_{k-1-j}^{(1)} \tilde{n}_{j}^{(q+1)}, \quad \tilde{n}_{0}^{(q)}=\tilde{V}^{q}, k, q \in \mathbb{Z}_{+}, \tilde{n}_{0}^{(0)}=1
$$

It is easy to observe that $\tilde{n}_{k}^{(q)}=\tilde{V}^{q} n_{k}$, where the moments $n_{k}$ are determined by the recurrence relations

$$
n_{k}=\tilde{V}^{2} \sum_{j=0}^{k-1} n_{k-1-j} n_{j}, \quad n_{0}=1
$$

Denoting $\Delta_{k}^{(q)}=n_{k}^{(q)}-\hat{n}_{k}^{(q)}$, we deduce

$$
\Delta_{k}^{(q)}=\sum_{j=0}^{k-1}\left[\Delta_{k-1-j}^{(1)} \hat{n}_{j}^{(q+1)}+\hat{n}_{k-1-j}^{(1)} \Delta_{j}^{(q+1)}\right]
$$

Then it is not hard to show that the inequalities $\Delta_{0}^{(q)} \leq \varepsilon \tilde{V}^{q}$ imply the estimates $\Delta_{k}^{(q)} \leq \varepsilon 2^{k}(2 \tilde{V})^{2 k} \tilde{V}^{q}$. One can check this directly with the help of the last equality and estimates $n_{k}^{(q)} \leq(2 \tilde{V})^{k} \tilde{V}^{q}$ and $\hat{n}_{k}^{(q)} \leq(2 \tilde{V})^{k} \tilde{V}^{q}$. These are the consequences of inequalities (5.6) and

$$
n_{k} \leq(2 \tilde{V})^{2 k}
$$

This estimate is valid because, was as proved by Wigner (1955), the $n_{k}$ are the even moments of the semicircle distribution (1.4) with $v=\tilde{V}$ :

$$
n_{k}=\int \lambda^{2 k} d \sigma_{\tilde{V}}(\lambda)
$$

Lemma 5.5. Let $V$ be given by (2.22) with $u(x) \geq 0$. Then (2.20) is true.
Proof. It is easy to see that

$$
\begin{aligned}
\int_{0}^{\infty} \lambda^{q} d \nu(\lambda) & =N^{-1} \sum_{x=1}^{N} V^{q}(x, x) \\
& =N^{-1} \sum_{x=1}^{N} \sum_{s_{i} \in \mathbb{Z}} u\left(x-s_{1}\right) u\left(s_{1}-s_{2}\right) \cdots u\left(s_{q-1}-x\right)
\end{aligned}
$$

Then

$$
V^{q}(0)-N^{-1} \operatorname{Tr} V_{N}^{q}=N^{-1} \sum_{x=1}^{N} \sum_{s_{i}}^{\prime} u\left(x-s_{1}\right) u\left(s_{1}-s_{2}\right) \cdots u\left(s_{q-1}-x\right)
$$

where $\sum^{\prime}$ means that the sum is taken over the set of $\left(s_{1}, \ldots, s_{q-1}\right)$, such that $s_{i}>N$ for at least one variable $s_{i}$. It is obvious that the latter sum is nonnegative and (2.20) is true.

Lemma 5.6. Inequality (3.13) is true.
Proof. Let us show first that the moments $m_{k}^{(q)}(N, \varepsilon)$ given by (3.11) satisfy

$$
\begin{equation*}
m_{k}^{(q+1)}(N, \varepsilon) \leq(1+\varepsilon)^{1 / 2} \tilde{V}_{N} m_{k}^{(q)}(N, \varepsilon), \quad k, q \in \mathbb{N} \cup\{0\} \tag{5.7}
\end{equation*}
$$

If $k=0$, then (5.7) obviously follows from definition (3.11b). As for (3.11a), one can easily prove that if (5.7) holds for $m_{T}^{(q)}(N, \varepsilon), q \in \mathbb{Z}_{+}$, then the same is true for $m_{T+1}^{(q)}(n, \varepsilon), q \in \mathbb{Z}_{+}$.

We derive from (5.7) that for $k, q \in \mathbb{N} \cup\{0\}$,

$$
m_{k}^{(q)}(N, \varepsilon) \leq(1+\varepsilon)^{3 / 2} \tilde{V}_{N} \sum_{j=0}^{k-1} m_{k-1-j}^{(1)}(N, \varepsilon) m_{j}^{(q)}(N, \varepsilon)
$$

Let us introduce the numbers $\tilde{m}_{k}^{(q)}(N, \varepsilon)$ satisfying the relations

$$
\begin{aligned}
\tilde{m}_{k}^{(q)}(N, \varepsilon) & =(1+\varepsilon)^{3 / 2} \tilde{V}_{N} \sum_{j=0}^{k-1} \tilde{m}_{k-1-j}^{(1)}(N, \varepsilon) \tilde{m}_{j}^{(q)}(N, \varepsilon), \\
\tilde{m}_{0}^{(q)} & =(1+\varepsilon)^{q / 2} \overline{V_{N}^{q}} .
\end{aligned}
$$

Then

$$
\begin{equation*}
m_{k}^{(q)}(N, \varepsilon) \leq \tilde{m}_{k}^{(q)}(N, \varepsilon) \tag{5.8}
\end{equation*}
$$

Let us introduce the functions

$$
\tilde{f}_{N, \varepsilon}^{(q)}(z)=-\sum_{k=0}^{\infty} \tilde{m}_{k}^{(q)}(N, \varepsilon) z^{-2 k-1}
$$

that satisfy the relations

$$
\begin{equation*}
\tilde{f}_{N, \varepsilon}^{(q)}(z)=\frac{\tilde{m}_{0}^{(q)}(N, \varepsilon)}{-z-(1+\varepsilon)^{3 / 2} \tilde{V}_{N} \tilde{f}_{N, \varepsilon}^{(1)}(z)}, \quad q \in \mathbb{Z}_{+}=\mathbb{N} \cup\{0\} \tag{5.9}
\end{equation*}
$$

In Lemma 5.7 we prove that the equation given by (5.9) with $q=1$ is uniquely solvable in $\mathbf{F}$ and the function $\tilde{f}_{N}(z) \equiv \tilde{f}_{N, \varepsilon}^{(0)}(z)$ is the Stieltjes transform of a measure $d \tilde{\sigma}_{N, \varepsilon}(\lambda)$ such that

$$
\tilde{m}_{k}^{(0)}(N, \varepsilon)=\int_{-\infty}^{\infty} \lambda^{2 k} d \tilde{\sigma}_{N, \varepsilon}(\lambda)
$$

It is easy to see that $\tilde{f}_{N}(z)$ has the form

$$
\tilde{f}_{N}(z)=\frac{1}{-z-(1+\varepsilon)^{3 / 2} \tilde{V}_{N} \tilde{g}_{N}(z)}
$$

where the function $\tilde{g}_{N}(z) \in \mathbf{F}$ is the unique solution of the equation

$$
\tilde{g}_{N}(z)=\frac{(1+\varepsilon)^{3 / 2} v_{1}^{(N)}}{-z-(1+\varepsilon)^{3 / 2} \tilde{V}_{N} \tilde{g}_{N}(z)}
$$

It follows from the proof of Lemma 5.8 that

$$
\operatorname{supp} d \tilde{\sigma}_{N, \varepsilon}(\lambda) \subset\left(-2(1+\varepsilon) l_{N}, 2(1+\varepsilon) l_{N}\right), \quad l_{N}=\left[v_{1}^{(N)} \tilde{V}_{N}\right]^{1 / 2}
$$

Thus,

$$
\tilde{m}_{k}^{(0)}(N, \varepsilon) \leq\left[4(1+\varepsilon)^{2} l_{N}^{2}\right]^{k}
$$

This inequality combined with (5.8) proves that $m_{k}^{(0)}(N, \varepsilon) \leq\left[4(1+\varepsilon)^{2} l_{N}^{2}\right]^{k}$. We derive from (5.7) that

$$
m_{k}^{(q)}(N, \varepsilon) \leq(1+\varepsilon)^{q / 2} \tilde{V}_{N}^{q} m_{k}^{(0)}(N, \varepsilon) \leq(1+\varepsilon)^{q / 2} \tilde{V}_{N}^{q}\left[4(1+\varepsilon)^{2} l_{N}^{2}\right]^{k}
$$

This gives (3.13).
Lemma 5.7. The system of equations (3.20) considered for $z \in U$ (3.19) has a unique solution. This solution satisfies the relations (3.21). The equation given by (3.21) for $q=1$ is uniquely solvable in the class of functions $\mathbf{F}$ defined in Theorem 2.2.

Proof. Let us rewrite (3.20) in vector form. To do this, we introduce the linear space $\mathbf{B}$ of vectors $\mathbf{K}$ with components $K_{q} \in \mathbb{C}, q \in \mathbb{Z}_{+}$and determine the norm

$$
\|\mathbf{K}\|_{\mathbf{B}}=\sup _{q \in \mathbb{Z}_{+}} \tilde{V}^{-q}\left|K_{q}\right| .
$$

Let us introduce a linear operator $S_{z}$ such that

$$
\left(S_{z} \mathbf{K}\right)_{q}=-z^{-1} K_{q+1}, \quad q \in \mathbb{Z}_{+}
$$

Then (3.20) can be rewritten in terms of the vector $\mathbf{K}$ with components $K_{q} \equiv f^{(q)}(z)$ as follows:

$$
\begin{equation*}
\mathbf{K}=-z^{-1} \mathbf{M}+K_{1} S_{z} \mathbf{K} \tag{5.10}
\end{equation*}
$$

where

$$
M_{q}=\hat{m}_{0}^{(q)}=\int \lambda d \nu(\lambda), \quad q \in \mathbb{Z}_{+}, \hat{\mathbf{M}} \in \mathbf{B}
$$

We are going to show that (5.10) has a unique solution in B. First let us note that if a vector $\mathbf{K}^{\prime}$ belongs to $\mathbf{B}$, then the vector $S_{z} \mathbf{K}^{\prime}$ also belongs to $\mathbf{B}$. It is easy to observe that for $z \in U$ (3.19) the operator $S_{z}$ is bounded,

$$
\left\|S_{z}\right\|_{\mathbf{B}}=\sup _{\substack{\mathbf{K}^{\prime} \in \mathbf{B} \\\left\|\mathbf{K}^{\prime}\right\|_{\mathbf{B}}=1}}\left\|S_{z} \mathbf{K}^{\prime}\right\| \leq V|z|^{-1}<1 / 2
$$

Let us introduce the sequence of vectors $\mathbf{K}^{(m)}, m \in \mathbb{Z}_{+}$given by the relations

$$
\mathbf{K}^{(m+1)}=-z^{-1} \mathbf{M}+K_{1}^{(m)} S_{z} \mathbf{K}^{(m)}, \quad \mathbf{K}^{(0)}=\mathbf{M}
$$

Taking into account that $\|\mathbf{M}\| \leq 1$, it is easy to derive that $\left\|\mathbf{K}^{(m)}\right\| \leq 1$ for all $z \in U$.

The difference

$$
\boldsymbol{\psi}_{m+1}=\mathbf{K}^{(m+1)}-\mathbf{K}^{(m)}, \quad m \in \mathbb{Z}_{+}
$$

can be estimated by

$$
\begin{aligned}
\left\|\boldsymbol{\psi}_{m+1}\right\| & =\left\|\left[K_{1}^{(m)}-K_{1}^{(m-1)}\right] S_{z} \mathbf{K}^{(m)}+K_{1}^{(m-1)} S_{z}\left(\mathbf{K}^{(m)}-\mathbf{K}^{(m-1)}\right)\right\| \\
& \leq \frac{2 \tilde{V}^{2}}{|z|}\left\|\boldsymbol{\psi}_{m}\right\| .
\end{aligned}
$$

Now it is clear that the sequence $\mathbf{K}^{(m)}$ converges in $\mathbf{B}$, when $m \rightarrow \infty$, to a vector $\mathbf{K}$ satisfying (5.10). Obviously, this is the unique solution.

Now let us prove that (3.21) for $q=1$ has also a unique solution $f^{(1)}(z)$ that belongs to the class $\mathbf{F}$. We do this with the help of the successive approximations procedure used by Khorunzhy and Pastur (1994). We consider the sequence of functions $f_{m}^{(1)}(z), m \in \mathbb{Z}_{+}$given by the relations

$$
f_{m+1}^{(1)}(z)=\int_{0}^{\infty} \frac{\lambda d \nu(\lambda)}{-z-\lambda f_{m}^{(1)}(z)}, \quad f_{0}^{(1)}(z)=-z^{-1} \int_{0}^{\infty} \lambda d \nu(\lambda)
$$

It is easy to see that $f_{m}^{(1)}(z) \in \mathbf{F}$ for all $m \in \mathbb{Z}_{+}$.
We denote $\varphi_{m+1}=f_{m+1}^{(1)}-f_{m}^{(1)}$ and obtain

$$
\varphi_{m+1}(z)=\varphi_{m}(z) \int \frac{\lambda^{2}}{\left[z+\lambda f_{m}^{(1)}(z)\right]\left[z+\lambda f_{m+1}^{(1)}\right]} d \nu(\lambda)
$$

Hence,

$$
\left|\varphi_{m+1}(z)\right| \leq \tilde{V}^{2}|\operatorname{Im} z|^{-2}\left|\varphi_{m}(z)\right| .
$$

Thus, we have that for $z \in U$ the sequence $f_{m}^{(1)}(z)$ converges when $m \rightarrow \infty$ to a unique function $f^{(1)}(z)$ satisfying (3.21) for $q=1$.

Since $f_{m}^{(1)}(z) \in \mathbf{F}$, then these functions represent the Stieltjes transforms of the measures $d \sigma_{m}(\lambda)$ that converge weakly as $m \rightarrow \infty$. Therefore, $f_{m}^{(1)}(z) \rightarrow$ $f^{(1)}(z)$ for all fixed $z \in \mathbb{C} \backslash \mathbb{R}$ and $f^{(1)}(z) \in \mathbf{F}$. Let us note that a similar argument proves the existence of a unique solution in the class $\mathbf{F}$ of equation (5.9) for $q=1$.

Lemma 5.8. The measure $d \mu(\lambda)$ has a finite support $\Lambda_{\mu}$ that satisfies (2.10). $\Lambda_{\mu}$ has the property that, if $\lambda \in \Lambda_{\mu}$, then $-\lambda \in \Lambda_{\mu}$.

Proof. Repeating the arguments of the proof of (5.7), we derive that the moments $\hat{m}_{k}^{(q)}$ of the measure $d \mu(\lambda)$ satisfy the inequalities

$$
\hat{m}_{k}^{(q)} \leq \tilde{m}_{k}^{(q)}, \quad k, q \in \mathbb{Z}_{+}
$$

where the $\tilde{m}_{k}^{(q)}$ are given by the relations

$$
\tilde{m}_{k}^{(q)}=v_{m} \sum_{j=0}^{k-1} \tilde{m}_{k-1-j}^{(1)} \tilde{m}_{j}^{(q)}, \quad \tilde{m}_{0}^{(q)}=\int_{0}^{\infty} \lambda^{q} d \nu(\lambda) .
$$

It is easy to see that the functions

$$
\tilde{f}^{(q)}(z)=-\sum_{k=0}^{\infty} \tilde{m}_{k}^{(q)} z^{-2 k-1}
$$

satisfy the system of equations

$$
\begin{equation*}
\tilde{f}^{(q)}(z)=\frac{\tilde{m}_{0}^{(q)}}{-z-v_{m} \tilde{f}^{(1)}(z)} \tag{5.11}
\end{equation*}
$$

which is uniquely solvable (see Lemma 5.7). We see that if $\lambda \neq 0$, then $\operatorname{Im} \tilde{f}^{(0)}(\lambda+i 0)$ is equal to zero if and only if $\operatorname{Im} \tilde{f}^{(1)}(\lambda+i 0)=0$.

It follows from (5.11) that

$$
\tilde{f}^{(1)}(z)=\frac{-z \pm \sqrt{z^{2}-4 v_{1} v_{m}}}{2 v_{m}}
$$

where we choose the branch of the square root which satisfies

$$
\operatorname{Im} \tilde{f}^{(1)}(z) \operatorname{Im} z>0, \quad z \in \mathbb{C} \backslash \mathbb{R}
$$

Thus, $\operatorname{Im} \tilde{f}^{(1)}(\lambda+i 0)>0$ if and only if $|\lambda|<2 \sqrt{v_{1} v_{m}}$. The same statement is valid for $\operatorname{Im} \tilde{f}^{(0)}(\lambda+i 0)$. Using (2.18), we obtain that $\tilde{m}_{k}^{(0)} \leq\left(2 \sqrt{v_{1} v_{m}}\right)^{k}$ and therefore

$$
\hat{m}_{k}^{(0)} \leq\left(2 \sqrt{v_{1} v_{m}}\right)^{k} \quad \forall k \in \mathbb{N}
$$

Obviously, this implies (2.10).
The symmetry property of $\Lambda_{\mu}$ follows from the observation that the solution of (3.21) is odd in $z$

$$
f^{(q)}(-z)=-f^{(q)}(z), \quad q \in \mathbb{Z}_{+}
$$

According to (2.18), this equality implies that the support $\Lambda_{\mu}$ is a symmetric set.

Lemma 5.9. Let $V(x, y)$ be the matrix defined in Section 2. Then the bilinear form determined by the matrix $C(x, y ; s, t)=V(x, s) V(y, t)+$ $V(x, t) V(y, s)$ on vectors $\xi$ with components $\xi(x, y) \in \mathbb{C}, x \leq y, x, y \in \mathbb{N}$ such that $\sum_{x \leq y}|\xi(x, y)|^{2}<\infty$, is positive.

Proof. The covariance criterion [Loève (1978)] provides the existence of a family of random variables $\gamma(x), x \in \mathbb{N}$ with joint Gaussian distribution of zero mathematical expectation and covariance matrix $V(x, y)=\mathbf{E} \gamma(x) \gamma(y)$. Using (3.1), it is easy to show that the random variables $\alpha(x, y)=\gamma(x) \gamma(y)$ $-V(x, y), x \leq y$ are correlated with covariance matrix $C$,

$$
\mathbf{E}(\alpha(x, y) \alpha(s, t))=V(x, s) V(y, t)+V(x, t) V(y, s) .
$$

Therefore for any vector $\boldsymbol{\xi} \neq 0$ with a finite number of nonzero components, we have

$$
\sum_{x \leq y, s \leq t} C(x, y ; s, t) \xi(x, y) \overline{\xi(s, t)}=\mathbf{E}\left|\sum_{x \leq y} \alpha(x, y) \xi(x, y)\right|^{2}>0
$$
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