NOTE ON THE DISTRIBUTION OF A DEFINITE
QUADRATIC FORM! 2.3

By JaMEs PACHARES

Naval Air Missile Test Center, Point Mugu, California

1. Summary. An expression is derived for the distribution of a definite quad-
ratic form in independent N (0, 1) variates which depends only on the value of
the determinant of the form and on the moments of a quadratic form whose
maitrix is the inverse of the original quadratic form. This expression is an alter-
nating series which converges absolutely and is such that if we stop with any
even power of the series we have an upper bound and if we stop with any odd
power of the series a lower bound to the cumulative distribution function. The
result given in this note seems to be in several ways an improvement over the
method given in Robbins [2].

2. Notation. All vectors are column vectors and primes indicate their trans-
poses. Thus X’ = [X;, -+, X,]. In addition dz, stands for dz; - - - dz, , while
|4]| stands for the product a, - - - a. where a;, --- , a, are the latent roots of
the matrix A, and E(Q,)" stands for the kth moment of Q, .

3. The problem. Suppose we have a quadratic form @, = 1Y’AY in
Y1, -+, Y, where the Y, are independent N (0, 1) variates, and where 4 de-
notes a definite n x » matrix. It is well known that we can make an orthogonal
transformation reducing @, to its canonical form, that is Q, = %Z a; X} where
the elements a;, - -+, a, are the latent roots of the matrix A. Under such a
transformation, X;, ---, X, remain independent N(0, 1). Let F,(t) = Pr-
(@, = t), then the problem is to find F,(t).

4. The solution.
TeEOREM. Let Q, = 3> 1 a;X: , where the X, are independent N (0, 1) variates
and where a; > O fori = 1,2, .-+, n. Let Q% = 1> 7 a7'X%. Then
£ (=" BQDt
A2 kY TEn+k+1)°
(b) the series in (a) s absolutely convergent;
() for any two monnegative integers r and s and every t > 0,

(a) Fa(t) =

2741

2s ‘
SZa = Z dlc > Fn(t) > Z dk = SZr+1,
k=0 k=0
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where

(=0 B
[A[2 kU T@n +k+ 1)

Proor. Let [R] represent the region where 1.7 ax}

=
M F.0) = (207" [ [ exp| — 434t da..

Expanding the exponential in the 1ntegrand, we get

FAD) = @a) ™ f f Sa(-13) .

Toevaluate integrals like f o f (>_1ad)" dz,, we expand the integrand accord-

(R)
ing to the multinomial theorem and get

Z f f H x?'i dxi~
il ... g 1
iyt =k 01! =1

We shall make use of the Dirichlet integral

[~ [Marta=TIr (4 d/r[Sem+1] —»<a<e,

d =

t. Then

Jj=1 j=1

where I, , ¢; , and p; are all positive and the integration is over the region where
S8 (@i/e)” < 1. (See Edwards [1].) Putting

= (2t/ap)"®, p; =2, lj=2;+1,
we find that

[ ] <}: x§>k dp, = kO s TG+3) TG +4)
[R] ! a

[A"T(Gn + k4 1) i+ "Figmk Gl oo dplalt -0 gl

The problem now is to evaluate this last expression. Recalling that if X;is N (0, 1),
then EGXD" = I'(k + 1) / I'(%), we find that

n 13
EQN = E ( ; a7’ X?)

k!XT X

Gyt e ig=k 'l]! e 'Lnl al” s (l:,"

=2'E

ey xS TG D) Tt B

Qg4 ig=k 21! e 2, ! at .- - a,’;"
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Consequently

@ /, o f (7:2 xf>k iz, = 1rn/2(2t)k+n/2 E(Q:)"’
(R]

[A['2T(Gn + &+ 1)
2 (—1)* E@Q7)*
F.(t) = A ,‘Z(; kl TGn+k +1)°

This proves part (a) of the theorem.
To show absolute convergence for part (b) we note that if @ = min a;, then

1 ¢ I'An + k)
* < - 2 *\k < S\ ™ A
Qﬂ = 2a ; X’L b E(Q‘n) = akr(%n) .
Thus if F7(¢) is the sum of the absolute values of the terms of the series for F,(t),
then

tn/2 © tlc ( 1n + k)
Fi) = R ,; La* T (3n)T(3n + k + 1)
tn/2 t/a

< v
= AT Gn 1) < oo, [f < oo.
This proves part (b) of the theorem.
The bounds of part (c) are based on the fact that if » and s are any two non-
negative integers, then, for ¢ > 0 the Taylor expansion gives
S0 D Sill

=Tkl >k=0 k!

Replacing ¢ by >z} and using (1) and (2) then proves part (c) of the theorem.

ReEMARKS. (i) In case some of the latent roots are zero, that is the form is
positive semidefinite of rank r, say, we need only replace n by r in the theorem
and in the proof. (ii) The moments of Q} are easy to obtain from the cumulants
of @ . The rth cumulant of Q% is 3(r — 1)! D7 ai” forr = 1,2, - - - . (iii) Clearly
So, Sz, Ss, - -+ is a sequence of upper bounds and 8;, S; , Ss, --- a sequence
of lower bounds for F,(t). In practice we would compute a finite number of terms
and then state that min Sy, > F.(f) > max Ss,,; . The absolute value of the error
thus committed is not greater than min Sy, — max Ss,,1 , where r and s are non-
negative integers.

5. Application to the distribution of a sum of squares in dependent variates.
Let X;, --- , X, have a joint multivariate normal distribution with zero means
and inverse covariance matrix A. We wish to find the distribution of R =
1 X'X. Now

_ 4 [ 1
- (—27,-)_—7#2 -+ [ exp [—42’'Azx] dz, .

[4z'25t]

Pr(R £¢)

We make an orthogonal transformation such that

Pr(R = (IZAI;:; f fexp[ %i a,yf:l Yn

[3v'ystl
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where ay, - - - , a, are the latent roots of the matrix A. We now let 22 = a;yf s
getting

Pr(R=t)=(Cnr )""’2f fexp ldz,, D= [% ailsl < t:l
1

=Pr(Qn-§l)~

Thus we can make use of the theorem.

ReMArk. Combining the results of the theorem and the above application,
it is easy to show that we could find the distribution of a definite quadratic form
X'AX where X 1, , X, have a multivariate normal distribution with covari-
ance matrix B~ whlch distribution involves as parameters the latent roots of
AB7,

We shall now state, without proof, an obvious corollary to the theorem, ob-
tained by letting the first m; latent roots be a; , the next m; latent roots be as ,
etc.

CoroLLARY. Let S, = Y(awxi, + -+ + a,xh,), where the xa,, for i = 1,

, T, are independent random variables having a central chi square distribution
with m; degrees of freedom. Let

ST = 3ai' X, + - + a7'%n),
M = me,, a; > 0, G.(t) = Pr(S, =t
Then

ki 2 (= E(SH*
e d & K TGM +k+1)°

(a') Gr(t) = (a'lnl

(b) The series in (a) is absolutely convergent;
(¢) For any two nonnegative integers s and j and every t > 0,
2741 tu/z ( t)" E(S:k)k
gdk>Gr(t)> de, dlc_(aflnl __.am, 1/2 k' I‘(%M"!‘,C"l‘l)'
ReMARK. The moments of S) are easy to compute from the cumulants. The
jth cumulant of S; is 3(j — 1)!D_iyma;’.
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