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Introduction. Let X, , X;, ---, X, and ¥V, Y3, ---, Y, be two samples
of independent observations drawn from two populations with cumulative
-distribution functions F(z) and G(z), respectively. We will assume in what
follows that F and G are absolutely continuous and that they are the same
in all respects except that they differ in the scale parameter. The problem con-
sidered here is that of testing the hypothesis

H:F =@,
A:F # Q.

If the X’s and the ¥’s come from normal populations, the usual test of signif-
icance for testing the hypothesis H is the variance ratio F-test, which is the
most commonly used statistical test for comparing variances. Usually however,
since little is known about the populations from which the samples are drawn,
this test is used as if the assumption of normality could be ignored. It appears,
however, that such is not the case. This was first pointed out by E. S. Pearson
[1], who conducted certain experimental investigations. His findings were later
confirmed by several other authors, especially by Geary [2] and Gayen [3].
They showed that the F-test is particularly sensitive to changes in kurtosis
from the normal theory value of zero. Now, it is easy to see that the F statis-
tic, when suitably normalised, is asymptotically distribution free. More re-
cently, Box and Andersen [4] and [5] have studied this problem in great detail
and have shown on the basis of extensive sampling experiments that the F
statistic so normalised is insensitive to departures from normality, at least for
large samples. Very recently attempts have also been made to construct non-
parametric tests, particularly by Mood [6] and Lehmann [7].

The test proposed by Mood is similar to the variance ratio F-test with ranks
replacing the original observations. He has also computed the asymptotic rela-
tive efficiency of the test with respect to the F-test for normal alternatives. In
this paper, we will derive a general formula for the asymptotic relative effi-
ciency of Mood’s test with respect to the F-test for scalar alternatives but al-
most arbitrary continuous distributions.

The test proposed by Lehmann is essentially of the Wilcoxon-Mann-Whitney
type (see [8] and [9]) applied to all possible differences between the X’s and
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the Y’s. As pointed out by Mood, the test is not distribution free. However, he
computed the asymptotic relative efficiency of Lehmann’s test with respect to
the F-test on the assumption that the asymptotic variance of the test statistic
is distribution free. It will be shown in this paper that the asymptotic variance
of the test statistic suggested by Lehmann is not independent of the form of
the distribution, even under the null hypothesis F = G.

Lastly, we will propose a new nonparametric test for comparing variances
and obtain a general formula for its asymptotic relative efficiency with respect
to the F-test for scalar alternatives but almost arbitrary continuous distribu-
tions.

1. Mood’s test. This is a dispersion test based on the statistic

n 2
(1.1) M=y (n - m—+—§"—t—l> ,
==l

where r; is the rank of Y; in the combined sample of m -+ n observations. We
reject the hypothesis if M is too large. Then, as shown by Mood, under the
null hypothesis

_nls+ 1)(s —1)
(1.2) E(M) = Met Do,
(1.3) var (M) = mn(s + 1)(188;- 2)(s — 2),

and under the alternative

E(M) = 1—"2 {3(s + 1)' — 6(n 4+ 1)(s + 1) + 2(n + 1)(2n + 1)}
(14)
- mn{z(m - 1)fFGdF+ (n — l)szdF— (s — z)deF},

where, for short, we write s for m + n.
Let G(z) = F(x6). Then, proceeding as in [6],

(15) Q%M)L_l - —2s—2) { [ F@i@) dF@) - [ 4@ dF(x)}.
The efficacy of the M-test is therefore equal to
180(s — 2)* {2 f zF@)f*(x) dx — f zf*(x) d;z:}2

mn(s + 1)(s + 2)(s —2) ’

Also, the efficacy of the variance ratio F-test is

(16)

4mn

(m +n)(B: — 1)’

%)
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Hence, the asymptotic relative efficiency of the M-test with respect to the F-
test is given by

(18) ex = 45(8, — 1) {2 [ F@)f* &) dz — j of* (@) dx}2,
where

f @ — EX)* dF (z)
8,

) { f (@ — EX)? dF(x)}z.

From the formula (1.8), it is obvious that depending on f (2),0 < ey < .
Thus, considering

l—a 1 —a =1 =< a,
(1-9) f(x) - 2.al—-a * lea a < 1,
we find after some computations that
_5(1 — a)
(1.10) by = m,

which tends to zero as o tends to unity. Thus the asymptotic relative efficiency
of the M-test with respect to the F-test can be made as small as we please.
Similarly, taking f(x) to be a Pearson Type VII density function, it can be
shown that the asymptotic efficiency can be made as large as we please. In
particular, if f(z) is the standard normal density function with mean zero and
variance unity, e, = 0.76. If f(z) is equal to one on the unit interval about
the origin and zero otherwise, then, ey = 1.

2. Lehmann’s test. The test consists in forming all the (72”> positive differ-

ences between the m X’s and the <g> positive differences between the n Y’s.
The test is then based on the statistic
-1 -1
2.1) L=(7) (5) Ze(X:i— X;,| Vi — Yu]),
2 2 1<J

k<1
where

e(u,v) =1 if u <oy,

=0 otherwise.

Clearly, this is a generalised U statistic in the sense of Lehma_p_n [10] and
hence it follows that if m = Np and n = Ng, with p + ¢ = 1, A/N(L — EL)
is asymptotically normally distributed with asymptotic variance ¢ given by
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(2.2) & =4 {g‘l’ + @l}
»  q)’
where
2.3) f0 = Ele(| X1 — X2, | Y1 — Y. e(] X —Xs|,|Ys — Yu))l
—Eo(| Xy — Xu|, | Y1 — Ya)
and

2.4) tn = Elp(| X1 — X2|, | Y1 — Y2 Do(| X5 — Xu|, | Y1 — Y3 )]
— Eo(| X1 — X, |, | Y1 — Y2 ).
Now, we have

25) Be(| X1 — Xa |, | Vi = YV2|) =P Xi — X[ = [ Vi—Ta|) =3

under hypothesis.
To compute o and £y, we first compute the following, all under the hy-

pothesis F = G. Let
| X, — X | = U1, [ X1 — X3 | = Up, [ 1 — Y| = Vi,|Ys = Y| = Vo
Then,

26) K@) =P sv) = [ F@+0) - F& — 0] dF@).

Also, we have
H(ulyu2) = P(Ul S w,Us = Usz)
27

f Fz + w) — Flx — wlFlx + u2) — F(z — u)] dF ().
Then, we see that

(28) &= P(ULS Vi, Us S Vo) — = [[ HOu,00k(o)k(os) dos dn — 1.
Exactly, in the same manner, we find that

29) f = [[ K@E@Nn, 6 dhds - 3,

where

W, ) = [ e+ 8) + fo — 0l + &) — fle — &) dF ).

Taking
fl@) =1 -3=z =73

=0 otherwise,
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it turns out that

(2.10) /N = 1/180-(1/m + 1/n).
On the other hand, if

fl@) = %-e""',
(2.11)

/N = - (1/m 4+ 1/n).

26 34

It follows that the asymptotic variance depends essentially on the form of the
distribution function F(z), even when F = @. Hence, the test based on the
statistic L is not asymptotically distribution free.

From the above results, it seems that Mood’s test is reasonably efficient
for normal alternatives and highly efficient for some non-normal alternatives.
The test, however, presupposes knowledge about the relative location of the
two populations, which is not always present. If it is not, the test can be modi-
fied by applying the test to the deviations from the sample medians rather
than to the observations themselves. The modified test is essentially the same
test, and we would expect the modified test to behave nicely, at least for large
samples. It will be shown in another paper that the modified test is not asymp-
totically distribution free in the sense that the asymptotic distribution of
the test statistic is not independent of the original population from which the
samples are drawn under the null hypothesis. In the next section, we therefore
propose another nonparametric test for comparing variances, especially con-
structed with this object in view. As will be seen in the next section, the test
is not so efficient as the one proposed by Mood. This test also assumes knowl-
edge about the relative location of the two populations. It will be shown in
another paper that under certain regularity conditions, the proposed test after
modification is asymptotically distribution free.

3. The proposed T-test. The test statistic may be defined as

1 m n
1 = i, Y3,
(3.1) i 22 2 WX, )
where
_ .. Jeither 0 < X <Y
VX Y) =1 lf{or Y < X <0,
=0 otherwise.

We reject the hypothesis if 7 is either too large or too small. We shall now
find the mean and the variance of 7' both under the hypotheésis and the alterna-
tive.
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Mean and variance of T under the hypothesis.
(3.2) E(T) = Ey(X;, Y5
=PO0<X:<Y;)+P(Y;<X:<0)

'™
.

Squaring and taking expectations and noting that
EYX:, Y, W(Xs, Y] = EW(X:, Y (X, Y))] = 14,
it follows easily that

(3.3) var (T) = mtnrnt7 7.
48mn
Mean and variance of T under the alternative.
) 0
z4) B = [ a-@dr+ [ Gar.
0 — o0
To find the variance under the alternative, it.is easily seen that
) 0
(35 BWX, Y, Yl = [ (- @R+ [ ¢ar,
(36) « BN, ¥)x(X:, ¥ = [ Fae — [Fag + 1.

Whence, we find that

var(T)=1/mn[/:FdG—f_:FdG+(n— 1)
37) [[ (1—G)2dF+[1G’dF]+(m— 1)[/F2dG—deG+%]

—(m+n-— 1){f0deG— [:FdG}j,

which tends to zero as m and n tend to infinity. Thus,
@© 0
T—P—»deG—deGasmandn——>oo.
0 — o0

Hence, the test is consistent.

Asymptotic efficiency of the T test. We observe that T is a modified form of the
Wilcoxon-Mann-Whitney statistic. Mann and Whitney proved the asymptotic
normality of the Wilcoxon statistic under the hypothesis and Lehmann proved
it under the alternative. Using these results, it follows easily that T is asymp-
totically normally distributed both under the hypothesis and the alternative.
It can also be verified that all the conditions of Pitman’s [11] theorem are satis-
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fied. We are therefore ready to compute the asymptotic relative efficiency of
the 7T-test with respect to the variance ratio F-test. We have

0 .00
d—lfi-(é{l;) = f_w zf*(z) dz — «/o zf*(z) dz.
Efficacy of the T-test is therefore equal to
pO 0 2
(3.8) 48mm/(m + n + 7) [ | '@ dz — [ zf*(2) dx] :
0 0

Whence, we find as before that the asymptotic relative efficiency of the T-test
is equal to

3.9 er = 12(8, — 1) [fom zf*(x) dx — f_: zf(z) dx:r.

It can be demonstrated as before that the efficiency can be anything from zero
to infinity. In particular, if f(x) is the standard normal density function, er =
0.61. If y(z) = -6 ' er = 0.94.
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