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1. Introduction and summary. Wald [5] and Anderson [1] discuss a classifica-
tion problem as follows. We have Ny + N, + 1 independent p dimensional
random vectors. We know that the first N vectors are observations from a
population II, , the following N are observations from a population II,, and
the last vector is either from II; or II, . Let us assume that the probability dis-
tribution in both II; and II, is multivariate normal with the same covariance
matrix ¥; the vector of expected values being u; in II; and ps in I, . The values
of p1, pe, and ¥ are unknown. Let X denote the p- (N; + N, + 1) matrix of
observations. On the basis of X we wish to classify the last observation, X N1+Ny+
as coming from II; or II; . For this purpose both Wald and Anderson propose
classification statistics. Wald proposes the statistic

(1]-) U= XJ(’1+N2+1S_](X1 - X2);
where
_ Ny ~ Ni+Ng
(1.2) Xi=(/N) 2 X, Xo=(1/N)) Y X,
t=1 t=N+1
and

(1.3) Ny _ ., N _ .
B - - 1+ 8 - g - 2],
t=1 t=N1+1
Anderson considers the statistic
(14) W = XypywouS (X — X)) — (X 4+ X)'SU(XL — X).
It is known [4] that the sampling distributions of U and W are contained as
special cases in the sampling distribution of the statistic
(1.5) V = Yi4A7'Ys,

where Y, and Y, are p dimensional random normal vectors with mean vectors
& and &, say, respectively, and 4 is a p X p symmetric matrix having the
Wishart distribution with n degrees of freedom; the three sets are independently
distributed with the same covariance matrix X. Let M denote the matrix

(1.6) M= (’"“ m“) = Y'BY,
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‘where

(1.7) Y = (Y:,Y,), and B= 4+ YY/,
then the statistic V is given by the relation

(1.8) V = mu((1 — mu)(1 — mz) — miz) .

Extending earlier work of Wald [5], and Anderson [1], Sitgreaves [4] obtains
the distributions of the matrices M and M”*, where

(1.9) M*=Y'A7'Y = M(I — M)~

Both Anderson [1] and Sitgreaves [4] assume that the vectors £ and & are
proportional. In this paper we obtain these distributions without assuming the
proportionality of & and & . For this purpose we require the following results.

2. Some useful results. Anderson and Girshick [3] essentially prove that
f F(XX') exp {tr 7uX'} dX
XX'=D
D —1
(2.1) = worern [T rgin — 41— | 1)
=1

: fexp Mo + Nevee + -0 N v} |D — VV"(n—p—t—l)lz av.

Here X is a p X n matrix, u a given p X n matrix of rank ¢(=<p), as usual dX
denotes the product of the differentials of the elements of the matrix X, D is a

p X p symmetric matrix of rank p, and A1, -+, \i, are the nonzero roots of
the equation
(2:2) |2 727 = M| =0,

the elements of the matrix V being assumed to be arranged as

b Vg v Vig

Vo1 U2 - Vg
(2.3) V = ,

vpl vpz “ee vpt

and the range of integration with respect to V is determined by the condition
that the matrix (B — VV') is positive semidefinite.

Tt is obvious ([2], p. 417) that the noncentral planar p dimensional Wishart
density is a particular case of the equation (2.1); however, when n = p, this
density may also be written as ([2], p. 419)

W(D; E’ w1, W2 5D, Py 2)

2.4) . /
( = Crexp {—1tr¥7'D}|D|”* f exp {w12n + wzn}|l — ZZ'|70" dZ, dZ,,
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where Z; and Z, are column vectors of the matrix

_ (A1 Z12

(2.5) Z = <z21 zn> ,
and wi and wj are the nonzero roots of the equation
(2.6) |27wu'3™ — AD7Y = 0,

as the rank of p is now assumed to be 2. The range of integration with respect
to Z is determined by the condition that the matrix (I — ZZ') is positive semi-
definite. The constant C; is given by the expression

01—1 = exp {%(k% + kg)}2P2/2np+p(p—l)/4lzlp/2

(2.7) , L
. Qr(%[p -1 - i])gr(%[p —1—q]),

where %3 and %3 are the nonzero roots of the equation
(2.8) 12727 =227 = 0.

Now we consider the integral
(29) I = /exp {—% tr Z_ID + w1 211 + w2 Zzz}lDl(n_p—H)/z

NI — 2Z'\*" 47, dZ, D’

which is easily evaluated by using Theorem 5 of Anderson’s ([2], p. 424); and
we find that

—1) /4
I = IEI(n+2)/22p(n+2)l21rp+p(p 1)/

(2.10) 2 :
AIrGle -1 =) I TGl + 3 — GG, ),
where
. o (k%)a+ﬂ1(kg)“+ﬂzr(%[fn -+ 2] + o + ﬁl)
(211) G 1) = a,ﬁ§2=0 216,18, IT(3p — 1] + @)

T@ln+ 2l +a+6)TER + 1] + o)
TGp + 2+ B+ BTG + 2] + o)
Here we note that the process of integration carries the quantities w;, wy, to
the quantities &, , k2 ; i.e., the process of integration with respect to D replaces
the matrix D in (2.6) by the matrix ¥. We now proceed to obtain the distribu-
tions of the matrices M and M™,

3. The distribution of the matrix M. It is easily seen [4] that the joint density
of the matrices B and Y is given by the expression

(3.1) f(B,Y) =C,|B— YY'|" " exp{—1tr 3B + tr £EY},
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where

(3.2) £= (&4, &),

and

(83) €3 = [2]"7" exp {3 tr X7y 27D iprirm0 It I_Il T3l + 1 —4)).
Now consider the integral

(34) I = fy ety I — Y'B'Y|" 7 exp {tr T7%Y’} dY,

which is easily evaluated by using (2.1); and we have that
I = Cs|B||I — M|

35 : f |M — ZZ'|"™" exp (vi2u + v22m} dZ1 dZs,
where

(3.6) o= 2" — 2D T — 3D,

and v; and y3 are the nonzero roots of the equation

(3.7) |72 —\B7Y =0,

i.e., of the equation

(3.8) |€27B27 — M| = 0.

It may be noted that in (3.5) the range of integration is determined by the

condition that the matrix (M — ZZ') is positive semidefinite, while in (2.4)

the range is given by the condition that the matrix (I — ZZ') is positive semi-

definite. However, by a suitable transformation (3.5) may be written as
I=20C IBl |I _ Ml(n—p—l)/2|Ml(p—3)/2

(3.9)
. feXp {51 tn + 52 tzz}‘] - TT’l(p_-S)/2 dT1 de,

where 6} and 3 are the roots of the equation

(3.10) €27 B — MY = 0,

and T, and T, are column vectors of the matrix
_(tu the

(3.11) T = <t21 t22>'

Using (3.1), (3.4), and (3.9), the density of the matrix M is found to be
f(M) = (CyCs lI — Ml(n——?—l)/2‘Ml(p_3)/2

(3.12) : fexp (=3 tr 3B + 61 tu + 62t}
AB| PR — 7| gy 4T, dB,
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and by using (2.9) we have for the density of the matrix M the expression

(3.13) FQM) = Call — MR M| P76 (g1, ¢0),
where ¢1 and ¢ are the roots of the equation

(3.14) €27 — A\ = o,

and

(315) Ci' = exp (3 tr &1T(H)T(Gn 4 1 — pTGIn + 2 — pl).

We note that when £ and & are proportional, say, 6:£* and 6:£%, respectively,
then (3.14) has only one root, viz.,

(3.16) $i = (F'27E) (6imu + 260001 + G3man).
Thus Sitgreaves’ result ([4], p. 269, Equation 21) follows from (3.13) by setting;
(3.17) a =0, B2 = 0, ¢ =0, and ¢, = ¢ of (3.16).

4. The distribution of the matrix M*. In (3.13) we set

(4.1) M= MYI+ M

The Jacobian J of the transformation from M to M™* is easily found to be
(4.2) J = I+ M*.

Hence the density of the matrix M™ is given by

(43) FOUL*) = Ca|MH 7P + MATURG(E x8),

where x; and x; are the roots of

(4.4) €27 — AT + MM = 0.

In a future communication, it is planned to generalize the results of this
paper to the case of 3 populations, by using a result of Weibull’s [6].
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