THE INVERSE OF A CERTAIN MATRIX, WITH AN APPLICATION!

By CuanpaNn K. MusTaFri

Columbia University

Let I, be the m X m identity matrix and W,,*” be an m X m matrix whose
upper left k X k submatrix consists of elements equal to one and remaining ele-
ments equal to zero. In this note, we consider the problem of finding the inverse of
the matrix

Im + ka=l Ckwm(k))
Witho <o < (k = 172) "')m)'

The special case ¢, = ¢; = - -+ = ¢, will be discussed in some detail. An applica-
tion of the result will also be pointed out.
THEOREM. (In + 2 i aW,?) " =1, — Q,

where Q = (gi;) is an m X m matriz whose elements ¢.; have the following form:

qii = Ngj, T = J,

(1) o .
= Nigi , ¥ > ], (7',]=1727"'y"l)-
The quantities N;, -+, N\, and q1, gz, -+, @ are obtained from the following
equations:

(2) eadhpn = N(ea+ 6+ 6ae) FNae, =0 (r=2,3,---,m — 1),
withh = L, =14 ¢;

(3) Mag — Mg+ 6 =0 (r=23,-,m);

(4) G = Cnalmltna(l + )M + (A — Amar)] ™

Proor. Let ) iy a;W,,* = B = (by).
We observe that in the matrix Bby; = bi; = D i (6= 2,3, -+, m;j = i,
¢t + 1, -+, m). Hence, according to a result given by Guttman [3], Ukita [4]
(also stated in Greenberg and Sarhan [2]) B™" exists and 1t is a diagonal matrix
of type 2 (see [2] for definition). The elements of B™ = (b*’) can be obtained by
using a method given by Greenberg and Sarhan [2] as follows:
b= b= —o =0, j> 2.
(5) bi—l,i — —Cl_—ll; b‘i’i — C;—_ll + Cj_l; b‘i,i+1 — _Ci_l
b7 =0forj=1,2,--,i—2,i+2 - ,mi=23--,m

Since, B™ is a diagonal matrix of type 2, I, + B~ is also a matrix of the same
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type. Hence, it follows ([2], [3], [4]) that (I. + B')™! exists and has the form
given in equation (1). We also observe that

(6) (L. + 2 i aW,*)™ = (I, + B)™
=I,— (I, + B\

We now form the matrix I, 4+ B~ from equation (5), multiply it by the
matrix Q given in equation (1) and use equations (2), (3) and (4). This gives

(In + B_l)Q = L.,

which completes the proof of the theorem.

It may be pointed out that the system of equations given in (2) can be solved
recursively by first finding A; from A, and Ay, then Ay from A; and A, and so on.
We can then find the value of ¢, from (4) explicitly. The system of equations
given in (3) can then be solved successively by first finding ¢»_1 from ¢, , then
gm—2 from g, and so on.

CoROLLARY 1. The quantities \;, q; (j = 1, 2, -+, m) satisfy the conditiens:
(7) M>Ma> s >Nh>NM=1;
(8) g >0 G=12--,m).
Proor. Let us assume that N\, > \,_; > 0. Then, from (2)
(9) CrmiNea — N) = (M — No1) + Necratr .

Equation (9) asserts that A.x > A, if A, > N1 > 0. Since, A2 > Ny > 0, the
first part of the corollary follows by induction. Also from (4) and (7), we ob-
tain

(10) gn > 0.

We now substitute »r = m in (3). This gives
(11) Qm— = xmmlxm--lqm + Cn—1 m_lo

Since g, > 0, it follows from (11) that gn—1 > 0. We now substituter = m — 1,
m — 2, ---,21in (3) and use the above argument recursively to complete the
proof of the second part of the corollary.

COROLLARY 2. Suppose, c1 = ¢2 = +++ = €wn = €. Then, Ao, Ag, =+, A,
G, 42, 5 Qm aregiven by

o= (144 A7+ 47 G=12,--,m)
1+ ¢/201 + (1 + 4/¢)Y,
gn = A™(1 + A)(1 + A™) 7,
Gy = A™(1 + A)(1 + A2 + ¢,
g = Mlgmahis — (1 + 4)(4 — )71 + A™)7
+ (A — 1)7'A" G=1,2 --,m—2).

where A
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Proor. When¢ = ¢2 = -+ = ¢, = ¢, equation (2) reduces to
(12) Ma—M24+e¢)+Ma=0 (r=23,---,m—1)

With)\l = 1,)\2 =1 + c.
The system of equations given in (12) can be solved by using a generating
function and it is easy to see that

(13) N o= GO0,
where,
(14) GZ)=(Z-2)1—-(2+Z+ 27",

and G?(0) is the jth derivative of G(Z) at Z = 0. Using the fact that A and
A" are the roots of the quadratic 2 — (2 + ¢)z + 1, we can write
HZ) = (Z - ZH(Z — A)(z — A7)
=(Z — ZIHAA® — D)(Z — A7+ A0 — AHN(Z - ATHT

whence,
(15) N o= @O = (1 + A¥HAT + )7

This proves the first part of the corollary. Under the condition ¢, = ¢, = - --
= ¢, = ¢, we can rewrite equations (3) and (4) as
(16) Moy — Mgrr ¢ =0 (r=238,-+,m),
(17) gn = (2 + ¢) — Nua] -

The expressions of N\, and N,.—; can be obtained from (15). This together with
the condition 2 + ¢ = A + A™" lead, after some simple calculation, to

(18) gn = A™(1 + A)(1 + A" e,

The expression of ¢, can be obtained by substituting »r = m in (16). Finally
we substituter = m — 1, m — 2, ---, 3, 2 successively in equation (16). After
making some simple calculations, we obtain

(19) @ = MNatagma + O\ 20 NN
Now,
;cn=—j2)\k—1)\,::1 _ (1 + A)2 ZlT:f A2k—1(1 + A2lc—l)—l(1 + A2h+1)—1
(20) =(1+4)1 — AT 25 + 47
— (14 417
=(1+4)(1—-A)T(1+4""" -1+ 4"H7.
From (19) and (20)
G = Mlgmadss — ¢(1 + A)Y(A — 1) + A7 + (4 — 1)7AY
(G=12---,m—2).
This completes the proof of the corollary.
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We now consider an application of the result. Let x;, 2, - - - , 2, be a sequence
of random variables such that

gi=wpte+ 2inhm (G=12--,n—1),
= tn+ € (G =mn),
with E(a) =0; Var(e)=1 (k=12 ---,n),
E(z) = 0; Var (%) = o
(k=1,2-,n—1),
P(Ji=1) =P, =1— P(J, = 0)
(k=1,2--,n—1);0 < P, < 1.

The variables ¢, (k = 1,2, ---,n),Jx, 2 (k= 1,2, -+, n — 1) are assumed
to be mutually independent. This model was introduced by Chernoff and Zacks
[1] in connection with a problem when the means of a sequence of random vari-
ables are changing randomly. It is easy to see that the dispersion matrix V of
Ty, Lo, , TolS
L + 0’2 21?;11 P, Wi.k—)l 0
v-(ty )

where 0 isann — 1 X 1 vector with all elements 0. The theorem discussed above
can be applied withm = n — land ¢, = ¢’Py (k = 1,2, -, n — 1) to obtain
V7. Chernoff and Zacks [1], p. 1003, gave an expression for the sum of the ele-
ments of each column of V™" when Py’s are all equal. The present note generalizes
this result firstly by deriving an expression of V™' when P,’s are unequal and
secondly by giving the complete matrix V' instead of the column sums only
when P,’s are equal.
The author is grateful to the referees for several helpful remarks.
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