DISTRIBUTION OF THE LARGEST LATENT ROOT AND THE SMALLEST
LATENT ROOT OF THE GENERALIZED B STATISTIC AND F
STATISTIC IN MULTIVARIATE ANALYSIS

By T. Sucryama!l

Columbia University

1. Introduction and results. The cumulative distribution function (cdf) of the
largest latent root and the smallest latent root of the generalized B statistic and
the generalized F statistic in multivariate analysis has been studied by K. C. S.
Pillai [8], [9], [10], [11], and so on. But, since the cdf is represented by the sum-
mation of p! incomplete B functions, it is complicated, and we have many diffi-
culties in calculating it. Recently, these general expressions in the following
formula were obtained by T. Sugiyama and K. Fukutomi [15], namely the prob-
ability element of the largest latent root \; and the smallest latent root A, of the
generalized B statistic was given respectively by the following formula

ON™PEL (L — ) (remP b2
F((=nma+p + 1)/2, (m — 1)/2; (m + p + 1)/2; Mlp) dh
and
C’)\p(nl—p—l)ﬂ(l _ )\p)nzl’/2—l
F((—m+p +1)/2, (m — 1)/2; (2 + p + 1)/2; (1 — Np)Ip1) dAs

where

C = 7""Bpa((m — 1)/2, (p + 2)/2)/T (p/2)Bp(n/2, m2/2),
and

¢’ = 7" Bpa((m — 1)/2, (0 + 2)/2)/T (p/2)By(11/2, 12/2),

and also, the probability element of the largest latent root f; and the smallest
latent root f, of the generalized F statistic is given by substituting fi/ (1 + f1)
for A; and f,/ (1 + fp) for A, in above formula respectively. But, since the cdf is
also represented by the series of incomplete B function, it is not easy to calculate
it. The purpose of this paper is to find the simple general expression of the prob-
ability element of the largest latent root A\; and the smallest latent root A, of the
generalized B statistic, and the simple general expression of the cdf of the largest
latent root and the smallest latent root of the generalized B statistic and the
generalized F statistic which is given by the following theorems, respectively.
TuEOREM 1. Let U, and U, are two independent matrices having Wishart distribu-
tion W (p, ny , Z) and W (p, na, =) respectively, where ny , ng 2 p. Then the prob-
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LARGEST AND SMALLEST LATENT ROOT 1153
ability element of the largest latent root N and the smallest latent root N, of the equation
(namely generalized B statistic (Uy + Ux) U (U + U)7h

Uy — (U + U =0
18 given respectively as follows:
{To((@ + 1)/2)Tp((m + 12)/2)/Tp(n2/2)Tp((m + p + 1)/2)}
(11) - 200 Dl (om/2 + B) (=2 + p + 1)/2)c(m/2)x
“((m + p + 1)/2)TYC kTN dy
and
{To((@ + 1)/2)Tp((m + 12)/2)/Tp(n/2)Tp((n2 + p + 1)/2)}
(1.2) - 2ot e (pme/2 + ) ((—m + p + 1)/2)c(na/2)x
(4 p + 1)/2)TClI)hT (1 = 1) P,

where I, is the unit matriz (p X p),

(1.3) Cx(Ip) = 2k(p/2)x y .
« 1s the partition (ky, -+ , kp), k1 2 -+ = kp = 0, of the integer k into not more
than p parts,

(14) (a)K = H?"l (a - %(l - 1))k{ ’ K = (kl y " kp)y

and, as usual, (@), = a(a + 1) -+ (a 4+ ki — 1), (a0)o = 1.

This theorem is discussed in the following section.

TuEOREM 2. The cdf of the largest latent root M\ and the smallest latent root \, of
the generalized B statistic is given respectively as follows:

P <z)
(1.5) = {T,((@ + 1)/2)T,((m + 12)/2)/Tp(n2/2)Tp((m + p + 1)/2)}
e A ((—me+p 4+ 1)/2)(m/2)((m + p + 1)/2)7)

. Cx (Ip)k !-lxpm /2+k’
and

PRPp<z)=1—-—PONp>12)
1 — {To((p + 1)/2)Tp((m + n2)/2)
(1.6) (Tp(n/2)Tp((na + p + 1)/2))7
e el (= + p + 1)/2)e(ma/2)c (2 + p + 1)/2):7)
Ok (1 — z) Ptk

This theorem is obtained at once by integrating the equation (1.1) and (1.2)
from 0 to z with respect to A; and \, respectively.

Il
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THEOREM 3. Let U, and U, are the two independent matrices having Wishart
distribution W (p, ny , Z) and W (p, ns, =) respectively, where ny , n, = p. Then the
cdf of the largest latent root fi and the smallest latent root f,, of the equation (namely
generalized F statistic Uy U Uy ™)

|Ur — Uaf| = 0
is given respectively as follows:
Pfi<y) =P <y/A+y))
= {Tp((p + 1)/2)Tp((m + m2)/2)
(1.7) (Tp(ne/2)T5((m + p + 1)/2)) 7}
Dm0 2l ((=ma 4 p 4 1)/2)c(m/2)x

A+ p 4 1)/2)TC Uk (/A 4 y)) P
and

Pla<y) =P0,<y/(l+y)=1-P0>y/A+y)
1 — {T,((p + 1)/2)Tp((m + m)/2)
(1.8) (Tp(n/2)Tp((na + p + 1)/2))7}
e Dl (= 4 p + 1)/2)e(ne/2).
(e +p + 1)/2)7NC TR/ A + ) P

Since the roots Ay, - - - , A\, of the generalized B statistic are related to the roots
fi, -+, fo of the generalized F statistic as follows

A1=fl/(l +fl);"" )‘P=f17/(1 +fp))

this theorem will be obvious.

COROLLARY 1. The probability element of the largest latent root \y and the smallest
latent root N, of the generalized B statistic of the degenerating case, namely 1 < p,
is given respectively as follows:

{Twy ((m + 1)/2)T, (01 + 12)/2)/
(1.9) Ty ((n1 + m2 — p)/2)Ta ((p + ma + 1)/2)}
e el pny/2 + k) ((—ne + p + 1)/2)e(p/2)e
(A p 4 1)/2)7C Ty TN

and

{Tay ((n1 + 1)/2) Ty (1 + 12)/2)
(Toy (0/2) Ty (@11 + ma — p + 1)/2))7}
1.10) -3 (4 me — p)n/2 + k) ((=p + 1 + 1)/2),
S+ me — p)/2)(@m + 1 — p +1)/2)7

—1 — 2+k—1
Co (T )l TIN, (e P2k
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The derivation of this corollary is mentioned in the following section.
CoroLLARY 2. The hth moment of the largest latent root Ny and the smallest latent
root \, is given respectively as follows:

EN') = (Tp((p 4 1)/2)Tp((m + n2)/2)
(T (ma/2) Ty ((m + p + 1)/2))7)
(1.11) Dm0 2 ((=me 4+ p + 1)/2)a(m/2).
(m +p +1)/2)7
oIk (pma/2 + )/ (pma/2 + & + ),
and
E((1 =€) = (Tp((p + 1)/2)T5((m + n2)/2)
(T (n1/2)Tp((na 4 p + 1)/2))7)
(1.12) im0 2o ((mm 4+ p + 1)/2)e(2/2).
(e + p + 1)/2)7Y
-Cu(Ip)k! (pne/2 + K)/ (pra/2 + k + h).
Above each result are easily obtained by using each probability element of
Theorem 1, and also, the ~Ath moment of the degenerating case will be obtained
by using Corollary 1.
CoROLLARY 3. The generalization of the Gauss formula
oF1 (o, B;7;1) = T()T'(y — @ — B)/T(y — )T (v — B)

s given by the following formula:
(1.13) oy (o, B5v; Ip) = To(¥)To(y — a — B8)/Tp(y — a)Tp(y — B).

This corollary is mentioned in the following section.
CoROLLARY 4. The following equality holds:

Dm0 2 (om/2 + k) ((=ma + p + 1)/2)(m/2)((a + p + 1)/2), 7}
CoIp)k™ = 0.

This corollary will be obtained at once by letting A, = 1 in (1.1).

2. The derivation of the largest latent root and the smallest latent root of the
generalized B statistic. Let U; and U, be two independent matrices having
Wishart distributions W (p, n;, £) and W(p, na, =) respectively, where
ny , ng = p. Then, the matrix U = (U; + Us) UL (U, + Us) ™} is called the gen-

eralized B statistic and the latent roots A; , - - - , A, of the matrix has the following
probability element:

(2.1) Const |A|("1—p_l)l2|1 - Al(nz_p-l)lgnt(j()\; - )\j)Hp.'___l d\;
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where
(2.2) Const = 7rp2/2Fp((7?'1 4+ 12)/2)/Tp(p/2)Tp(m1/2)Tp(ny/2)
and A is the diagonal matrix

A 0

0 A
with 1 > N > -+ >\, > 0.

. . . . . —p—1 .
From the expansion of the generalized binomial series, |I — A |"7?7"" is
written as follows:

2.3) Do 2o ((=na + p + 1)/2)0C (M) /K1Y,

where C(A) is the zonal polynomials defined each partition « (k1 , - - - , kp) of the
integer k into not more than p parts as certain homogeneous and symmetric kth
degree polynomials of Ay, ---, A\,. A detailed discussion of zonal polynomials
may be found in A. T. James [5], and [6]. Using (2.3), (2.1) is rewritten as fol-
lows:

(2.4) Const D img 2o { ((—ma + p + 1)/2)/kY
AATPRO(A) TTics v = ) TTE< ans.
Letl; = N\iy/A,2 =2, .-+, p, then we can write (2.4) as follows:
(2.5) Const 2 imo 2« {((—n2 + p + 1)/2) /YN dN
ATV (A TTE=e 1 — ) Tlics @6 = 4) TTP= dis,
where1 >\ > 0,1 > 105> - > 1, > 0,and

’ 1 0
Al = . , lAz = .
. 0 A

0 lp

Therefore, integrating (2.5) with respect toly, - - - , I, , we will have the probabil-
ity element of A; , namely to calculate the following

(2.6)  Jis1>->150 [A PR (A) TT2= @ = 1) T = 1)) T12. di

is equal to obtain the probability element of A;. The following result which is
shown in [13] will be useful to get the value of the integral (2.6):

(2.7)  [isa>ema0 IAIL#(MI)/ZII - Aluv(pﬂ)/QCx(A)HKj()\i - )\j)H?=l d\:
= (Tp(p/2)/7") (Tp(t, K)Tp(u) [Tp(t + u, K))C,).
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Now,letu = (p+ 1)/2andli = Ni/M, 0 =2, -+, D, then the left hand side
(2.7) is written as follows:
(28) [P AN fis om0 [AlTETE
AT @ = W) Tis G = 1) ITE dls,
where « is a partition of k. Thus we have the following:
S>>+ - 51,50 [P, (A [ T2 1 = )L @ — 1;) [ 1% di
2.9) = (pt + k) (To(p/2)/7"") (Tt OT5((p + 1)/2)
¢+ (p + 1)/2, OT)Cep).

Therefore, by letting ¢t = n;/2 in (2.9), from (2.2) and (2.5) we have the prob-
ability element of A;,

(T,((p + 1)/2)Tp((ny + n2)/2)/Tp(na/2)Tp(ne/2)}
210) - it Te [ (m/2 4 k) (= + p + 1)/2)T5(m/2, 0)
rp(m + p + 1)/2, K)]—I}C“(Ip)k!"l)\lpn1/2+k—l M, .

As usual, if @ is such that the gamma function are defined, then (a)x =
T',(a, k)/ Tp(a). Using it, (2.10) is rewritten as follows:

(T,((p + 1)/2)Tp((m + n2)/2)/Tp(ne/2)T(( + p + 1)/2)}
(211) i 2w (n/2 4+ B)((=me + p + 1)/2)c(m/2)«
(g 4 p + 1)/2) T CT )TN AN

Thus, we get the probability element of the largest latent root, namely the
formula (1.1) of Theorem 1.

To get the probability element of the smallest latent root A,, let A¥ =T — A
in (2.1), namely AN =1 — N\ ,%=1,---, p. Then, since A, is the largest
latent root, we have the probability element of A" from (2.11)

(T,((p 4+ 1)/2)Tp((m + m2)/2)/Tp(m1/2)T5((n2 + p + 1)/2))}
212) - S (/2 + k) (= m + p + 1)/2)c(m/2)s
(g + p 4+ 1)/2) T C L)k ()P dn>.

Therefore, by substituting 1 — X, for A", we have the probability element of the
smallest latent root A, , namely the formula (1.2) of the Theorem 1. And also,
since the joint probability element of the latent roots A1, -+, Au of the de-
generating case, i.e. n; < p, is given as follows:

(2.13) (=", ((nn + n2)/2)/Tw,®@/2)T0, (0 + 12 — p)/2) T, (n1/2)}
.lAlW“llr—l)/ZlI _ Al(nz-ﬁ—bﬂH{(j O — )\J) H?él dn;

we will have the results of Corollary 1 by the same calculation.
A. G. Constantine [2] has defined as the series of zonal polynomials the gen-
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eralized hypergeometric function ,F, (Z) of a complex symmetric matrix Z
defined by C. S. Herz [3] by means of a multidimensional form of the Laplace
transform. Namely

IJFQ (aI) 7aﬁ;bl’ "')bq;Z)
= i @) - (@p)lelZ)/ (ba)e - -+ (be)e K1}

If we use the above expression, (1.5) and (1.6) of Theorem 2 will be rewritten
respectively as follows:

Pm <) = {Tp((p + 1)/2)T((m + m2)/2)
(2.14) (Tp(ne/2)Tp((m + p + 1)/2))7 Y 2F1 ((=m2 + p + 1)/2,
m/2; (m + p + 1)/2; alp)e*™",
and
P\, <z)=1—{Tp((p+1)/2)Tp((m + n2)/2)
(215) (Tp(m/2)Tp((ne + p + 1)/2)) 7} oF1 (1 — i+ p + 1)/2, n2/2;
(e +p +1)/2; (1 — 2)[,)- (1 — z)"™"

Let = 1 in (2.14), and also « = (—n, + p + 1)/2, B = m/2, v =
(1 +p + 1)/2 then we will obtain Corollary 3.
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fessor Theodore W. Anderson of Columbia University for his instructive sugges-
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