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PROPERTIES OF POWER FUNCTIONS OF SOME TESTS CONCERNING
DISPERSION MATRICES OF MULTIVARIATE
NORMAL DISTRIBUTIONS'
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1. Introduction. The following testing problems relating the parameters of a
p-variate normal distribution N,(u, =) are considered.

(a) Hypothesis: £ = Zy, a known positive definite matrix.

Alternative: = # Z,.
(b) Hypothesis: = = oI, , where ¢” is unknown and I, stands for the p X p
identity matrix. )
Alternative: = # o'l .
(¢) Hypothesis: £ = Z, a known pd matrix, p = po, a known vector.
Alternative: = # g and/or u # wo .
It has been shown that the likelihood ratio test is unbiased for the problems
(b) and (¢) but not for the problem (a); however, the “modified” likelihood
ratio test for the problem (a) is not only unbiased but its power function has the
usual monotonicity property. The above result for the problem (b) was first
found by Gleser [4] using a different method; Cohen [2] obtained similar results
for a more general version of (b).

It is further shown that the likelihood ratio test for testing the equality of the
covariance matrices of two p-variate normal distributions is biased when the
sample sizes are unequal.

All the above results are known to be true when p = 1. For simplicity, only
the canonical forms of the above problems are considered.

2. Test of the hypothesis ¥ = I, . The following lemmas will be used to prove
the main result. These lemmas are stated without proofs (which are fairly easy).
LemMa 2.1. For 8 > 0, r > 0, the region

Setr (—8/2) =2k
18 equivalent to the region sy = S = s, where
s etr (—s1/2) = 8" etr (—s3/2) = k.
Levma 2.2. Let S be a random variable such that the distribution of S/¢" is
x> with m degrees of freedom. For r > 0, let
B(s*) = P[S etr (—8/2) = k; o”].
Then

da(a*)/d(s") Z 0

Received 13 May 1968.
1 Prepared with the support of the National Science Foundation Grant GP-3813.

697

[
Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access to Q%J%
The Annals of Mathematical Statistics. BINORN

WWw.jstor.org



698 SOMESH DAS GUPTA

according as
e é 2r/m.

CoroLLARY 2.2.1. If in Lemma 2.2, 2r = m then B(d”) monotonically decreases
as |¢® — 1| increases.

The critical regions of the likelihood ratio test and the modified likelihood
ratio test for the hypothesis = = I, against = 5 I, based on a random sample
of size N from N,(u, =) are given by

w:|S|¥* etr (—8/2) £ &,

and
w*:|8|™ etr (—8/2) < k¥,

respectively, where n = N — 1 and S = [Si]] is distributed according to the
Wishart distribution W(Z; n, p).

TarorEM 2.1. (i) The likelihood ratio test for the problem (a) is biased. (ii)
The power function of the modified likelihood ratio test for the problem (a) involves
the parameters only through the characteristic roots of Z and the power increases as
the absolute deviation of each such characteristic root from 1 increases.

Proor. (i) It is known that the probability of » depends on the parameters
only through the characteristic roots of Z. So, without any loss of generality,
we shall take = to be a diagonal matrix

A= diag{&l,az, "',Bp}.

Note that
|8™ etr (—8/2) = |S|"[T1f= Siel™ 1Tkt [ etr (—Sie/2)].
Moreover, |S|™/ 11 S%, Sietr (—Sw/2), (k = 1, ---, p) are mutually

independent. The distribution of |.S|™/ 1121 Six is free from &’s and Sy is distrib-

uted as x%m O
It follows from Lemma 2.2 that there exists a constant 8," such that 1 <

8," < Nn™ and
P[Sﬂf etr (—Spp/2) 2 Cp; 8 = 1] < Pl %32 etr (—8p/2) 2 Cp; 8p = 617*]
irrespective of the value of C,, chosen. The desired result will follow if we evaluate
the probability integral over « first with respect to Sy, fixing the other variates
Sll y " Sp—l.p—l and |S|N12/Hllc’=1 kaIZ-

(ii) This follows from the facts noted in the proof of ( i) and Corollary 2.2.1.

3. Unbiasedness of the likelihood ratio test for the sphericity.

TuroreM 3.1. For testing the hypothesis H:Z = oI, against the alternatives
K:Z 5 o'I, the likelihood ratio test based on a random sample of size N from
No(u, Z) is unbiased.

Proor. The critical region of the likelihood ratio test is given by

wi|Slitr (S = &
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where S n W(Z; n, p). Since the power of the above test involves the parameters
only through the characteristic root of =, we shall assume Z to be a diagonal
matrix. Note that

[S|itr ()17 = [|8|/ TTf= Surll11F=1 Sw/ (tr (S))*].

The factors in the right-hand side of the above are independently distributed
and the distribution of the first factor is free from any parameter. The un-
biasedness of the likelihood ratio test now follows from the result of Brown [1].

4. Unbiasedness of the likelihood ratio test for p = 0and X = I,.

TuaroreM 4.1. The likelihood ratio test for the hypothesis Hiy = 0, £ = I,
against the alternatives K : not H, based on a random sample of size N from N,(u, Z)
s unbiased. .

Proor. The critical region of the likelihood ratio test is given by

w:|S|¥ etr [— (S + NXX')/2] < k

where X is the sample mean vector and S/N is the sample covariance matrix.
We shall show the unbiasedness by using the following two inequalities.

(1) P(o|u=0,2 =1,) > P(e&|p =0, 2) for any pd matrix = = I, .

(ii) P(&|u=0,2) > P(&|u, =) for any u % 0.

To prove the inequality (i) we shall assume, without loss of generalitv. that
2 is diagonal. Let

A = [az‘j] = S + NXX,
Note that
|SI™ etr (—A4/2) = [(ISI/1A)" A" etr (—4/2)].

When p = 0, the distribution of the first factor in above is free from any param-
eter and it is independent of the second factor. The inequality (i) now follows
from Lemma 2.2 and the fact that A n W(Z; N, p). The second inequality fol-
lows from the results of Das Gupta, Anderson and Mudholkar [3]

5. Equality of the covariance matrices of two p-variate normal distributions.

TureoreM 5.1. The likelthood ratio test for the hypothesis H:Z, = 2. against
the alternatives K:Z, # Z; based on random samples of sizes N1 and Ny (N, # N,)
from Np(p1, Z1) and N,(us , Z2), respectively, is biased.

First we prove the following lemma.

LemMAa 5.1. Let Y be a random variable such that §Y (6 > 0) s distributed
according to the F-distribution with degrees of freedomny — 1 andny — 1 (n1 < my).
Let

B(8) = PIY™/(1+ Y)"™ = k| 4.
Then there exists a constant A\( <1) independent of k such that
8(8) > 6(1)
for all § lying between \ and 1.
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Note. If n; > n., the same result holds with A > 1.
Proor. The region
YH/(1+ V)" 2k
is equivalent to y» = ¥V = y; where
(y/92)™ = [(1 + y1)/(1 + y:)]"™ ™
Then
B(8) = B [y y™ ™"/ (1 + )™ ay
where B is a numerical constant. Differentiating with respect to 8, we get
8(8) = B DRy mDI2) 4 g oAzl amDi2y g g N/l
Thus 8'(5) % 0 according as )
(W/9) "™ 2 (1 + oy2)/ (1 + dys))
ie.
(L4 9/ (L + 1)) 2 (1 + 092/ (L + 09a))
where
A= (ny + ne)n N (ng — 1)(ng + ny — 2)7N
Note that A < 1. It follows now that there exist d, such that
AC) % 0  accordingas & § b0 ,

where §) < 1. Since log (1 4+ Az) — Alog (1 + z) is an increasing function of z,
we find 8'(A) < 0. Thus § = A < 1. Therefore

B(8) > B(1)

for all 6 lying between X and 1.
Proor oF TurEorREM 5.1. The critical region of the likelihood ratio test is

given by
81482/ 181 + S < k,

where S;/N; and S;/N; are the maximum likelihood estimates of Z; and Z,,
respectively. For considering the power of this test we may assume, without any
loss of generality, that =; = T, a diagonal matrix, and 2, = I, . In particular,
let

T = diag{s, 1,1, ---, 1}.
Let S; = [S{P], 82 = [S¢?]. Then
S 8af2/ 181 4 Sl = (ST (SR (SE + 8- 2.

It is easy to see that under the above structure of T' the distribution of Z is free
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from all the parameters and it is independent of the first factor in the above. The
desired result now follows from Lemma 5.1.

Remarks. For p = 1, the result in Section 5 was shown by Brown [1]. My
technique does not show that the likelihood ratio test for =; = =, is unbiased
when N; = N,. Using a modification of Pitman’s [5] technique, Sugiura and
Nagao [6] prove this result. They also show the unbiasedness part in Theorem 2.1
(ii) and Theorems 3.1 and 4.1 using methods quite different from the methods
of this paper.
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