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DISTRIBUTION OF A PRODUCT AND THE STRUCTURAL SET UP
OF DENSITIES!
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1. Introduction and summary. This paper is a study of statistical distribu-
tions by analyzing the structure of density functions. This work was motivated
by the paper [10] in which the distribution of the product of two non-central
chi-square variables is obtained. Their problem arose from a problem in the
physical sciences connected with the theory of spinstabilized rockets. It is pointed
out in [10] that the original problem was to obtain the distribution of the product
of a central Raleigh and a non-central Raleigh variable. By examining the struc-
ture of the density function of non-central Raleigh or non-central chi-square it
is apparent that the density is the product of the special cases of two special
functions. In [8, chapter 2] a lengthy treatment of Raleigh and associated distri-
butions is given. We do not know any other particular problem in the physical
sciences, but from the structural property of the problem pointed out in [10]
it is quite likely that there may be a number of such problems in the physical
sciences or in other disciplines, which are to be tackled. Hence we will give the
distribution of the product of two independent stochastic variables whose density
functions can be expressed as the product of any two special functions. Products
of H-functions are used so that almost all classical density functions (central
or non-central) will be taken care of, since H-functions are the most generalized
special functions. Since a number of types of factors can be absorbed inside the
H-function we think that all the distributions which are frequently used in the
statistical theory of distributions will be included in this problem that we discuss
here, with some modifications in some cases. Several special cases are pointed
out so that one can easily get the distribution of the product or ratio of independ-
ent stochastic variables whose density functions are products of special functions.
The result in [10] is obtained as a special case and further, the distributions of the
products of two non-central F simple and multiple correlation coefficients are
pointed out for the sake of mathematical interest because, structurally, the
density functions in these cases belong to different categories. Since several
properties of H-functions are available in the literature, it is easy to study other
properties or to compute percentage points of the product distribution discussed
in this paper. The approach of examining the structure of densities may simplify
the problem of obtaining distributions of several statistics.

2. Some definitions and basic results. In this section some definitions and
some preliminary results which are used in the derivation of the distribution of a
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product of independent stochastic variables are given. Even though a general
definition of H-functions is given here, only special forms are used due to restric-
tion of non-negativity of the functions entering into a density function.

2.1. H-Function. The H-function is defined as [1]

(a1, Ay), -+, (ap, 4p)
(1) H;';:;‘[x v n
(bI, Bl), ttty (bqy Bq)

where « is not equal to zero and,

:l = (1/2m7) fh(s)acs ds,

8

z' = exp {s(log |z| + 7 arg )}

in which log |z| denotes the natural logarithm of |z| and arg x is not necessarily
the principal value;

h(s) = (%= T@®; — sB)Iliw T — a + s4;)l/

(II%=ns: T(L = b; + sB;) [1%ns1 T(a; — s4;)]
where p, g, m, n are integerssuch that0 = n = p,1 =m £ ¢, 4,;(j=1,2,---,p),
B;(j=1,2,---,¢q) are positive integers and a; (j = 1,2, - -+ ,p), b;(j = 1,2, - - -,
q) are complex numbers such that
A;jn+v) # Bu(a; — 1 —N) foro, \ = 0,1, ---;

h=1,-,myj=1, -, m
C is a contour in the complex s-plane such that the points,
s=@0;+v)/B;  (G=1,--,mv=01,--)

and
s= (i, —1—=v)/4; (G=1,---,n0=0,1,--+)

lie to the right and left of C respectively, while C runs from s = « — 7k to
s = o —+ 7k where k is a constant (k > |Im bj|/B;,j = 1,2, - -+, m). Whenever
there is no confusion the following simplified notations will be used;

(2) H’;:; I:x ((1/1, Al); ) (apy Ap)] _ H’;:: I:x ((a)\y A)\)):|
(by, B1), +++, (bg, By) ((bx, By))
(3) (@) =a(@+1) - (@+n—1)

(4) IIi T(@) = T'(@) -+ T(an).

Empty sums are to be interpreted as zero and empty products as unity.

2.2. Some special properties of the H-function. The following special properties
are of importance when the distributions of some transformed variables are
under consideration.

((a)\7A)\))
5 o | o = (1w H:
® [m <<bX,Bx>>] (1/n) [x

((an, Ax/u))]

((b)\y B)\/H’))
for p > 0.
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((an, 41)) ((1 = b, B\)
6 | a - gy
(© [( /%) ((bx,Bx))] [x ]

((1 = an, 4y))
) SHY [x ((a, Am} = Hy; [x
((bx, Br))

((an + cda, Ax)):,
((x + By, By))
These results are the direct consequences of the definition of the H-function.
Since the Mellin transform of the H-function is the coefficient of 2~ in the inte-
grand of (1), we therefore have

o A
[ [x ((ar, m]dx
0 ((b)\y B)\))

(8) = ijl I'(b; + B;s) JIZI1 ril —a; — Ajs)/

q p

[ II r(1 — b, — B;s) II r(a; + 4; 8)]
j=m+1 j=n+1

where R (b; + sB;) > Oforj = 1,2, ---, m and B — a; — A4;5) > 0, for

J =1, -+, n; where E(-) means the real part of (-).

2.3. Spectal cases. The special cases of the H-function include the funetions
such as Meijer’s G-functions, Bessel, Whittaker, Struve Generalized hyper-
geometric functions, Boersma functions, MittagLeffler functions, E-functions,
and several others ([1], [7]). Some of these which occur frequently in the density
functions will be pointed out here.

A1, =+, Ay y]
by, --- ’ bq7

Putdi=4,= - =4,=1=B,=By= ... = By, in the H-function, then
a G-function is obtained. A general G-function is present in the density function
of the exact distribution of the likelihood ratio criterion [3].

Meijer’s G-function:

(9) Grq [x

Generalized hypergeometric function: ,Fg(ay, -+, ap; by, -+, b, ; z).

(1) oy (ar, oy apsbe, -+, bysa) = []_I:Ilrwf)/;jlr(an]

1,
o l:_ z

(l_alyl)y"'(l_ap)l) :'
0,1), (1 = by, 1), -+, (1 —b,,1) |
From this relationship one can obtain the generalized hypergeometric distribu-

tion associated with Fi(a, b; c; dx) and several other interesting statistical
distributions associated with the special cases 1F1(a; b; cx) and oF (a; bz), (see

7).
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(11) 2 exp (—pa’) = p “PHii[pa’ | (/B 1)].
0,1
(12) z%/(1 + a2®) = 2, (1; — az®) = x“H}j}‘[axﬂ ( >]
’ 0,1)
_ o [axﬂ (/6 1)] .
(a/B, 1)

Several more special functions can be easily obtained. So, structurally, if a den-
sity function contains products of two H-functions then apart from the simple
classical densities, the densities of non-central chi-square, non-central ¢, non-
central F, and naturally the corresponding central ones, multiple and simple
correlation coefficients, correlation ratio, the likelihood ratio criterion, special
cases of the largest and smallest eigenvalues of certain generalized variances
[9], are all contained in the product of H-functions. The distributions obtained in
this article will include the distribution of the product or ratio of any two inde-
pendent stochastic variables whose densities are any of the ones mentioned above
or which are representable in terms of product of two special functions, as special
cases.

3. The distribution of the product. Let W = XY, where X and Y are two
independent stochastic variables whose densities are each products of two H-func-
tions. The density function of W is obtained in a simplified form by using the
properties of Mellin transforms. Since the mathematical expectation of a product
of two independent stochastic variables is the product of the expectations, when
the expectations exist, the Mellin transform of a product is the product of the
Mellin transforms when the variables are statistically independent. After ob-
taining the Mellin transform of W the density function of W is obtained by the
inverse Mellin transform. In order to simplify the results, an expansion of the
H-function, which is quoted as lemma 1 in [1], is used. The density function of
W is obtained with the help of a number of lemmas which are given in this sec-
tion. Since there are a number of parameters at our choice, the H-functions
which occur in the density functions, without loss of generality, are assumed to
be non-negative and defined for the appropriate ranges of values of the variables

involved.
LEmma 1. (See [1], (6.5).)

((an, 4\))

- X(a)\ , b)\ , Vi)x(bj+r1)/B]', .7 = )\’
((br, By) ):I

w e

where
x(an, by, m) = 27 200 {JI1" Tlox — Ba(b; + »)/Bil}/
{2%a T[L — by + Ba(b; + n)/Bil}
X AL T[L — a4 Ax (b5 + n)/Bj](—=1)"a® "%}/
{121 Tlax — Ax(b; + »)/Bili | Bj}, 7 # A
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IT* means the product of the factors with A = 1,2, - -- , m save X = j where the
following conditions hold:

B(b)\+>\1)?5B)\(b +1/1)f01‘)\?£],j—1 cee, My >\1,V1—O].2 M>0
forz % 0and M = 0for0 < |z| < 1/e,e = [[? A4 []i B, andM DB,

— 274,
((ax,Ax)):I “l:
Hy:s| Bx
((bx, By))

LeMMA 2.
B—a—(bj+l'j) /Bj

0
—1 )
f S I:ax
- Yo

= x(ar, b, m)
(14) X {IIi Tldy + oD, + (b5 4 »)D,/Bjl}/
{IIta Tl — d, — oD, — D, (b; + »)/B;]}
X AT T — ¢ — Cuo — (b; + n)C./Bil}/
{1 Tlew 4 oCu + Cu(bs + »)/Bl}
((1 = bx — Bxa, Br)), ((an, 1))
((1 — an — Axo, 42)), ((dr, Dx)):'.

Proor. To prove (15) apply the formula (8) twice. The conditions on the
parameters are as follows: R (¢ + b;/B; + di/D;) > O0forj =1, .-+ ,m;¢ = 1,
y B3R+ (05— 1)/A;+ (6, — 1)/C;) < Oforj=1,---,n;5=1,---,[;
larg a| < Mw/2; |arg 8] < Aew/2 where, »

N o= XF By — T By + X4 A — Xl 4
N=20D;— 24D+ 2000 — 20 Cis M, N> 0.

From this lemma, the normalizing factors for the density, defined in terms of the
product of two H-functions, can be obtained by putting s = 1.

The technique used to prove (14) is to expand one of the H- functlons by lemma,
1 and then apply the result (8). That is

© ((an, A))) ((er, CV))
16 THyg HY! d
as) [z ["“ ((bx,Bx)):l [ﬁx ((dx,Dx)):l *

: ® ((ex, C1))
X(a)\ , b)\ , Vl) xv+(bj+v1)/8j—IHI;:§ [Bx dzx
f‘; ((dx, D))

((er s Cx)):l
dx
((dr, D))

(15) = o HE [ﬁ/a

- b¢ .
— X(a)\ , b)\ , VI)B o—(bj+v1)/B;

X {IIi Tlds + oD, + (b; + »)Du/Bjl}/
(17) {IItn T[L — dy — oD, — Dy (b + »)/Bl}
X AILi Tl — ¢ — Cuo — (b5 + n)Cu/Bjl}/

{IT%m Tlew + oCu + Cu(d; + n)/Bil}.
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[ m,,[ ((ax,Ax))il [ '«m,ca))]
© Hpyg | ax Hys | B dz
0 ((b)\’Bk)) ((d}\)D)\))
(18) ® A rml it l: ((a‘r, y Ar,))} T l: ((Cﬂl ) Cn,)):l
X 2 Hyrgr | va ., Hy»gr | 6 . |de
0 (v, , B.)) ((dy , Dy))
=x (a)\ , b)‘ , t)X(ar, , bfl v — t)B—bj/Bj—t/BjB—(br’—t+v1)le' 5(0'),

where,A
£(o) = (83)™°
H’f T'(dy + oD, + (b; + t)D./B;)
% . H{ Tl — ¢, — oCy — (bj + £)C./Bj]
S IR T — dy — oDy — Du(b; + 1)/B)]
(19) : H;+l F[CM + O'CM + ¢ (bJ + t)/BJ]
HI{I I‘[dn, + O'Dn, + (br, _!_ V1 — t) ,Z)TII/BTI]
Il — ¢, —oC — ' +w — )0, /B
Tl —d, — oD, — Dy (b +n —t) /B.]
i Tl + o€ + € b + w — 1))/B/1.
The inverse Mellin transform of (18) can be obtained by taking the inverse
Mellin transform of each term of the series (18). Hence the following lemma can

be given. i
LeMwMma 4.

X

’ g —(bj+1)/B;s(t—v1—bp) /B,
X(a')wbl’t)X(aT) bT,Vl - t)ﬁ ’ N

X (2ri)™ [01i £(0) (88) w7 do
20) = x(an, br, O)x(ar, b, m — t)g GO BB
- ((eu+ (b5 4 O(Cu/B;, C)), (e + (by 4 v1 — D)C,/BL), c)
X H,:f:’:zi:' Baw ’ ’ ’ ’ ’
((du + (bj + t)Du/Bj ) Du)), ((dn + (br + V1 — t)D,,/B, ) Dn))

by wvirtue of (1).
TrEOREM 1. Let X and Y be two independent stochastic variables with density
Sfunctions

mn[ ((ak, A)\)):I kll: ((C;u Cn))il
aHp:q ar Hr:s Bx
((br, By)) ((ds, D))
((1 = by — By, BY)), ((ca, om}
((1 — ax — Ay, A)), ((du, D)) |’

b, 1
+ Hgirpts l:ﬁ/ a
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( (cn,y Cn,> ):,

((ar,, A1’))] T l:
’ ’ Hysr | 0y ’ ’
((v;, B.)) ((dy, Dy))
((]- - b’l‘, - Bv-,, Br,)), ((Cn,7 Cn,)):l
’ ’ ’ ’ ’ ) Y > 0.
((1 — Qr — ATyA‘r ))y ((dnyDn ))

yHp: g [vy

. k' +n’ U +m?
-~ Hq’+r’,P’+s’ l}/”y

Then W = XY has the density
J(w) = x(an, by, Ox (@, b,y — 1)g~Cr0IBigl-rs012;
((ew + (b; + t)(cu/Bj), CW)),
((ey + ' + v — t)(e)//By), C)))
((du + (b + O)(Du/By), D)),
(21) ((dy + (b + »n — t)(D,/B/), D,))
el [ (@ =t = By, B, (G, )
e L P A, 4)), <<du,Du)>]
((1 =& — B/, B)), (e, C)))
(1 —a’ — 47, 4))), (4, D/)):,

kt+E’, 141
X H7‘+r’,s+s’ Bow

k' +n’, 1 +m’
X Hq’+77'L’,p’+s’ [5/7

for @ > 0.

The proof follows from the application of Lemmas 1-4. The normalizing faetor
is obtained from Lemma 2 by putting ¢ = 1 and then taking the corresponding
products.

4. Special product distributions. As a special case of (21) we will obtain the
distribution of the product of non-central chi-square variables given in [10]
namely,

(22) P(w) = o HATHAD Z:=0 Z?Lo [AIA D gl MKyt Kim—1
X Kifim,omisi/jim — )G + 3EOT (m — § + 3K,)),
where W = Y1Y; and Y1, Y, are independent non-central chi-square variables.
The density function of the non-central chi-square variable is given by
—2) —1 2 .
(23) Pi(ys) = 3 (/AP0 o (0y),  F=1,2;4> 0

where A;, A; are the non-centrality parameters and k; and k. are the degrees of
freedom respectively. (22) can be obtained from (21) by putting m = Ln=p=
0,g=2k=11l=r=0,s=1,B=B=Di=1=B=B =D/ b=
0=0b'"by=1—F/2b' =1—Fky/2d=h/2—1d =Fk/2—1,a=
—A/4, vy = —AS/4,8 = & = 5, and then using the formulae

(24) e’ = Holz| @, 1), Gz |v/2, —v/2] = 2K, (24})

)
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where K, (z) is the modified Bessel function of the third kind, defined by
(25) K,(z) = 7(I-(z) — I,(2))/2 sin vm,
and

Higl—z | (0,1), @ — k, 1)] = oF1(k; 2)/T (k) = "L, (2a).

Under these conditions the density functions of X and Y reduce to the density
functions of non-central chi-square variables and consequently (21) reduces to

(22). -

4.1. Product of Uikelihood ratios. Put m = p1,n = 0,p = p1 = ¢, 0 = (n
— D1 — 1)/2)0'2: (n_pl)/27 Ty, Qp = (n—z)/2:A1= = dp = 1=
Bi= - =Bg,bi= (n—p1—p2)/2, -+ ,bg = (n — p — 2)/2. Under these

conditions a particular case of the distribution of a particular likelihood ratio
criterion, as given in ([3], p. 1162), namely

Pi@) = [0l + 1 = /2)/P(n + 1 — g — 1)/2)]

p2/2, (ps + 1)/2, -+, (ps + p1 — 1)/2]
07%7"';(171'—'1)/2 ’

z > 0, is obtained. Hence the distribution of the product of two independent
likelihood ratios with the parameters n, p1, p. and ', pi’, p.’ can be written as
follows:

(26)
X x(n—m—m—l)ﬂGg;:g’l [x

((C,‘, CM)): ((Cn,; Cﬂ,)) ]
((ds, D)), ((d)', DN ]’
where bk =p1,l =0, r=p=s,a=n—p —1)/2,--+,¢. = (n — 2)/2,
Cb=+=C=1=D1=---=Dy,dy=(n—p1—pa— 1)/2, -+, ds =
(n — p2 — 2)/2, and the second set of parameters are given by the corresponding
values. This density can be simplified as
gw) = B [[2{TG® — p1 4+ 4))/TG @M — p1 — p2 + 1))} -
I G —p' +0)/TG @ — p' — p +4))}
%(n - D1 — 1)7 "'7%(77' - 2):
%(n, - pl’ - 1)’ ”’7%(7‘, - 2)
i —p—p— 1), -, 5(n — p — 2),
o —p —p — 1), 0,30 — ) —2)
4.2. Multiple correlation coefficient. The density function can be written in the
form
(29) A@) =1A = "V G0 — D/ITG P — 1)TG 0 — p))yi @™

=y G — 1), 3(n — 1); 3(p — 1); o),

(27) g(w) = const. HEfE 1tl [Baw

(28)

P1tp1’,0
X Gm+m':m+m’ Bow
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for 0 < y < 1. The functional part can be considered to be the product of two
H-functions which will reduce into a single H-function. Hence the density of the
product of two multiple correlation coefficients with different sets of parameters
can be obtained directly from (21). The result is

a@w) = [A — pPH" VA = PTG m — DIPGE — 1))/
TGm - DrGe — 1)
(30) X 20 2 50 F (M —1);3(—1); 30 — 1)py 3 (0" — 1)mjl/
B — DA@ — Dayjlim — j)1]

xagg[w i(n — 3) + j, 3(n —3)+m—j]
for0 < w < 1.

o —3) +5,30 —3) +m—jl’

4.3. Product of independent non-central Beta variates. Since the non-central F

can be obtained from non-central Beta and vice versa, we will discuss only the

non-central Beta variates. The density function of a non-central Beta variate
can be written as

B1) fale) = [exp (—3\")T((k + m)/2)I/IT (6/2)T (m/2)]"*7 (1 — =)™
X aF1((k + m)/2; k/2; N'z/2).

The density function of W, which is the product of two independent non-central
Beta variates with different parameters, can be obtained from (21) by making
suitable changes in the parameters in the form

hy(w) = exp [-3 (' 4+ M)IT $(k + mT 3 & + m'))/
[T (k/2)T (k'/2)]

Zl: {(k 4+ m)/2}; 4E + m)i; 300 B0
== (6/2)(K'/2)1- 5100 — P!

xegg[w 3k 4 m) —1+j,%(k'+m'>—1+l—j]
where 0 < w < 1.

k) —14+5,3K)+1—-5—1
4.4. Products of independent simple correlation coefficients. The density function
of the square of a simple correlation coefficient y can be written in the form
(33) fily) = @ rm —3)NA — VYA — )
XD T 45— 1)/2}209')"/sl, 0<y<1l

The density function of W, which is the product of two independent simple
correlation coefficients with different parameters, follows as a particular case of

(32) X
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(21) and can be put in the form
ha(w) = 27T 3 = 2)T 30 — 2)(1 = A1)V — o))
[#"(n — 3)I(n' — 3)1

X Z::=o o
(34) T 45 — 1200 + m — § — 1/2)(20) (20)" 7/
[m!(m — j)!]
20[ Hn—34+5),3m+n —j — 3)]
X G22 w )
35— 1,3m —j —1)

where 0 < w < 1.
The authors are thankful to the referee for giving some useful suggestions in

the improvement of this paper.
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