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CONTROL OF END-TO-END DELAY TAILS IN A MULTICLASS
NETWORK: LWDF DISCIPLINE OPTIMALITY

BY ALEXANDER L. STOLYAR
Lucent Technologies, Bell Labs

We consider a multiclass queueing network with N customer classes,
each having an arbitrary fixed route through the network. (Thus, the network
is not necessarily feedforward.) We show that the largest weighted delay first
(LWDF) discipline is an optimal scheduling discipline in the network in the
following sense. Let w; be the (random) instantaneous largest end-to-end
delay of a class i customer in the network in stationary regime. For any set of
positive constants «7q, ..., ay, the LWDF discipline associated with this set
maximizes (among all disciplines) the quantity
€8 l:rlmnN [(xi nl_i)moo 71 log P(w; > n)} = nlgréo 71 log P(r > n),
where r = max; w; /o; is the maximal weighted delay in the network. [This
result is a generalization of the single-server result proved by A. L. Stolyar
and K. Ramanan in Ann. Appl. Probab. 11 (2001) 1-48.]

As the key element of the proof, we establish the following critical node
property: In a LWDF network, there exists a most likely path to build large r,
which is a most likely path to do so in one of the network nodes in isolation.
Such a most likely path has a very simple structure: its parameters [and
the optimal value of (1)] can be computed by solving a finite-dimensional
optimization problem for each network node.

1. Introduction. Consider the following queueing network control problem.
Find a scheduling (queueing) discipline such that

1.n Plw; > T;} < 4;, i=1,...,N,

where N is the number of traffic flows, w; is the steady state end-to-end delay for
flow i, T; > 0 is a predefined delay threshold (or deadline) and §; is the maximal
acceptable deadline violation probability.

This problem appears in many applications, in particular in modern data
communication networks where (1.1) is one of the typical quality of service (QoS)
or service level requirements.

It has been shown recently that, in a single-server system, the largest weighted
delay first (LWDF) scheduling discipline defined below [or a related discipline,
such as generalized longest queue first (GLQF)] is an optimal discipline to satisfy
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requirements (1.1) in the large deviations [31] and heavy traffic [11, 25, 32]
asymptotic regimes.

The LWDF discipline, with positive parameters o1, ..., ay, is defined roughly
as follows. It always picks for service the customer (message)

(1.2) c* =argmax W(c)/ai(),
c

where the maximum is taken over the customers ¢ available for service, W(c) is
the customer’s current delay (i.e., age in the system) and i(c) is its class (i.e., the
index of the flow it belongs to).

The large deviations regime is when the system load is fixed, but §; | O
and 7; 1 oo in such a way that

(1.3) —log(8)/Ti — ;' > 0.

More precisely, conditions (1.1) are replaced by the following asymptotic “tail”
conditions:

(1.4) Bw) =a; !, i=1,...,N,

where we use the notation
Lo 1
B(X)= nll)rrgo—; log P(X > n)

(assuming the limit exists).

Finding a discipline which would satisfy conditions (1.4) is equivalent to
solving the following optimization problem:
(1.5) max__min a; B(w;),
where the maximization is over scheduling disciplines G. Indeed, a discipline G
satisfying (1.4) exists if and only if the maximum in (1.5) is 1 or greater.

It has been proved in [31] that, in a single-server system, the LWDF discipline
with parameters «; is an optimal solution of problem (1.5). In this paper we extend
that result to a network setting. Namely, we prove the following.

MAIN RESULT. The LWDF discipline (with parameters «;) is an optimal
solution of problem (1.5) in a queueing network of arbitrary topology.

We emphasize that, with the network LWDF discipline, scheduling rule (1.2)
is applied by each node to the set of customers in the node’s queue (at the time
of scheduling), and the delay (age) W of a customer is the time elapsed from its
arrival at the network.

An important feature of the (network) LWDF discipline is that it is sufficiently
“local” in that each node only needs to know the ages of the customers present
in the node at the time of scheduling. In real applications, the LWDF discipline
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can be implemented by making each customer carry its age and making each node
appropriately increment ages when forwarding customers to other nodes. With
such an implementation, the scheduling is completely decentralized.

We prove our main result using large deviations techniques. As in [31], we note
that if for a given discipline G all 8(w;) are well defined, then
(1.6) _min_a; B (w;) = B(r),

i=1,....N
where r = max;=1, n w;/«; is the maximal weighted delay (in stationary regime).
It is well known in large deviations theory that the value of (r) is determined by
a most likely path to build large r in the system. [Roughly, a most likely path is a
most likely—lowest cost—trajectory of the input flows in the corresponding fluid
system, such that the system starts from zero state and r reaches level 1; S(r) is
the cost of this path.]

Consider a fixed network node in isolation, which employs the LWDF
discipline. (A node in isolation is a single-server system obtained from the network
by removing all other nodes and removing all flows not passing through this node.)
We know from the results of [31] that, for such a single-server system, there exists
a most likely path which has a simple special structure. Parameters of this simple
path (and its cost) can be computed by solving a finite dimensional optimization
problem.

The key element of our analysis is the following (quite surprising) property.

CRITICAL NODE PROPERTY OF THE LWDF NETWORK. In an LWDF
network, there exists a most likely path to build large r, which is a most likely
path to do so in one of the network nodes in isolation.

More precisely, consider a simple most likely path for each node in isolation,
and pick a path which has the lowest cost among them. Then this path is a most
likely path for the network.

This means that a most likely path for the LWDF network [and the maximum
in (1.5), attained on the LWDF discipline] can be found by solving a finite
dimensional optimization problem for each network node.

To find a most likely path for the LWDF network, we use a novel approach to the
crucial “path reduction” problem, that is, the problem of reducing an arbitrary path
to a simpler and lower cost path such that the desired property still holds. (In our
case the desired property is that  reaches value 1.) The standard “finite interval”
approach is to find “special” time points such that the (fluid) input flow trajectories
between those points can be replaced by linear ones, which “simplifies” the path
without increasing its cost and without “compromising” the desired path property.

In contrast, our technique is based on an “infinitesimal interval” argument.
Roughly speaking, we take an arbitrary (fluid) path such that r reaches 1, and
for each y € [0, 1] we look at the infinitesimal cost c(y)dy of raising » from y
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to y+dy when r crosses level y for the first time. Looking at the network evolution
(“derivatives”) at the time of such passage, we can construct a simple path which
has the cost c(y). This path is associated with one of the nodes j and is such that
r reaches level 1 in both the “node j in isolation” system and in the entire network.
On the other hand, the cost of the original path is lower bounded by fol c(y)dy.
Thus, loosely speaking, by picking y with the smallest c(y), we obtain a simple
path with cost not exceeding that of the original path, and still having the desired
property. This means that a most likely path for the network is one of such simple
paths. We believe this technique of finding a most likely path may be useful for
other models too.

For a network of arbitrary topology (i.e., not even feedforward), optimality
of the LWDF discipline and the critical node property are very surprising. One
might expect that a most likely path to build large delays in the network would
typically involve the interaction and ‘“cooperation” between nodes. (E.g., it is
shown in [26] that a most likely path to build a large queue, even in a simple
feedforward network with first-in-first-out (FIFO) discipline, may involve such
node interaction. Moreover, in a nonfeedforward network, even the issue of
stability is nontrivial.) However, our results show that the LWDF discipline is
very well behaved: the network is stable and, moreover, the optimal value of
problem (1.5) is not “worse” (i.e., not less) than it would be for one of the nodes
in isolation.

A prior result that suggests that the network LWDF should not “behave badly”
is the stability of the longest-in-system (LIS) discipline [3], which is a special
case of the LWDF with all «;’s equal. (This paper was under review when we
became aware of [6], where the LIS stability result is generalized to show stability
of a more general multiclass network with earliest-due-date-first-served (EDDFS)
discipline. The main difference between LWDF and EDDEFS is as follows: with
LWDF, customer mutual priorities may change with time, if weights «; of different
flows are different; with EDDFS, mutual customer priorities do not change.) We
also mention a recent network stability result for the GLQF discipline [18], which
is related to LWDF but differs from it in that a flow with the largest weighted total
queue in the entire network gets a priority along the flow’s entire route.

The large deviations queue length asymptotics for the GLQF in a single-server
system with two input flows were obtained in [4]. The issue of GLQF optimality
was not considered there. More important, the technique of finding most likely
paths in [4] would be hard to extend beyond the single-server—two-flows case.
A different technique, used in [31], allows us to consider the case of arbitrary
number of flows and prove optimality of both LWDF [in the sense of (1.5)] and
GLAQF (in the sense of an analogous problem involving queue length distributions);
however, the technique is still confined to the single-server case. The technique of
finding a most likely path used in this paper, based on the infinitesimal interval
argument, allows us to extend the LWDF optimality results to a network.
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We refer the reader to [4] or [31] for a more detailed review of work related
to large deviations asymptotics of the delay and queue length distribution tails.
A good review of large deviations methods in the analysis of communication
systems, including earlier results on GLQF, can be found in [28].

Our main result, Theorem 3.2, consists of two statements. The first one is
the upper bound on the maximal weighted delay distribution exponential decay
rate B(r) for the LWDF discipline. The second statement is the (same) lower bound
on B(r) for an arbitrary discipline. We prove the lower bound under very general
assumptions on the input flow process. To prove the upper bound for the LWDF, we
make a Markov assumption on the input flows. We need a Markov assumption to be
able to use classical Wentzell-Freidlin constructions [13] in the proof. In [31], for
a single-server system, both the lower and the upper bounds are proved without an
additional Markov assumption, because there Loynes construction [17] was used
(in a way analogous to [19]) to represent a stationary system state process via
the input flow process. Loynes construction does not apply to a general topology
network. However, it does apply to a feedforward network (see [19]), and hence
for feedforward networks our results (both lower and upper bounds) hold without
the Markov assumption.

Let us discuss our results in the context of the original network control
problem (1.1). Existing approaches for providing end-to-end network delay
guarantees of the form (1.1) include using the generalized processor sharing (GPS)
and the earliest deadline first (EDF) disciplines. If the GPS is employed in a
network, then setting of appropriate GPS weights in each node is required to
achieve statistical multiplexing gains (see [12, 15]). The EDF discipline is known
to be optimal for providing deterministic, worst case, delay guarantees in a network
(see [14, 16]), but it also needs parameter tuning when used in conjunction with
statistical multiplexing (see [2]). The obvious reason for that is the fact that the
EDF scheduling rule does not take into account desired bounds §; on the violation
probabilities in (1.1), at least not directly.

The LWDF discipline with parameters «; set to

(1.7) o ' =—1log(8)/T;,
as suggested by (1.3), has the following advantages:

1. The LWDF asymptotic optimality shows that it typically has larger feasibility
region than GPS, that is, is able to support more flows with the desired QoS.

2. Scheduling is completely decentralized, as long as messages can carry their
ages.

3. The LWDF needs no parameter tuning since it directly takes into account both
T; and §; (unlike EDF).

4. There is no need to choose GPS weights (unlike GPS).

The technique used in this paper also allows us to prove optimality of the GLQF
in a network. (Following [31], we call this discipline largest weighted unfinished
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work first (LWWF) and consider two different versions of it.) The optimality is in
the sense of the problem

(1.8) mgxi:rR}ENazﬂ(qz),

where ¢g; is the amount of unfinished work (i.e., total queue length) of class i in
the network in stationary regime. The proof of this result is omitted since it is just
a simplified version of the proof of our main result.

The paper is organized as follows. In Section 2 we introduce basic notation,
definitions and conventions used in the paper. We describe the network model,
define the LWDF discipline and formulate our main result, Theorem 3.2, in
Section 3. In Section 4 we, first, consider properties of the LWDF discipline in the
network with discrete input flows, then extend the definition of the LWDF to fluid
input flows and, finally, study properties of the sample paths of the fluid LWDF
network. Section 5 is central to this paper: we find a most likely path to build large
maximal weighted delay in the fluid LWDF network, and we prove the critical node
property. We prove the lower bound on the B(r) for any scheduling discipline in
Section 6. In Section 7 we establish further properties of the family of sample paths
of the fluid LWDF network. In Section 8 we consider large deviations properties
of the sequence of scaled processes for the original (discrete) LWDF network. In
Section 9 we consider the LWDF network with Markov input flows and, finally,
in Section 10 prove the upper bound on B(r) for such network. In Section 11 we
present the LWWF (GLQF) optimality result [for problem (1.8)]. The Appendix
contains the proof of one technical result.

2. Basic notation and definitions. We denote by R the set of real numbers,
and by A(-) the Lebesgue measure on R. For an integer k > 1, we define RK =
(y=O1,..., ) €RFy; >0, fori=1,...,k} ande_i{yeRk:—yeR’jr}.

We let a A b and a Vv b denote respectively the minimum and the maximum of
real numbers a and b. For a finite set S, | S| denotes its cardinality. The infimum
of a function over an empty set is interpreted as oo.

The derivative, right derivative and partial right derivative of a function &
on variable ¢ (where they exist) are denoted by h’, (d*/dt)h and (9% /dt)h,
respectively.

A pair of integer indices (i, k) is sometimes written as (ik), where it cannot
cause confusion; similarly, in subscripts, we often write h;; instead of h; k.

Let D (respectively D), for a fixed b € R) be the space of RCLL functions
(i.e., right continuous functions with left limits) on (—oo, 00) (resp. [b, 00)).
Unless otherwise specified, we assume D and Dy are endowed with the topology
of uniform convergence on compact sets (u.o.c.). We use h(t—) to denote the left
limit lim,, 4, 2 () of the function # at the point 7. As measurable spaces, we always
assume that O and D) are endowed with the o -algebra generated by the cylinder
sets.
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We now define some subspaces of O and D), related as follows:

ACCCILCD, 8 Cd,

Ay C Cp) C L) C Dpyys Sy CIw)-

Let  be the subset of nondecreasing functions in £, C be the subset of continuous
functions in [, let 4 be the subset of absolutely continuous functions in € and let
4 be the subset of functions in { which are nondecreasing, piecewise constant and
have only a finite number of jumps on any finite time interval. Let 4 ), Cp), A®)
and 4(y) be similarly defined subsets of D). Also, if S is one of the spaces defined
above, then let S denote the subset of nonnegative functions in S, for S C D)
let S, denote the subset of functions % in S such that £(b) = ¢ and let S; , =
S+ NSe. (E.g., L(»),+ is the subset of nondecreasing nonnegative functions in D),
and A (), 4,0 is the subset of nondecreasing absolutely continuous functions 4 in
the interval [0, 0c0) such that 42(0) =0.)

Somewhat of an exception from our notational conventions will be the space
St.0 S St (where S can be {,C, A or §) which consists of the functions &
such that A (¢) = O for at least one ¢ (which implies of course that i(s) =0, s €
(=00, 1]).

We assume that the subspaces inherit the topology and o -algebra of the original
space. Given any space S, we assume that the k times product space S¥ has the
product topology and product o -algebra defined in the natural way.

Forany s >0and h = (hy,..., hy) € D*, we define the norm

[alls = max —sup |hi(s)].
i=l1,....k

..... —s<t<s

Forh e :Df‘b) the norm ||| is defined similarly with —s replaced by b in the above
display. Thus the u.o.c. convergence in D* or {Oé‘h) is equivalent to convergence in

the corresponding norm || - || for all s > 0.
We will also need to consider the following weak convergence of nondecreasing
functions. Let the functions # and h™,n =1, 2, ..., be elements of the space { ()

(or 4). Then we say that the sequence {# ™} converges weakly to /, and we denote
this fact by

W = h asn — 0o,

if A (+) = h(r) in every point ¢t of the open interval (b, oo) [resp. (—oo, 00)],
where h is continuous. (We emphasize that in the case of the space J), the
convergence at the boundary point b is not required.) The convergence

in a product space is equivalent to h,(ﬁl )= hy, for all m.
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We define the scaling operator I'¢, ¢ > 0, for h € DX (or i){‘b)) as follows:

2.1 (Th) () = %h(ct).

Forascalara,I'a =a/c;and I'°(Yy, ..., Y;) = (T°Yy, ..., 'Yy), where each Yy,
can be either a function or a scalar.

Given an operator A:S — S§’, where S and S’ belong to the function spaces
defined above, we say that A is scalable if, for every & € S and ¢ > 0,

2.2) A(TCh) =TC(Ah).

For any scalar function h = (h(¢),t € C), C C R, we define the shift
operator 6,,a € R, and the truncation operators ;‘312, $%, ¢ay, ar1,a2 € R, in the
standard way:

©@,h) () =h(a+1), te{seR|a+seC},

(Ca2h)(t) = h(1), teCnNlay,azl,
(€“h)(t) = h(1), teCN(—o0,as],
(o) () = h(2), t € CNlaj, o).

For a set of functions (with possibly different domains), the shift and truncation
operators are applied componentwise.

Let @ = (2, F, P) be a probability space. We assume that €2 is large enough to
support all the independent random processes that we use in the paper. We denote
by P.(B) the inner measure (with respect to the probability P) of an arbitrary
subset B C Q.If B € ¥, then P,(B) = P(B). Given any subset B of a topological
space, we use B and B° to denote its closure and interior respectively.

Typically, we follow the convention of using bold font for stochastic processes
and lightface Roman font for deterministic processes.

We now give the definition of a large deviation principle (LDP) ([10], page 5).

DEFINITION 2.1 (LDP). Let X be a topological space and 8 a o-algebra
on X (which is not necessarily the Borel o-algebra). A sequence of random
variables {X,} on Q taking values in X is said to satisfy the LDP with good rate
function [ if, for all B € B,

1
limsup —log P(X;, € B) < — inf I (x),
n—oo N xXeB
and
1
liminf —log P(X, € B) > — inf I(x),
n—oo n X€EB°

where I : X — R U {oo} is a function with compact level sets.
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3. The model and main results.

3.1. The model. We consider a multiclass queueing network with a finite set
of nodes J. Each network node j is a single-server queue with the fixed service
rate p; > 0. There is a finite number of exogenous input flows (customer classes)
forming the set N = {1, 2, ..., N}. (We use the same symbol N for both the set and
its cardinality.) A class i customer has its prescribed route through the network,

IR N (N A (W )

where K; is the route length and f(i , k) € J is the node on the kth step of the route.
After completing service in node f(i, k) the customer enters node j (i,k+1) or
(if k = K;) leaves the network. We assume that the route for any class i has no
loops; that is, it does not go through any node more than once. (This assumption is
not essential; see the discussion in Section 3.3.)

A class i customer in the kth node of its route will be called a fype (i, k)
customer, or an (i, k)-customer. The flow of (i, k)-customers [i.e., the flow of
class i customers arriving in node f(i , k)] we will be called the (i, k)-flow.

Denote by G the set of all customer types and by G ; the subset of G listing the
types of customers to be served in node j € J:

G={G.k|k=1,2,....K;;ieN}, G;={i.k eG|jGk =}

We assume that the set f = (f],...,fy) of exogenous input flow processes
satisfies the following assumption.

ASSUMPTION 3.1. (i) Each flow f; is a random process on €2 that takes values
in (), +-

(ii) The flows f;,i =1,..., N, are mutually independent.

(iii) For each i, and every a > 0 and T > 0, the sequence of processes
{Qa[g“fl‘JrTfi(") — fi(")(a)], n=1,2,...} satisfies a LDP with good rate function J&.
given by

T
. 1/ . T
(31) lew(h) - { '/0 Ll(h (S)) dS, if h €l 'A’(O),‘F,O’
00, otherwise,

where £ = I'"f is the scaled version of f as defined in (2.1), L; is a convex
lower semicontinuous function taking values in [0, oo] and such that L;(%;) =0
for some A; € (0, 00), L;(x) > 0 for x # A; and lim,_, o, L; (x)/x = 00.

The process f; (¢) represents the cumulative amount of work of class i (in terms
of the required amount of service) that has entered the system by time ¢. A jump
in f; (-) at time ¢ corresponds to a “customer” arrival, with the service requirement
of that customer equal to the size of the jump f;(#) — f; (#—). We assume that the
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service requirement of a customer is the same in each node on its route (also a
nonessential assumption; see Section 3.3). Thus, the service time of a customer by
node j is equal to the customer’s service requirement divided by ;.

Assumption 3.1 implies, in particular, that the mean exogenous arrival rate for
flow i is equal to A;. (If, in addition, f; would have stationary increments, then
A; would simply be the mean service requirement of the class i customers arriving
within any unit time interval.)

We always assume that the nominal load of every node j is strictly less than its
service rate, that is,

(3.2) Y o hi<uw Vjiel.
(i,k)eG;

The function L;(-) is sometimes called the local rate function for flow i. We
w111 call the functional J; i (h) the cost (associated with flow i) of a function & €

¢T )+
For fixed T > T, the functional

N
(3.3) Jr1 ()= Jp_g, (0n [, fi = fi(TD)])

i=1

will be called the cost of a function f € lé\(’)) in the interval [T, T']. Equivalently,

o (f) = Z/ J(f1())d
ieN
if all functions f; are absolutely continuous in the interval [77,7], and
Jr,1,(f) = oo otherwise.
We put Jr (f) = Jr,0(f) to simplify notation.
For some results in this paper we will need the following stronger (Markov)
assumption on the input flows.

ASSUMPTION 3.2. The flows f;,i = 1,..., N, are mutually independent.
Each flow f; can be described as a “Markov modulated Poisson flow.” Namely,
for each i, there exists an underlying (modulating) continuous time irreducible
Markov chain with finite set of states indexed by 1,2, ..., v;. When this chain is
in state m, the customers arrive according to a Poisson process of the rate Ay,
and the service requirements of the customers are i.i.d. equal in distribution to a
positive bounded random variable Y.

Assumption 3.2 is stronger than Assumption 3.1 in the sense that if input
flows satisfy Assumption 3.2, then they also satisfy Assumption 3.1 for any fixed
combination of initial states of the modulating Markov chains (and there is only a
finite number of those combinations). Assumption 3.2 also implies the existence
and uniqueness (in distribution) of the “stationary increments” versions of the input
processes for which Assumption 3.1 holds.
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3.2. Main result. Given a sample path of the random process describing the
evolution of the network, let 7;;(¢) denote the arrival time into the network of
the “oldest” class i customer present in the network at time 7 and not completely
served by node j = j(i, k) by time ¢. By convention, t;; () = ¢ if there are no such
customers at time ¢; Tjo(¢) = t; and ¢ (-) is a right-continuous function. We refer
to 7; = (7;(¢)), with 7; () = ming 7, () = 7; , (t) as the class i backlog sample
path (or backlog process, depending on the context). Suppose we are given the set
of positive weights

o; >0, ieN.

Then we define the class i delay w;, the weighted delay r; and the maximal
weighted delay r in terms of the backlog sample path as follows. For every ¢
andi=1,..., N,

(3.4) w; () =1 — 7(1),
(3.5 ri(t) = w; (1) /o,
3.6) r(t) =maxr;(t).

Our goal is to find a discipline that is optimal in the sense that it maximizes
the exponential decay rate of the stationary distribution of the maximal weighted
delay r(-). It is shown in [31] that in a single node system, the largest weighted
delay first discipline is optimal. The main result of this paper, formulated below
in Theorem 3.2, is that the LWDF is also optimal in a network, if the LWDF is
understood as the network LWDF discipline defined as follows.

DEFINITION 3.1 (The network LWDF discipline for discrete input flows). For
any customer c present in the network, its (current) weighted delay is defined as
the ratio W(c) /a;(c), where W (c) is the customer delay (i.e., the time elapsed since
its arrival at the network) and i(c) is the customer’s class. The LWDF discipline
is a nonpreemptive, work conserving discipline that always chooses for service
in any node j the customer with the largest weighted delay (from the customers
present in node j). In case of a tie, by convention the LWDF discipline chooses
the customer with the highest class index i.

We will need some additional definitions.

For each j, consider an artificial single node system which we will call node j
in isolation. Namely, consider the subset N; € N of flows which have node j on
their route, and assume that node j is the only node in which those flows need to be
served. It follows from the results of [31] that in such single node system with the
LWDF discipline, the exponential decay rate of the maximal weighted delay r(0)
in stationary regime is equal to

1 1
lim — log P(—r(O) > 1) =—Jyj»
n n
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where J ; is defined as the optimal value of the following optimization problem:

1

(3.7) Joj=inf ) (1= aiy)Li(x),
ieN j

where

(3.8) v={N; CNj, (x;,i € Nj)}

Zmeﬁjxm _I’LJ

(3.9) y =
ZmENj Olmxm

and minimization is subject to the constraints

(3.10) xi > 0, ieNj,
1
(3.11) 0 <y <min —,
iGNj o
1 ) -
(3.12) — <Yy VlGNj\Nj.
(&7
Let us write
jeJ

(Note that the case J, =00 is possible.)
Consider the class § of work-nonabandoning queueing (or scheduling) disci-
plines G such that the following hold:

(a) customers are not allowed to skip any node on their routes;
(b) acustomer can leave any node on its route only after it is completely served
by that node.

Now we are in position to formulate our main result.

THEOREM 3.2. (i) Consider the network with the LWDF scheduling disci-
pline, and suppose that Assumption 3.2 holds. Then a stationary random process
describing network evolution exists, is unique in distribution and is such that the
(stationary) distribution of the maximal weighted delay r(0) satisfies the condition

1 1
(3.14) nll)ngo; logP<;r(0) > 1) = —J,.

(i) Suppose that Assumption 3.1 holds. Then there exists 79 € (0, 00) such
that, for any queueing discipline G € , and any t > T, we have the following
lower bound.:

1 1
(3.15) liminf — log P*<—r(m) > 1) >_—J,,
n—>oo n n

where r(-) is the maximal weighted delay associated with the discipline G.
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In the second statement of the theorem, it is only assumed that r(-) is a well-
defined (but not necessarily measurable) function on the probability space. [That is
why we do not call r(-) a process, and use the inner measure P, in the formulation.]
Also, no assumption is made about the existence or nonexistence of a stationary
version of the process. For any stationary version, if it exists, (3.15) of course
implies

1 1
liminf — log P*<—r(0) > 1) > —Js.

Theorem 3.2 shows that indeed the LWDF discipline in the network maximizes
the exponential decay rate of the stationary distribution of the maximal weighted
delay r(-). Moreover, the optimal decay rate J, is equal to the minimum of the
decay rates taken for each node j in isolation. As we already discussed in the
Introduction, this critical node property is quite surprising.

3.3. Comments on the model assumptions.

COMMENT 1. The assumptions that a customer service requirement remains
the same in all nodes of its route and that each route has no loops are not
essential. We make them to simplify the exposition. We could assume that class i
input flow is characterized by the function describing the number of exogenous
arrivals and the set of K; (route length) functions describing the cumulative service
requirement (as a function of the number of arrivals) for each step k on the route
[but the node f(i, k) may be same for different steps k]. All we need to make
our technique work is that marginally, for each node j on the class i route,
Assumption 3.1 holds for the function of time describing the cumulative amount
of work arrived in the network and intended for node ;.

COMMENT 2. The specific Assumption 3.2 requiring that each input flow is
a “Markov modulated Poisson flow” can be greatly relaxed (or changed). The
essential purpose of a Markov assumption on the input flows (which is only used in
Sections 9 and 10) is to make the process describing the LWDF network evolution
Markov. This allows us to use Wentzell-Freidlin constructions in the proof of
the large deviations upper bound [Theorem 3.2(i)] for the network of arbitrary
topology, not necessarily feedforward. Beyond this main purpose, specifics of a
Markov assumption are less important. The form of our Assumption 3.2, on the
one hand, is general enough to cover many interesting applications and, on
the other hand, makes the exposition of the upper bound proof (in Sections 9
and 10) relatively simple.

COMMENT 3. As already mentioned in the Introduction, if the network is
feedforward, then the Markov Assumption 3.2 can be relaxed to Assumption 3.1
(plus the assumption of stationary increments) in Theorem 3.2(i). In this case,
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similarly to [31], the proof would use the form (derived in this paper) of an optimal
network simple element £° and a Loynes type construction of the stationary state
process (as in [19]).

COMMENT 4. In Assumption 3.1, the condition that J} defined by (3.1)
is a good rate function (i.e., has compact level sets) in fact follows from the
conditions imposed on the local rate function L;. To see this, let us fix function & €
A(0),+.,0- Let hy, be the piecewise linear approximation of 4 with step 7/m. Then
we know that, as m — oo, h, — h u.o.c., and (for the derivatives) h,, — h’
almost everywhere. The lower semicontinuity of L; and Fatou’s lemma imply that
liminf J} (hy) = J} (h). It is easy to see (using the convexity of L;) that, for any
sequence {h(”), n=1,2,...}, such that W — p uniformly, and for any fixed m,

liminf J5(A"™) > J5 (hp).

This implies liminf J% (h™) > J% (h) and therefore J% is lower semicontinuous.
It remains to show that the level sets of J; are precompact, which is easily
established using the superlinearity of L;, and we are done.

COMMENT 5. Throughout our analysis, we do not exclude the case J, = oco.
This may seem redundant since, first, we will see that Assumption 3.2 im-
plies J, < oo and, second, the lower bound in Theorem 3.2(ii) holds trivially
when J, = co. We do this, however, because if Markov Assumption 3.2 is relaxed
(see Comment 2) or is replaced by Assumption 3.1 (if the network is feedfor-
ward, see Comment 3), then the case J, = oo is possible and the upper bound in
Theorem 3.2(i) is nontrivial. Therefore, our analysis (with possibly adjusted Sec-
tions 9 and 10) covers such cases too.

4. The largest weighted delay first discipline in the network.

4.1. The LWDF discipline for discrete input flows. Let us recall that we
denote by 44 o the subset of functions & € 8 satisfying the following additional
condition:

4.1) There exists finite ¢, suchthat 4(t) =0,t < c.

Consider f € 5&0, which we will interpret as a realization of the set of
input flows f = (f;, i € N), with each flow f; being defined only in the time
interval [b;, 00), where

bi =b;i(fi) =0 Asup{z: fi(t) =0}.

Clearly, b; < 0. [Extending the domain of each f; to the entire real axis by
putting f;(¢) =0 for ¢t < b; is a notational convenience. ]

Given f € 55’0 (interpreted as described above), consider the evolution of
the network starting time 0. According to the definitions introduced earlier,
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T;x(t),t >0, is the arrival time at the network of the “oldest” class i cus-
tomer which is not completely served by node j = j (i, k) by time ¢. [By con-
vention, T;;(t) = t if there are no such customers at time #; and 7;;(-) is a
right-continuous function.] Let us also denote by fik(t),t > 0, the total amount
of service received by time ¢ from node j = j (i, k) by class i customers arriv-
ing in the network in the interval [b;,t]; and by fix(z),t > 0, denote the total
amount of work of class i which arrived in the network in [b;, t] and arrived in
node j = f(i , k) by time ¢. According to our conventions,

T= ((Tik(t),t > 0), (ik) € G) c 5}8',

F=((fiu.120). (k) € G) e 85 .
f=((fie®),t =0), (k) € G) e @lg)lﬁ;

moreover, each function fik(-) is Lipschitz continuous with the Lipschitz con-
stant p j, j = f(i,k).

Now, suppose queueing discipline in the network is LWDF. Suppose also that
the following condition on 7 (0) holds:

4.2) 7, k,(0) =1,(0) = b; Vi.

(This condition is nothing more than a convention that the input flow i is
considered only from the time of arrival of the oldest flow i customer still present
in the network at time 0.)

Then it is clear that evolution of the network in the time interval [0, 00),
that is, (f,, f), is uniquely determined by the 4-tuple (f, f(0), (0), F(0)).
Moreover, in this case, the following properties hold:

(i) For every class i,

43 fikO<fikO << fii) < fi),  1€]0,00).

(i) For every (i, k) € G,

k() =sup{s < Ti—1 (O | fis) < fu®), 1 €[0,00),
and, foreveryi € N,
bi=t(0)<tu() =1k <tik-10) < <710 <700)
=1, t €0, 00).

(iii) Forany (i, k) € G,
4.5) fik@®) = fi(tir—1()—), 1 €0, 00),
and, for every class i,

(4.6) Jiki () = fig;—1(0) <--- < fin () = fi(0), 1 €10, 00).

4.4)
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(iv) Forevery (i, k) € G,

4.7) i@ € [fi(uix®—), filuix®) A fi®], 1 e€[0,00).

[Note that both cases f;(7; x(¢)) < fik(¢) and f;(z; x(¢)) > fix(¢) are possible: the
former case when there is more than one (i, k)-customer in node j = f(i ,k) and
the latter case when there is no (i, k)-customer in node j, but there is at least one
in the network “upstream” from node j.]

(v) At any time ¢, for any node j, there may be at most one flow (ik) € G;
such that

fix @) € (fi(rix®=), fi(zix®)).
(The latter condition is implied by the nonpreemptiveness of LWDEF.)

Thus, the LWDF discipline defines a deterministic operator Aq which maps a 4-
tuple (f, f (0), r(O) f 0)) satlsfylng additional conditions (i)—(v) (for = 0) into
a triple ( f T, f ) = Aq(f, f (0), (0), f (0)) which (along with f) describes the
sample path of the system in the interval [0, c0).

A 4-tuple (f, f , T, f ) such that ( f, f (0), (0), f (0)) satisfies additional condi-
tions (i)~(v) (with # = 0) and (f, 7, f) = Aq(f, £(0), 7(0), £(0)), we will call a
sample path of LWDF network with discrete input flows, or just a discrete sample
path (DSP). Any discrete sample path (f, f , T, f ) satisfies conditions (i)—(v) for
allt > 0.

REMARK. Operator Ay can be viewed as the queueing discipline itself,
LWDF in our case. It should be clear that the set of properties (i)—(v) is not
a definition of operator Az—those properties obviously do not characterize the
LWDF discipline completely. All we will need to know is that, for any discrete
sample path, properties (i)—(v) do hold.

4.2. Extension of the LWDF discipline to fluid inputs. In this section we define
sample paths of a fluid system as limits of the discrete sample paths. The formal

procedure we use is very similar to that in [30, 31].

A dple (f, f.r, f) with fedl feeg . relg and el
we will call a sample path of LWDF network with fluid input flows, or just
a fluid sample path (FSP), if there exists a sequence of discrete sample paths

((fm, fo g Fey p =12 ..} such that
(4.8) (f@, <™ fY = (f, fon. ), n— oo,

(We remind that the weak convergence denoted by “=" means convergence in
every interior point of continuity of the limit, for each component function.)
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REMARK. It should be clear (and is important for our analysis) that some of
the component functions of a fluid sample path may be discontinuous. Moreover,
any discrete sample path is a fluid sample path.

We define operator A as follows. For every
(f, £0),2(0), F(O) € 4¥ o x R x RIC!  RIFT,
A(f, £(0), T(0), F(0)) is the subset of triples
(o7 ) € €y X 4 ¥ 4G
having ( f (0), (0), f (0)) as the 1n1t1al condition and such that (f, f T, f) is a
fluid sample path. Notice that A( f, f (0), (0), f (0)) may be an empty set.

REMARK. We see that the multivalued operator A is an extention (via the
above limiting procedure) of the operator A;. Operator A can be viewed as a
“definition” of the LWDF discipline for the networks with fluid input flows.

We will say that (f, f , T, f ) is a fluid sample path with zero initial condition,
or starting from 0, if
fi(0)=0 VieN
and
fik(0)=0, Tik(0) =0, fi©)=0  V(ik) €G.

Lemma 4.1 below describes properties of fluid sample paths. To formulate it,
we need more notation.
For every r > 0 and every class i € N, denote

7 (1) = 1k, (1),
Tio(t) =t.
For every t > 0 and every flow (ik) € G, let

T (1) =sups <1 fi(s) < fu )}

and let
wik(t) =1 — Tk (1), rik(t) = wix (1) /ai,
wh () =t — 1/ (1), ri ) = wi (1) /o
It is easy to see that inequality
4.9) Tik (1) < 773()

holds for all + > 0. However, a strict inequality in (4.9) is possible. To illustrate
this, consider the case when f;(-) has a constant value (does not increase) in an
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interval [t1, ], where t, <t and either t, =t or t, is a point of increase of f;.
If at time ¢ function ﬁk (t) reaches value f;(#1), then, by the above definition,
7/, (t) jumps to the value 1, that is, to the end of the “flat region” of f;, or to ¢,
whichever is less. However, each DSP from a sequence which defines the FSP
under consideration may be such that fl-(n) does increase in the interval [71, #2], the
set of jump points of fl-(")(-) becomes asymptotically dense in [¢#1, 2] as n — o0,
but fi(")(tz) — fi(")(tl) — 0. As a result, if service of flow (i, k) in a (nonzero
length) interval (¢, 4 §) is “held back” by service of another flow, it is possible
that ;% (-) does not jump at ¢, or jumps to a value which is strictly less than #,.
[Also, since tjf is right continuous with left limits (RCLL), the strict inequality
in (4.9) will hold in some interval to the right of, and including, time ¢.] As a
simple example of such “holding back” situation, suppose that there is another
flow (i’, k") served by the same node j = f(i’, k)= f(i, k), and such that o = o
(this is just for simplicity) and #| < tifk/ (t) < tp. In this case, T;; (1) < tﬁk/ (1).
Let us write the following: for every ¢ > 0 and every node j € J,

r¢in(t) = max ri(t),
(H(®) oD ik (1)

fohm= > fu,

(ik)eG;
fopH® = > fi@);
(ik)eG

for any subset B C G,

fey®= Y fu,

(ik)eB

fiy(®) = > fix (@),

(ik)eB
reg) (1) = max rig(t);
(ik)eB
and
r(t) =maxrj)(t) = r)(1), r*(t) = max rji ().
jeJ (ik)eG
The following functions naturally have the meaning of queue lengths:

qie(®) = fit) — fie(®), (k) € G,

apH® = > qi(@), jed,
(ik)eG
as(®) =Y qix), BCG.

(ik)eB
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Let us also introduce the following functions:

Fik(t) = sup rig(s), (ik) € G,
0<s<t
r(pn() = max rig(t), e J,
(])( ) (k)G lk( ) J
rB)(t) = max ri (1), B C G,
(ik)eB

r(t) =maxr () =r)().
jelJ

LEMMA 4.1. For any fluid sample path (f, f 1, f), the following properties
hold:

(a) Ordering properties. For every classi € N and all t € [0, 00),
@10)  fik () < firi—1(0) <+ < fiar () < fi(@),
(4.11) () <) =1k @) <tik-10) < <710) <700) =1,
4.12)  fik, () < figi—1(@) <--- < fin(®) = fi ().

(b) Lipschitz properties. For every (i, k) € G, the function (ﬁk (1), t=0)is
nondecreasing Lipschitz continuous,

(4.13) fix@) = fit) <pjta—1), 1 <n,

where j = f(i, k).
For every (i, k) € G, the function (rii(t), t > 0) is “Lipschitz above,” that is,

1
(4.14) rik(t2) —rik(t) < —( — 1), n=t;

1

moreover, for any B C G, the function (r(py(t), t > 0) can be represented
as r(py(t) = hy(t) + hao(t), where hy is an absolutely continuous function with

R (1) < dimax

[where dimax = 1/(min; «;)], and hy is nonincreasing purely singular (with respect
to Lebesgue measure).

For every (i, k) € G, the function (rix(t), t > 0) is nondecreasing Lipschitz
continuous,

_ _ 1
(4.15) rik(t2) — rix(t1) < ;(Iz — 1), <t

1

and moreover, for any B C G, the function (r(py(t), t > 0) is nondecreasing
Lipschitz continuous,

(4.16) 7y (t2) — (B (t1) < dmax(t2 — 1), H<t.
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(c) Work conservation laws. For every j € J, anyt > 0 and any a > 0,
Fip(t+a) = i@

@.17) =/Lja+0/\ 1nf [f(j)(s) f(j)(t)—uj(s—t)],

and if in addition the infimum above is negative, then there exists £ € [t,t + a]
such that

(4.18) 4()&) = fip® — & =0
and
(4.19) k() =tik-16)  V(ik) €Gj.
Suppose, for some j € J,t >0anda >0,
(4.20) Y. filt+a) = fi(®) —pja <0.
(ik)eG;

Then there exists & € [t, t + a] such that (4.18) and (4.19) hold.

PROOF. Consider a fixed FSP and a fixed sequence of DSP {(f(”), f(”), AON
f®™), n=1,2,...} which defines it, that is, the convergence (4.8) holds. This
sequence will be referred to as a defining sequence. The proofs of all statements
make use of the fact that all component functions (of all DSP’s of the defining
sequence and the FSP) are RCLL and nondecreasing, and of the definition of weak
convergence.

(a) The ordering properties follow trivially from the corresponding properties
of each DSP.

(b) The Lipschitz properties are basically trivial. We only note that the
decomposition r(g)(t) = hi(t) + ho(t) is obtained from the fact that rp) is
Lipschitz above and has bounded variation (which in turn itself follows from
the Lipschitz-above property).

(c) The conservation law

@ +a)— F5 @

_ - My FM
_M1a+0/\se[ltl,lzf+a][f(f)(s) TGy @ — (s 1]

(4.21)

holds for each DSP of the defining sequence—this is just a form of the standard

reflection mapping for the unfinished work. If we note that all f( ) ( ) and f( H)
are continuous, and

fipa= = fpw=0,  fHae-fHo=0  va,

then it can be easily shown that, as n — oo, the RHS and LHS of (4.21) converge
to those of (4.17).
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To prove (4.18), we use the definition of ¢g(;)(-) and (4.17) to obtain the
following expression:

4t +a)=q¢) O+ fi)t +a) = fit) — nja
—O0A _inf 14D+ F(s) = fip@) = pjls =D

s€(t,t+al

(4.22)

Let us denote by u(s) the value of the function under the infimum in point s €
[#,t + a]. Note that u(s) is Lipschitz below [which means —u(s) is Lipschitz
above], it can decrease at most at the rate ;. Then there must exist & € [z, 1 + a]
such that u attains its infimum over [¢, £] at point &, u(§) < 0, and the derivative
u' (&) < 0.(See Lemma 4.3 below.) Putting a = & —t in (4.22), we obtain (4.18). To
prove (4.19) we observe the following. Since u’(§) < 0, then, for each DSP from
the defining sequence, we can pick a point £ > & such that node j is empty at
time £ and £ | & as n — oo. Using this and the fact that all functions 7jz(-)
and ti(,:l) (+) are nondecreasing right continuous, we obtain (4.19).
Property (4.20) follows immediately, since, for all ¢,

Yo L= fiH®.
(ik)eG; O

For a given fluid sample path (f, f , T, f ), atime point ¢ € (0, co) will be called
regular if the derivatives

Floy®), 75 @), rg(t)  YBCG

exist and are finite. (Note that t = 0 is not a regular point.)

The Lipschitz properties described in Lemma 4.1 imply the following: for
any fluid sample path (f, f 1, f), almost all (with respect to Lebesgue measure)
points t € [0, 00) are regular.

Note that in any regular point # the finite derivatives 7/, (1), (ik) € G, also exist
since T;x (1) =t — a;rik(2).

For a node j at time ¢, we will use the notation

G(t) ={(ik) € Gj | rie(t) = r(j)(1)}

for the subset of flows on which r(;(¢) is attained.
It follows from the above definition that in any regular point ¢, for any j € J,

@) =1—ar(;(1)  V(ik) eG;@).
Very often we will consider the following condition on a node j € J at time ¢:
(4.23) Tik (1) = T3 (1) < Tik—1(1) for at least one (ik) € Gj(t).

This condition in particular implies that () (z) > 0 and that [for any (ik) for which
the condition holds] 7 (¢) is a right point of increase of f;(-), that is, f;j(s) >
Jfi(@ig (2)) for any s > i1 (2).
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LEMMA 4.2. Consider a fluid sample path (f, f 1, f) such that for some
fixed Ty and T», 0 < T < T, for all flows i € N, the function f; is continuous in
the interval [T, 00), and

(4.24) fiki(T) = fi(T)  and w(T>) = Ty
Then the following properties hold:

(a) Flow conservation—For any (i,k) € G and t > T,

(4.25) fir(®) = fix—1(t)
and .
(4.26) fix@®) = fi(zir®).

(b) If for some j € J and t > Ty, property (4.23) holds [which in particular
means that rj(t) > 0], then there exists &1 > 0 such that, for any ¢ € [0, 1],

iyt +¢) — fipy(0) = jE,

where B = Gj (1).
(c) “Instantaneous critical node” property,

r(t) =r*@), t>1.

Suppose in addition that all functions f; are absolutely continuous in the
interval [Ty, 00) and, moreover, for any T > Ty the cost of f in [Ty, T] is finite,
that is,

JTn(f)—Z/ (1 (5)) ds < oo.

ieN

Then the following additional properties hold.:
(d) Foreach j € J consider the set H; C [T, 00) of regular points t such that
(4.27) 3(ik) € G}, () =0 and fl’k () > 0.
Then, H; has zero Lebesgue measure
(4.28) A(Hj) =0, jedJ.

(e) For any node j € J, in any regular point t € [T, 00) \ H; such that the
condition (4.23) holds, we have

(4.29) Fia@ = flmn@)th@) Yk €G;),
and
(4.30) > [t =Y fu®=pn;.

(ik)eG (1), T} (1)>0, f{ (Tik (1)) >0 (ik)eG (1)
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Before we prove Lemma 4.2, let us introduce notation used later in the paper,
which explains why statement (c) of the lemma is called the instantaneous critical
node property.

Let us write

J)y=1|jeJ| r¢jy(t) =r(t); condition (4.23) holds}.

[Recall that (4.23) implies r(;)(z) > 0.] We will call any node j € f(t) an
instantaneous critical node of the network at time 7. The crucial statement (c)
of Lemma 4.2 implies the following property.

COROLLARY 4.1. Within the conditions of Lemma 4.2, for any t > Ty such
that r(t) > 0, there exists at least one instantaneous critical node; that is,
J(t) is nonempty.

Indeed, according to statement (c), for such ¢ there exists at least one
flow (ik) € G such that

rig(t) =rj (@) =r@t) =r*().

Let [ be the maximal integer from the set {1, ..., k}, such that 7;;(¢) < 7;;—1(¢).
[Such [ exists because t;9(t) = ¢.] For the flow (i) € G we also must have

ri(t) = rjjt) =r@) =r (@),
which means that, for j = f(i ,1), we have
rHy® =r@),  (.DeG;(t) and Ty(t) =7T(t) < Ti—1 (1)
Thus, j € J(1).
When J (1) is nonempty, we will write
j@®) =min{j| j € J(n)}.

[The function j(r) can be any mapping that picks a unique well-defined
representative element of the subset J (¢).]
For every regular point ¢ such that (¢) > 0, we define

@31 N@ ={i |3k, (k) € G50, T (1) > 0, f (i (1)) > 0}

PROOF OF LEMMA 4.2. As in the proof of Lemma 4.1, throughout this proof
we consider a fixed FSP and a defining fixed sequence of DSP {(f™, f ) M,
f MY n=1,2,... }, that is, the sequence such that the convergence (4.8) holds.
Again, we heavily employ the fact that all component functions of the FSP and of
each DSP are nondecreasing RCLL.
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(a) To prove (4.25) we note that, trivially, fi,k_l(t) > fix(t), because the
same inequality holds for every DSP of the defining sequence. Let us prove by
contradiction that the equality must hold. Suppose not. Then we write

_ fik=1(®) = fix @)
&= 3 >

We can always choose ¢; > 0 arbitrarily small and such that both f;,k_l(-)
and fjz(-) are continuous in point ¢ 4 €1, and therefore, for all sufficiently large n,

0.

(4.32)

i+ < fu +e and F5) 0 +en) > filn) +2e.

The only way the latter inequalities may hold is if the node f(i ,k — 1) is serving
an (i, k — 1)-customer at time 7 4 &1 and the amount of service the customer already

received is greater than ¢. This implies that, for all large n, the function fl-(")(-) is
such that, for some point s = s <t 4e,

F) > fiaar(@) +26 > firo1(To) +26 > fi(T) +2¢
and
fi(n)(s) _ fi(n)(s—) > £.

Since all functions fl-(n)(-) and f;(-) are nondecreasing and f;(-) is continuous

in [Ty, 00), the weak convergence fi(")(-) => fi(-) cannot hold. This contradiction
proves that (4.32) is impossible, and therefore (4.25) is proved.
To prove (4.26), we notice that the inequality

(4.33) fix® < fi(mix®)

must hold for all # > 0 (not only # > T>). Indeed, f;(Z) (s) < fi(")(ri(',’c) (s)) trivially
holds for all » and all s > 0. For any fixed > d, we can pick a point s > ¢,
arbitrarily close ¢, such that both functions f; ;(-) and 7; x(-) are continuous in
point s. Then

liminf £ (t () = fi(s) = fir(®).
This easily implies

fi(tix(9)) = fix (@),

and since s can be arbitrarily close to ¢, we obtain (4.33).
We need to show that, actually, for # > T>, the equality in (4.33) holds. Suppose
not, that is,

(4.34) fir(®) < fi(tin(@)).

If 7; 4 (t) = T, then the contradiction is immediate:

fix@) = fix(T) = fi(Th) = fi(uix(@)).



LWDF SCHEDULING IN A NETWORK 1175

Suppose, T x(#) > T1. Then we can pick ¢ > 0, arbitrarily close to 0, such
that fi,k(-) and 7; x (-) are both continuous at ¢ + ¢. Since tiE',l() t+e)—>Trt+e)

and fi(")(-) converges to f;(-) uniformly in a small neighborhood of ¢ + ¢, it
is easy to see that, for the defining DSP with index n, the residual service
requirement of the head-of-the-line customer of type (i, k) (if any) in node f(i k)
at time ti(;? (t + ¢), converges to 0 as n — oo. This residual service requirement is

exactly equal to ]‘i(")(‘ri%) (t+¢))— f:(z) (t + ¢). Taking the limit on n of the above

difference, we obtain f;(7; x(t +¢)) = ﬁ,k(t + ¢) and, since ¢ can be arbitrarily
small,

fi(tix®) = fix@).

This is a contradiction to (4.34) which finally proves (4.26).

(b) It is easy to see that if we choose €1 > 0 to be sufficiently small, then for
any & € (0, €1), all DSP (from the defining sequence) with sufficiently large n are
such that in the interval [f + &3, ¢ + €1], first, node j cannot be idle and, second,
only customers from the subset G j(#) may be served. The desired property easily
follows.

(¢) The proof is by contradiction. Suppose r(¢) > r*(¢). Then there exists at
least one (ml) € G such that

(4.35) (1) =71 (t) > r* (1)
and
(4.36) Tl (1) < T, 1—1(1).

[Indeed, pick any (mk) such that r,,;(¢) = r(t), and let [ be the maximal element
of the set {1, ..., k} such that (4.36) holds. Such [ is well defined, because by our
convention t,,0(t) =t for any m.]

Let us denote 7 = r*(¢). Let us fix £ > 0 such that

r— Tm,i—1 (t)
Om

<PF+e <rm@)=r),

and a small &3 = g3(e1) > 0 such that &3 /iy < €1, and therefore

&

F+ <r+e,

Omin
where opminp = min; ey o;.

If we recall the definition of the functions 7/, (), we see that the inequality
in (4.35) implies that, for any flow i € N, 7;(t) <t — o;r(t) <t — ;7 and the
function f;(-) is constant in the interval [7;(¢), t — ;7). This in turn implies [again,
using the definition of 7/} (-)] the following.
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OBSERVATION 1. For any ¢3 > 0 and for any flow i € N, we have
fl-(n)(t —oiF —€&3) — fl(’;()l () = 0, n— oo.

In other words, the defining DSP sequence is such that the amount of class i work
arrived in the network before time t — a;r — &3 and still present (anywhere in the
network) at time t, vanishes as n — o0.

Observation 1, the LWDF scheduling rule, and the work-conservation property
of the LWDF (i.e., the fact that node j cannot be idle as long as there is some
unfinished work already arrived in the node), allow us to verify the following.

OBSERVATION 2. For all defining DSP with sufficiently large n, all class m
customers that arriveAd in the network before time t — o, (F + £1) will be completely
served by node j = j(m,l) before time t + ¢&;.

Indeed, for all sufficiently large n, all class m work that arrived in the network
before time ¢ — o, (7 + €1) has arrived in node j by the time ¢ + (1/3)e>
[because 7, /—1(t) >t — oy (F + €1)], and the residual amount of this work
at time ¢t converges to 0 as n — oo (by Observation 1). The amount of work
of all other classes i % m which can possibly “compete” for server j in the
interval [t + (1/3)ea,t 4+ (2/3)e] [with class m work arrived in the network
before r — a,, (F + £1)] also converges to 0 (again, by Observation 1). This implies
Observation 2.

We see that, for all large n,
(n)

Tl

(t+e) <F+e+e/ay.

From the fact that each function 7"

i and T, is nondecreasing RCLL, we obtain

Fmi(t +&2) <7 +e1+e2/ap.
Since ¢; can be chosen arbitrarily small, we derive (again using the fact that t,,; is
nondecreasing RCLL)
rmi(t) <F + €1,
a contradiction to the assumption (4.35).
(d) For any fixed j consider the function

Tik (1)
ht)= > /k Li(fl(s))ds.

. T
(ikeG; "1

This function is clearly RCLL and nondecreasing. Consider any point ¢ € H;
and (ik) € G () such that

(4.37) t/,(t)=0 and f,(t) > 0.
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Since a simple relation ﬁk(s) = fi(7ix(s)) holds for s > ¢, we see that condi-
tion (4.37) is possible only if f;(-) has (positive) infinite derivative in point Tz ().
Using the fact that the local rate function L;(-) is convex and limy_, o L;(x)/
X = 00, it is easy to verify that ¢ is a point where /A (-) has infinite right derivative:
dt
dt

Lebesgue measure of the set of points where a nondecreasing function has infinite
right derivative is 0.

(e) These properties follow from the property (b) and the definitions of the
regular point and the set H;. []

h(t) = 4o0.

The following elementary Lemma 4.3 is very useful in this paper. (We omit a
rather straightforward proof.)

LEMMA 4.3.  Suppose a function h € D) is Lipschitz above; that is, there
exists a constant a such that, for any t1,t2, 0 <t} <t,

h(t2) — h(t)) < a(ty —11).
Define the function h € Doy as
h(t) = sup h(s), t>0.

0<s<t
Then the function h is nondecreasing Lipschitz continuous with Lipschitz constant
equal to a, and, for any t > 0,

hW(t) >0 implies h(t)=h(t) and h')=h ().

5. LWDF network: optimal fluid sample path to build maximal weighted
delay. Critical node property. This section contains the results which are central
to our analysis. Considering each LWDF network node in isolation, we construct
a set 0 of fluid input flows which has a simple special structure. Then we show
that £0 is an optimal (Iowest cost) path to build maximal weighted delay r (starting
from zero initial condition), in both the entire network and one of the nodes in
isolation.

Consider a fixed node j. We remind the reader that N; C N denotes the
subset of classes (flows) which have this node on their route. Consider a fixed
subset N; C N; and a set of numbers x; > 0, i € N;, such that

1
5.1 0 <y < min —,
iGNj o
where
Dmei; Xm = I

(5.2) y = .
Zmeﬁj FmXm
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(The existence of such N ; and a corresponding set of x; is obvious: for arbitrary
i € Nj we can choose N; = {i} and arbitrary x; > 1;.)
Note that (5.2) can be rewritten as

(5.3) > xm(l—amy) =p;.
mENj

Consider the following set of fluid input flows f0 = (f2 = (f2(r),1 € R),i € N),
which we call a network simple element (associated with the node j and the
parameters N, x;, i € N;):

Ait, t €[0,00), fori e N\ N;,
54 20 =1 xt, t€[0,T0], fori e Nj,
IO+t =10,  te[T 00), forieNj,
where
1
(5.5) T°=— and T0=(1-o;p)T°=7"—q;.

14

This definition of f 0 trivially implies that, for all i, fl.o(t) =0fortr <0.
It is easy to verify directly (see also [31]) that £ has, in particular, the following
properties:

(5.6) all functions fio(-) are strictly increasing continuous in [0, 00),

1
(5.7) Jro(f) ==Y (1= ya)Li(x;),
Y ieﬁj
(5.8) Yo R =T
ieﬁj

LEMMA 5.1.  Consider any fluid sample path (f°, f T, f) with f° being a
network simple element defined by (5.4). (This FSP necessarily starts from zero.)
Then the maximal weighted delay r0(") associated with this FSP is such that

(5.9) T > 1.
PROOEF. For this FSP, in addition to Lemma 4.1, all statements of Lemma 4.2

hold with 71 = T, = 0. Given properties (5.6)—(5.8) and the relation ﬁk(t) =
fi(zik (1)), if (5.9) would not hold, we would obtain

FH@= Y fu@T®

(ik)eG;

> Y i@ > Y @)= T

(ik)eG,,ieN; (ik)eG,, ieN;
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This contradicts the conservation law (4.17). [

For a fixed node j consider the following optimization problem, which is the
same as the problem (3.7)—(3.12), but with relaxed constraints:

1

(5.10) Joj=inf =3 (1 —ay)Li(x),
ie]\~lj

where _ _
(5.11) v={Nj§Nj,(xi,ieNj)},
y is a function of v defined by (5.2) and minimization is subject to the constraints
(5.12) xi >0, ieN;,
and (5.1).

We use the same notation J, ; for the infima in the problems (5.10) and (3.7)
because the following lemma shows that they are indeed equal.

LEMMA 5.2. Consider the optimization problem (5.10)-(5.12), (5.2), (5.1).
The following properties hold.

(@) Jy, j < oo ifand only if
(5.13) Jvsuchthat Y x; > pj, Li(x;) <oo Vi e Nj.
ie]\~lj
(b) If condition (5.13) holds, then the infimum Jy j < 0O is attained. Any

optimization variable v on which the minimum is attained satisfies additional
conditions:

(5.14) Xi > A, i €Ny,
and
1 -
(5.15) — =<y Vie Nj\Nj.
o

Moreover, if for all i € N the local rate function L;(-) has zero right derivative in
point A;, (d™ /dx)L;(;) =0, then

(5.16) xi>xi, i€N;.
(c) If condition (5.13) does not hold, then the infimum J, j = o0 is attained on

any v satisfying the constraints of the problem.

PROOF. Let us denote by

1
(5.17) =3 (— - oe,-)L,-<x,-)
= \Y
lGNj
the function being minimized, by x;(v) the x;-component of v and by y (v) the
function of v defined by (5.2).
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(a) The “only if” claim is trivial. Let us prove that (5.13) implies J, ; < oo.
Consider arbitrary v satisfying (5.13). Then y (v) > 0, but the second inequality
in (5.1) may not hold. If the latter is the case, let us pick any i € N j with the
largest «;, and remove this i from N j- It is easy to see that v modified this way
is such that y (v) > 0 still holds. If necessary, we repeat this “removal” procedure
until the second inequality in (5.1) also holds. (At the latest, the procedure will
stop when only one flow remains in the set N j—in this case the desired inequality
holds for sure.) The value of v we obtain is such that g(v) < 0o, and we are done.
(Note that we can also remove from N ; all the flows i with x; =0.)

(b) Consider a sequence {v;, [ =1,2,...}, such that each v; satisfies all
the problem constraints, g(v;) | Ji ; and the subset N; (a component of v;) is
constant. It is easy to see from (5.17) that y (v;) must stay bounded away from 0,
and it stays bounded away from infinity due to (5.1). We will choose a subsequence
of {v;} (which we still denote by {v;}) such that y (v;) and each x; (v;) converge to
some limits which we will denote by y and x;, respectively. Obviously,

(5.18) 0<y <minl/a; =a,
iGNj
all x; > 0, but some of the x; may be infinite.
Consider the case when some x; are infinite. This is possible only if y = a.
Denote by B C N; the subset of those i with 1/a; =a = y. Note that 1 —

a;y (v;) — 0 for all i € B. Obviously, x; may be infinite only for i € B. Also,
if x; = o0, then

(5.19) xi(v)(1 = ey (v)) = 0,
because otherwise, for this i,
limsup L; (x; (v)) (1 — a;y (v)) = 00

[recall that L;(y)/y — oo as y — oo]. This implies that (5.19) holds for
all i € B. [If (5.19) would not hold for some i € B, then x; = oo for that i,
which is impossible.] This in turn implies that N ;i \ B is nonempty, because,
by (5.3), condition (5.19) cannot hold for all i € N j- We can make the following
observation: If we were to exclude B a priori from the subset N;, then, for
the appropriately modified subsequence {v;} we would have the following: all
the problem constraints are satisfied for each v; (except maybe a finite number
of them); y(v;) — y; xi(v;) = x; and x; is finite for each i € N;; and
limsup g(v;) < Jy j, implying lim g (v;) = J ;. If we write v, = lim v;, we see that
gy) = Jy .

Thus, we have proved the existence of v, such that g(vy) = Jyj, x; =
x;(vy) < oo forallie N j» and vy satisfies all constraints of the problem except
maybe the fact that the equality y = y (v4) = 1/; holds for some i € N . If the
latter occurs, then, since (5.2) and (5.3) are equivalent, we can exclude such flows i
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from the subset N j» which does not change the value of y and can only decrease
the value of g(v,). For this modified v, all constraints are satisfied. We have proved
that the infimum is attained.

Now, let us prove that any v, such that g(v4) = J, ; must satisfy the additional
conditions (5.14) and (5.15). If x; < A; were to hold for some i € N j» then we
could do the following. Let us continuously increase this x; from its “original”
value to A;. Then y will also increase continuously. (Condition y < 1/«; implies
that the derivative of y on x; is positive.) If the increasing y will “hit” 1/a,
for some m € N j» then we will remove that m from N (without changing y, as
already explained above), and then keep increasing x;. Note that, in this procedure
of changing x; to A;, the value of y cannot hit 1/¢;. Indeed, if this were to happen
at some point, then the class i itself and all m € N j with 1/a,, < 1/a; could be
removed, and (since y has strictly increased) we would get a contradiction to (5.3).
Since y has strictly increased and L; (A;) = 0, we have strictly decreased the value
of g(v4)—a contradiction which proves (5.14).

The proof of (5.15) essentially repeats that of (5.14). Suppose (5.15) does not
hold. Let us pick i € N\ Nj such that ¥ < 1/q;, include this i in Nj, and put
initially x; = 0. The new v, satisfies all the constraints of the problem. Then
repeating the procedure described above, we could change x; from O to A; (maybe
excluding some m from the original N j in the process), and construct a modified vy
with strictly smaller g (v,).

Finally, if we had x; = A; for some i € Nj, and (d* /dx)L;(A;) =0, then g(vy)
could be improved. Indeed, (37 /dx;)y (v4) > 0, and therefore (37 /dx;)g(vy) < 0.
This contradiction proves (5.16).

(c) Statement (c) trivially follows from statement (a). [

Let us write

(5.20) Jo = min . ;.

REMARK. If Assumption 3.2 holds, then L;(x;) < oo for all x; > 0 and
all i € N. Therefore, by Lemma 5.2(a), Ji; < oo for all nodes j, which
implies J, < oo.

Let us choose a node j for which the minimum in (5.20) is attained,
and choose vy, that is, the set of optimization variables (5.11), which solves
problem (5.10) [and problem (3.7)] for this j. We will call the network simple
element £° associated with this node j and vy, an optimal network simple element.
By our construction, Ji = J70(f%). The name “optimal network simple element”
for £0 is justified by the following lemma. (In the rest of this paper, f° denotes
some a priori chosen optimal network simple element associated with a fixed
node j.)



1182 A.L. STOLYAR

LEMMA 5.3.  The following property holds:
(5.2 Jx =inf Jy(f),
where the infimum is over
$20,  {feAroliof € Ao),+0;
A(f, 7, ) € A(S,0,0,0), r(s) > 1}.

Moreover, the infimum is attained on the optimal network simple element f°.

(5.22)

We will call the property described by this lemma the critical node property
because it implies that £ is a lowest cost path for both the network and the isolated
node j with which it is associated.

PROOF OF LEMMA 5.3. Consider a fluid sample path (f, f 7, f) with zero
initial condition and all f;(-) being absolutely continuous. Suppose there exists a
constant 7 > 0 such that 7(7T") > 1. Obviously, ¥(T) > 1.

We note that for this FSP, in addition to Lemma 4.1, all statements of Lemma 4.2
hold with T =T, = 0.

We recall that the function 7(-) is nondecreasing Lipschitz continuous and
therefore is absolutely continuous.

Consider the subset

B;l) ={r €[0, T]| ¢ is regular, 7' (¢) > 0}.

The following properties either follow directly from the definition of a regular
point and Lemmas 4.1 and 4.2, or are easily verified:

(a) Foranyt e B(Tl), for any j € f(t) and (ik) € Gj(t):
i@ =r'@®)=r(t)>0

and
() =1—or' (1) < 0.

(b) The image
BV =7(BY) c[0,7(T)]
[where 7(T) > r(T) > 1] has Lebesgue measure 7 (T'):
A(BD) =7(T).
(c1) We have
d(A7F)
dA
where Ar is the measure on B;l) defined as
(Ar)(U) =A@ U))

(5.23) ()=r'(t), 1eBy’,

for any Lebesgue-measurable U C B(Tl).
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(c2) We have

d(AFTh 1
(524 an O Ty

e B,

where (AF~)(U) = AGT1(U)) for Lebesgue-measurable U C Br(l).
(d) Let us write By = B;l)\ Uj H; and B, =r(Br) C Br(l). Then properties
(c1) and (c2) imply that

A(Br)=A(BY) and A(B,)=A(BY)=F(T),

and the relations (5.23) and (5.24) still hold for the measures restricted to the
subsets By and B,.
(e) The set N (#) [defined by (4.31)] is nonempty for every ¢ € Br.
We can write

Jr(f) = Z f (f/)d

{re[0,T]|7] (t) <00}

> / Li(f o))t/ di
i=1

> [ ar Y Lfao)Eo

Briehw
:/B dt Y (1=’ O)Li(f] (1))

ieN(®)

[yt Y (- T ONLEE )

r(7—1
BTN S

(5.25) =/Bc(y)dy,

where in (5.25~) we have used the following notat~ion. Fgr every y € B,, we consider
the node j = j(F_l(y)) and the subset of flows N; = N(f_l(y)) C Nj, and denote

1
cM ==Y (I—ay)Li(x),
Yy =
zeNj
y=r'(F'(»)>0 and x;=f/(t(F"'(»))>0,ieN,.

It follows from Lemma 4.2(e) that, for any y € By, condition (5.3) holds [which
is equivalent to (5.2)]. The definition of the set N; implies condition (5.1). This
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means (by Lemma 5.2) that c(y) > Jy ;, and therefore c¢(y) > J, for any y € B,.
Using this lower bound in (5.25) and the fact that 7(7") > 1, we finally obtain

JT(f) > Js.

On the other hand, for the optimal network simple element f°, we
have JT()(fO) = J, and, according to Lemma 5.1, for any FSP with f = fO,
we have r%(T°) > 1, where r°() is the r-component of this FSP. Therefore, the
infimum in (5.21) is indeed attained on f°, which completes the proof. [It is easy
to verify using scaling property of fluid sample paths, proved later in the paper,
that actually the equality #°(7°) = 1 must hold.] [

6. Proof of the large deviations lower bound (LDLB) [Theorem 3.2(ii)].
Note that if J, = oo the lower bound is trivial. Suppose, J, < co. Consider the
optimal network simple element f° defined earlier in the paper, associated with a
fixed node j. A fixed constant 7° > 0 is one of the parameters of f°. Consider
any fixed ¢ > 79, and let us fix s, T° < s < ¢, such that ¢ = s/T0 is close to 1.
Consider f* =T"1/¢ 0 which is the version of f° scaled up by factor ¢, and note
that its cost is

Js(f) = cls,

and

6.1) Y[ —can) = £7O)] = wys,

iEN;

where j and N ;j are parameters of the f 0. Letus fix £ = &(c) > 0 small enough so
that c(1 — ¢) > 1. For 6 > 0, we denote by

Us={he D" ||lh— f*|s <5}

the (open) §-neighborhood of f* (in || - ||y metric). Equation (6.1) and the trivial
fact that the maximum amount of work the server j can perform in the interval
[t —s,t] is w s, imply the following observation. If we choose § =4d(¢) >0
small enough, then, for any DSP with the realization f of the input flows such
that (6,—s f — (6,—s f)(0)) € Us, there exists at least one i € N j and at least
one class i customer that arrived in the network in the interval [t — s, — co; X
(1 — &)], which is not served by the node j by time ¢. Therefore, for any f such
that (0;,—; f — (6;,—; )(0)) € Us, we must have, for at least one i € Nj,

w;i (1) = coi (1 — &) > a4,
implying
r(t) > 1.
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Thus, we can write

1 1 1
liminf — log P*(—r(nt) > 1) > liminf — log P(@,_SF"f— 6, T")(0) € Ug)
n n—-oo n

n—-o0 n
> —inf{Js(f) | f € Us}
Z _Jv(f*)
= —cJ,.

(The second inequality above follows from the LDP lower bound for the
sequence {I""f}, and the third one holds because, obviously, f* € Us.) Since we
can choose s such that ¢ = s /T is arbitrarily close to 1, Theorem 3.2(ii) is proved.

7. LWDF network: family of fluid sample paths.

7.1. More definitions and basic properties. The properties of the family of
fluid sample paths we describe in this subsection (and their proofs) are analogous
to those in [30].

Let us denote by @ the set of all possible fluid sample paths and by ®,; C ® the
set of all possible discrete sample paths.

Consider a fluid sample path ¢ = (f, f.1, f) € ®. The following set of
functions s(¢) we will call the state of the FSP ¢ at time ¢ > 0:

(7.1) s() = WP ),
where

K=(K1,...,KN)GR]X
with

ki =1i(t) —t = —w;(t);

Y=Y = (Vi (€), £ € (—00,00)),i e N) e 1

with
0, & <k,
(7.2) Vi) =1 fitt+&) — fi((t +x)—), ki <§ =<0,
fi() = fi((t +xi)—), §>0;
U =((u. k=1.....K;),i e N) eRlC!
with

Vi = fi () — fi((t +x)=);

¥ =(Wir. k=1,...,K;),i € N) e R/
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with
Vik = fi(®) — fi((t +x)—).
We introduce the norm of the state s(¢) of a FSP as follows:

sl =Y [(¥i(0) — ¥ x,) + (—«1)]

ieN

=Y [(fi() — fir, () + wi ()]

ieN

(7.3)

[The values v;(0), 1/?,; k;» and «; depend also on ¢ of course. To avoid very
cumbersome notation, we do not show this dependence explicitly.]

Let ® be the set of possible states s(¢) of an FSP.

The set of all possible states of a discrete sample path we denote by ©4 C ©.
(The definition of the state of an FSP induces the definition of that of a DSP, since
each DSP is also a FSP.) We note for future reference that a state x € ®, of a DSP
satisfies the additional condition:

(7.4) v e s,

where

(7.5) 84.0={h € 84| his constant in [0, c0)}.
We will denote by

P(x)={peP|s0)=x}

the subset of FSP with initial state x.

The set @ possesses some simple scaling (similarity), truncation and compact-
ness properties.

LEMMA 7.1. Foranyc >0 and x,

ifp € ®(x), thenT¢p € ®(I x).
Consequently,
r‘fe(x)]=oT) and TOd=0.

The proof follows directly from the construction of an FSP and the fact that
operator Ay is scalable.

LEMMA 7.2. Let f(l), f(z) € 141\_”0 be such that, for some T > 0, CTf(l) =
¢T £ Let an initial state x = (Y, 1/7 «, V) of an FSP be fixed which is consistent
with fD and @, namely (0 fM =0 @ = %% Then

gTA(f(l)’ K&’ L &) = ;TA(f(2)7 ‘/Af, L &)
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The proof follows directly from the constructions of an FSP and operator A.
LEMMA 7.3. Consider a sequence of FSP {¢p™ = (f™, f(”), ™, Fy e @,
n=1,2,...}, with the initial states s (0). Then the following properties hold:
(a) The convergence
¢ =¢. n— oo,

implies ¢ € ®. (We remind the reader that the weak convergence “=" is
understood componentwise.)
(b) Suppose that

o f"W = fPO)>heCl o woc
and, for some constant ¢ > 0,
Is™ @ <e.

Then there exist ¢ = (f, f T, f) € ® and a subsequence {1 =1,2,..}C
(¢ such that

(7.6) "D =9, - oo,
and, moreover,
(7.7) Sof —fO)=h and s <c,
where s(0) is the initial state of ¢.
PROOF. (a) For each ¢™, let us choose a sequence (@™ m=1,2,..) of
DSP which “defines” this ¢, that is,
o = ¢, m — 00.

We choose a countable dense subset of R such that all components of all the
functions ¢, ¢ and ¢ are continuous in those points. Using Cantor’s
diagonal procedure we can find a sequence of pairs (n({), m(l)),[=1,2,...,such
that

pnOmD) g o

where the last convergence is pointwise in all the points of the chosen subset. The
latter convergence in turn implies

CCRID IR NN

which proves statement (a).

(b) We can always choose a subsequence (¢("(l))) such that the conver-
gence (7.6) takes place for some ¢. According to statement (a), ¢ € ®. Additional
conditions (7.7) on ¢ are verified trivially. [
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Consider a fixed fluid sample path ¢ = (f, f .7, f) € @, and let s(#) denote
its state at time ¢ > 0. For a fixed @ > 0, consider an FSP ¢% = (4, f%, t¢, f%)
constructed from ¢ as follows:

[ =0afi = fi(ti(@)—), i €N,
f = 20ba fir — fi(wi(a)—), (ik) € G,
Ti = S00aTik — a, (ik) € G,

fix = ¢00a fix — fi(ti(@)—), (ik) € G.

LEMMA 7.4. For any fluid sample path ¢ € ® and any a > 0 the following
properties hold:

¢ € d(s(a))
and
s4(t)=s(a+1), t>0,

where s°(t) is the state of ¢ at time t.

PROOF. Similar to the way it is done in the proof of Lemma 7.3, we choose
a sequence of discrete sample path ¢ defining the FSP ¢. Considering the
evolution of each ¢ starting time a, we obtain a sequence of DSP which
defines ¢%. We omit details. [

7.2. Properties related to path costs. The central results of this subsection
are Lemmas 7.8 and 7.9, which we will need to apply Wentzell-Freidlin theory
in the proof of the large deviations upper bound in Section 10. As an interesting
by-product, we prove a strong stability property in Lemma 7.7.

LEMMA 7.5. Let constants C; >0, Co > 0 and € > 0 such that
(7.8) Y i+tey<up; Vjel
iEN;
be fixed. Then there exist constants 0 < T, < T3 < 0o (depending on the system
parameters, C1, Co» and ¢) and a constant C3 > 0 (depending only on the

system parameters and €) such that the following holds.
If a fluid sample path (f, f, T, f) is such that

(7.9) s < Ci,

(7.10) Sofi — fi(0) € A«),+,0 VieN

and

(7.11) 2/ FOIH (&) > ri +e}dt <Cy,
ieN”0

then the following properties hold.
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(a) foralli e N,
(7.12) fiki (T = fi(0) and 7(Ty) = 0;
(b) there exists t, € [T, T3] such that

(7.13) sl =0 and |s()|l =C2C3  Vi=t,.
The key element of the proof of Lemma 7.5 is the following lemma.

LEMMA 7.6. Suppose the constants C1 > 0, C3 > 0 and ¢ > 0 satisfying (7.8)
are fixed. Then there exist constants 6 > 0 and A > 0 such that the following
property holds:

Consider a fluid sample path ( f, f, t, f) satisfying (71.9)~(7.12) for some T> >0.
Then

(7.14) A(V2) =Cr/A,

where

(7.15) Vo ={teV|r @) > -6},

(7.16) V= {t elT, oo)\UHj ’ t is regular,r(t) > 07.
i

PROOF. Consider a point ¢ € V;. The set N () is nonempty, and we
have t/(t) = 1 —a;r/(t) foreach i € N(t). Then for j = j(¢), using Lemma 4.2(e)
and the equivalence of (5.3) and (5.2), we can write

Zie]\?(z) 147} f,’l(fi )
If f/(7;(t)) < A; + ¢ foralli € N(t), then
mi—>ien; (Ai +8)
r'(t) < —8 = —min ! e
jel Yien; @i(Xi +¢)

(7.17) r'() =

We see that
VaCVs=lteVi|3ieN@, fl(ti() > A +e&}.

To estimate the Lebesgue measure of V3, let us consider the function

7 (1)
F(t):Z/O t ]’i/(s)l{ﬁ/(s)>Ki+8}ds, t>T1,.

ieN
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This function is nondecreasing Lipschitz continuous, F(0) = 0, and
lim;_, oo F(¢) < C,. It is easy to see that almost everywhere (a.e.) in [73, 00),
(7.18) F'(t)=R(1) = 3 F @) @,

ieN®), f (5 (1) >hi+e
We claim that there exists a constant A > 0 such that, in any point ¢ € V3,
(7.19) Ri(t) = A.
To show this, let us use the following notation:

i=j®,  xi=fl(nu@),

NOY@) ={i e N@t) | xi > 1 + ¢}, NP6 =N\ ND@).
Then we rewrite R;(t) as
Riy= )Y x(l—ar'@),
ieNM ()
and write
Ra)= Y xi(1—air'@).
ieN® ()

Consider two cases: r’(t) <0 and r'(¢) > 0.
If ¥/ (t) <0, we have

Ri= 3 xizmin( +e).
ieNM ()
If ¥/ (¢) > 0, we observe that
Zieﬁ(z)(z) xi — Ra(t)

2ieN® () ik

r(t) =

which implies that
Ry(t) < Z X;.
ieN@ (1)
However,
RO+R0= > fa)o= > Fi®=n;
ieN () (ik)eG (1)
and so

RO >pj— D xizpj— Z(xi+s>zmig{w— Z(xwfa)} > 0.
je

iEN(z)(Z) iENj iENj
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We have proved claim (7.19).
Thus, from (7.18) and (7.19) we see that
F(1) = A([T2, 1] N V3) A,

where A depends only on the system parameters and ¢. This and the fact that
lim F(t) < C, imply

A(V3) = Cr/A,
and we are done since V, C V3. [
PROOF OF LEMMA 7.5.

(a) ansider any fixed flow i and the first node j = f(i , 1) on its route. Let us
choose Ty"" > 0 such that

1 .
Ci+ 1y )[ pRCr —i—e)} +C < T
iEN;

Then it follows from Lemma 4.1(c) that, for some t@1 € [0, T 2(i ’1)],

ﬁl (t(i,l)) — fil(t(i,l)) _ fi(t(i’l)) > £(0)
and
71 (1) =10 >0,
which means that
@) = £i0) and T (13") > 0.

Now consider the second node j = f(i, 2) (if any) of the flow i route. We know
that fiz(Tz("l)) = ﬁl(Tz("l)) and observe that

Is(T3"D)] < s @)l + T3V N + T;’*”[ > i+ s)} +Ca.

iEN;
Using the argument analogous to the one we used above, we obtain the existence
of T2(1,2) > Tz(”l) such that, for some @2 ¢ [Tz(l’l), Tz(”Z)], we have

Fo(t9?) = fir(t9?) and 1o (D) = 14 (12),
which implies
Fo(1" ) = fa(1 D) = £i0) and 7in(Ty"?) = 71 (1,7) > 0.

Continuing the same way, we obtain by induction that there exists Tz(i) > 0 such
that, uniformly on all fluid sample paths satisfying conditions of the lemma,

i ()= £0) and 14, (1) = (1) > 0.
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Choosing such Tz(i) for each flow i, we see that the statement (a) of the lemma
holds with

T> = max Tz(i).
ieN

(b) Let the 7> chosen above be fixed. Let us choose constants § > 0, A > 0
and the corresponding sets V| and V> as in Lemma 7.6. For any #; and 1,
T, <t <t <00, We can write

(7.20) r(h) <r()+ /22 r'(t)1{t is regular} dt.
I

[The inequality is because the RHS of (7.20) does not include the nonpositive
increment of the singular component of r.] If we take into account the fact that in
any regular point z, r () = 0 implies r’'(z) = 0, we can rewrite the RHS of (7.20)
as

r(t) + r'(t)dt =r(t) + r'(t)dt + r'(t)dt.
[t1,0]NV) [11,01NV, [11,2IN(V1\V2)

So finally we obtain

G
(7.21) r(t) <r(t) + Kdmax — A([t1, 21N (Vi \ V)8,

where dpyax = 1/(min; ;).
Notice that

r(Tp) < (||s(0)|| + TZN)dmax < (C1 + TaN)dmax.

Let us choose T3 > T, large enough so that
C C
(€1 TNy + s = (Ts = o = 2} <0,

If r () would be positive everywhere in [7>, T3], then we would obtain r(73) < 0,
which is of course impossible. So, there exists t, € [T>, T3] such that r(z,) = 0 and
therefore ||s(#)|| = 0. Setting t, =t > ¢, and t; = ¢, in (7.21), we obtain

dmax

A ’

r(t) < C [ > Iy,

which implies

d d
sl < Ca ‘Za" <maxo¢i>N + C2%<maxai> [ > i+ e)} + C,

ieN

and this completes the proof of statement (b). [

As a corollary of Lemma 7.5 we obtain the following result.
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LEMMA 7.7. Let a constant C1 > 0 be fixed. Then there exists a cons-
tant T3 > 0 such that the following holds. If a fluid sample path satisfies the
conditions

s = Cry,

tofi — fi(0)e Ay +0 VieN

and
(7.22) 1@ <, t>0,
then
(7.23) sl =0,  t>Ts.

The property described in Lemma 7.7 can be called strong stability of the
fluid process. It has been shown recently by Andrews [1] that, very surprisingly,
for some queueing networks (FIFO network in [1]) the statement of the lemma
holds if fi’ (t) = A, t = 0, but does not hold if this condition is relaxed to the
inequality (7.22).

LEMMA 7.8. Let constants C1 > 0 and Cs > 0 be fixed. Then there exists a
constant T3 > 0 such that, for any fixed T > T3, the following holds: If a fluid
sample path ¢ is such that

[sO)II = C1
foreach i, fi(-) is absolutely continuous in [0, T] and
Is@ 1l >0, 1€[0,T],
then

Jr(f) > Cs.
PROOF. Let us fix € > 0 such that (7.8) holds. Also, let us fix 77 =0, and

(7.24) Cr=Csmax—i 2.
ieN Li(Aj + &)
For the constants Cy, C», ¢ and Ty, let us choose 75 and T3 as in Lemma 7.5.
We will prove that 73 chosen above does satisfy the statement of the lemma.
The proof is by contradiction. Let us fix arbitrary 7 > 73. Consider a fluid sample
path ¢ such that the conditions of the lemma are satisfied, and assume that

(7.25) Jr(f) <Cs.
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Without loss of generality (due to Lemma 7.2), we can assume that in the inter-
val [T, 0o) all functions f; are linear with f/(-) = A;, and therefore Joo,7(f) =0.
We obtain

oo T
> RO ke =3 [ fOIF 0> 3 +ebdi <o,
ien’0 ien’0
where the inequality is easily obtained from (7.25) and (7.24), by using the facts
that each L;(-) is convex and it attains its minimum 0 in the single point A;.
Then, by Lemma 7.5, ||s(z,)|| = O for some ¢, € [T>, T3], which contradicts our
choice of the fluid sample path ¢. [

LEMMA 7.9. Let a constant Ty > T be fixed. (Recall that T° is one of
the parameters of the chosen optimal network simple element f°.) For any
fixed T > Ty and &* > 0, consider the subset CiDT,S* C @ of fluid sample paths
such that the following hold:

(@) s = e,

(i) supjy rr(®) =13
(iii) for each i, f;(-) is absolutely continuous in [0, T].
Then

(7.26) inf inf Jr(f)t inf Jn(f)=J  ase" |0,

T=Ts pedy « pedry0

PROOF. First, we notice that the equality in (7.26) follows from the definition
of J, and the fact that 74 > T°. The uniform convergence in (7.26) is proved
by contradiction. If (7.26) did not hold, then we would find a sequence of fluid
sample paths {¢™, m = 1,2, ...} such that ™ e CT>T<m)’1/m for some T >0,
and Jym (f™) < &4 < J, for some fixed 0 < g4 < co. Due to Lemma 7.4 (and
the definition of J,), we can assume without loss of generality that this sequence
is such that

inf s @|>0 Vm.
1€[0,T)]
Then, using Lemma 7.8, we observe that the sequence {T™)} is bounded. It
is also easy to see that {7} must stay bounded away from 0. Then we

can further assume (again, without loss of generality) that each ¢ is such
that r ™) (T ™)) = 1, and, for each i,

d
Efi(’”)(t)zxi, t>T™,

(Note that all functions fi(m) chosen this way, are absolutely continuous in [0, 00).)
From this sequence {d)(’")} we can choose a subsequence such that Tm
T > 0, and which weakly converges to a fluid sample path ¢. [From the fact
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that Jyu) (f ™) stays bounded, it follows that, for each i, the functions fi(m)(-)
remain uniformly bounded on finite intervals.] Moreover, since for an arbitrary
fixed T5s > T the cost function Jz(-) has compact level sets, the subsequence
can be chosen such that zo £ — f™(0) - h € G(O) 4,0 u-0.c., and JT(h) < é4.
This immediately implies that the limiting ¢ is such that f =h, ¢ € <I>T o and
JT(f) < &4. The latter inequality is a contradiction with the definition of J,. [

8. LWDF network: properties of a sequence of scaled processes. In
this section we consider the sequence of scaled processes {¢p™,n =1,2,...},
with ¢ = I'¢, where ¢ is the original process describing the evolution of the
LWDF network in the interval [0, o0). We assume that each process d)(”) has a
nonrandom initial state x € ®4.

As before, suppose that Assumption 3.1 for the input flows holds. (We note
again that this assumption is weaker than Assumption 3.2.)

We denote by Px(") the distribution of the process ¢ with a fixed initial
state x € ®g4; and denote by E )(C”) the expectation with respect to Px(").

LEMMA 8.1. Let positive constants 0 < § < e* < C < oo and T > 0 be fixed.
Consider the following subsets:

Xo={xeOq|llxll<e™}, Yo={pec®|s(0)eXo}={pec®|[sO] <&}
Let Y be one of the subsets Y1, Y2, Y3, defined as

YiI=19ped 1nf ||s(t)||>8}
te

Yo=1¢€d| sup r(t)zl},
1€[0,T]

v;=lgco| sup IIS(l)IIZC}-
tel0,T]

Then

1
8.1 li ~1 P(”)Y}<— inf  Jr(f).
(8.1) im sup og[ sup P."V(Y) | < ol 7(f)

n—oo N xeXp

PROOF. Letus write Z; = ®; N Yy N Y. Consider the set

Fa={h=¢ [~ O | =) ¢<Za).
For any fixed x € X( we can write

PO(Y) < P{cT ™ —£™(0) € Fy).
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Using the LDP upper bound for the sequence of input flows, we obtain

1
lim sup — logP{g“OTf(”) —£M0) e Fy}

n—oo N
<—inf Jr(h)=— inf Jr(h)y <— inf Jr(f),
heFy hEFidﬂ{({A(o)Hﬁ_o peYonyY f
where Fy is the closure of F, (in the uniform convergence topology). The last
inequality follows from the inclusion

Fangd Ao oS {ed [ f=1@).¢eXony),
which is easily proved using Lemma 7.3(b). U

9. LWDF network with Markov input flows: process definition and sta-
bility. Now suppose that the Markov Assumption 3.2 holds for the input flow
processes.

The system evolution is described by a random process with realizations being
discrete sample paths. We consider the extended state of the network at time ¢,
5(t) = (s(t),0(t)), where s(¢) is the state of the DSP, and

o(t)=(o1(),...,on(1)),

where o;(¢) is the index of the state of the modulating Markov process for input
flow i. We see that the process s = (s(t), t > 0) takes values in the space

©9.1) Eq C Y o x RITT X RY x R x 5,

where ¥ is the finite set of possible values of o (-) [and 8+,0 is defined in (7.5)].
To be more precise, Ey is the set of possible states s which are reachable from
any zero state [such that s(z) = 0] by a sample path f of the input flows, with
component functions f; having arbitrary positive jump sizes (i.e., customer sizes).

By definition, the norm of the extended state ||5(¢)|| = ||s(?)]].

On the space E; we define a metric which is the sum of the metrics on the
component spaces, with the standard Euclidian distance metric on each R and %,
and the following metric 7, on each 8, o:

9.2) #is(hi, ha) = mg(hy, hy) + |A(hy) — A(hy)],
where h; = (h; (§), € € [—1,1]), i = 1, 2, is defined by
i 0, £=—1,
9.3) hi(§) = { hi(log(§ + 1)), -1 <§&<0,
hi(0), 0<&<I,

my is the standard Skorohod Ji-metric [5, 29] on the space D([—1, 1]) of RCLL
functions in [—1, 1]; and A(h;) is the number of jumps of function #;.

It is not hard to verify that space E; equipped with such a metric is a locally
compact separable metric space. The Borel o-algebra on E,; is equal to the
o-algebra induced by the product o-algebra generated by cylinder subsets on
the component spaces in the RHS of (9.1). (See [5], proof of Theorem 14.5.)
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REMARK. The topology on the state space E; we introduced above is quite
strong and may seem unusual. In fact, it is a form of the most natural (and
conventional) topology on a space of states of a multiclass queueing network. Two
states are “close” if, in both of them, there is the same number of customers of
each type in each node, and their corresponding arrival and residual service times
are close. In addition, this topology puts our process into the framework of [21,
22], which implies useful connections between stochastic and topological notions
of stability (see [21], Section 3).

We note, however, that all the results in this paper would hold even if we were
to introduce a weaker topology on E;. (In particular, we do not need E; to be
separable and locally compact.) So, for example, all our results still hold if we
exclude |A(h1) — A(hy)| from the RHS of (9.2).

Consider the sequence of scaled processes
™ =r"8,n=1,2,...).

Each process §7" is a strong Markov process with state space E4, and with right-
continuous sample paths.

In what follows, with a slight abuse of notation, we will write P,(:) =
P{-|s™(0) = x}, and E, will denote the corresponding expectation.

THEOREM 9.1. Markov process S is positive Harris recurrent (see the
definition in [22]), and therefore has unique stationary distribution.

PROOF. Assumption 3.2 implies that the functional strong law of large
numbers holds for each input flow i. Namely, with probability 1,

tof ™ — £ (0) > (A1, 1> 0).

Also, for any fixed T, > 0, the family of random variables {fi(")(T*) — fi(”)(O),
n=1,2,...} is uniformly integrable. Finally, it is easy to see that, for any ¢ > 0,
{lIIsll < c} C Ey is a closed petite subset. (See the definition in [22]. This follows
from the simple structure of our process: if ||s(0)|| < ¢, then there exists fixed
time ¢, depending on ¢, such that s(¢,) = 0 and o (¢,) takes some fixed value in X
with a positive probability uniformly bounded away from 0.)

Using the facts listed in the paragraph above, along with Lemmas 7.3 and 7.7
[with condition (7.22) specialized to fl/ (t) = Aj, t = 0], we can apply the fluid
limit technique (see [7-9, 27, 30]), to prove that there exist constants T, > 0 and
&4 > 0 such that
(9.4) limsup sup  Ex[s"™(TW)| <1 —eés.

n—>00 xeBq,llxlI<1
This, implies (see [8, 27]) that the Markov process S is positive Harris recurrent.
O
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In addition, from the property (9.4), using the Dynkin inequality (see its
statement in [20] and its application in the proof of Theorem 2.1(ii) [23]), we
obtain the following lemma.

LEMMA 9.2. Consider the sequence of scaled Markov processes (87,
n=1,2,...). Let constants 0 < § < C* be fixed. Consider the stopping time

B =inf{r >0 [§™] <5}
Then

lim sup sup EX,BI(") < AC* <00,

n—>00 xelq,|x||=C*

where Ay = Ty /ey, and T, and ¢, are those from (9.4).

10. LWDF network with Markov input flows: proof of the large deviations
upper bound. To prove the upper bound, in this section we use classical
Wentzell-Freidlin constructions [13], which allow one to establish the large
deviations principle for a sequence of stationary distributions via the LDP for
the sequence of processes on a finite time interval. The key element is the
representation of the stationary distribution of the process via the stationary
distribution of a discrete time sampled chain associated with a sequence of
stopping times (see Lemma 10.1).

Suppose, J, < oo. (In fact this is always the case under Assumption 3.2, but we
keep the proof slightly more general due to reasons discussed in Section 3.3.)

Let us fix arbitrary 4, > 0.

Let us fix arbitrary T4 > T°. According to Lemma 7.9, we can choose ¢* > 0
small enough so that, for any 7 > Ty,

(10.1) inf  Jr(f) > J« — 6.
¢€¢T,£*

(See the definition of CTDT, o+ in Lemma 7.9.)
Let us choose € and § such that 0 < § < ¢ < g*.
Due to Lemma 7.8, there exists 73 > 0 sufficiently large so that, for any T > T3,

10.2 inf J > Jyu + 64
(10:2) $e®, [Is(0)]|<e* infio ) 15 ()| (f)> Ji 40

Let us fix arbitrary T > Ty Vv T3 and choose C > ¢* large enough so that

¢, [Is(O)]|<e*,supyo,7) Is()I1=C

We can always do that because

Is(TII < sl + NT + Y [f:(T) — fi(0)].
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Finally, let us fix arbitrary C* > C.
Consider the sequence of scaled Markov processes (5", n =1,2,...). Each
process s is positive Harris recurrent since it is just a scaled version of s.

We put r;(n) = 0 and define the sequence of stopping times

0= < B < ™ < g <

as follows:
BW =inflr =™ | s @) <8}, m=>1,
1™ =inf{r > g | |s™@)| > €}, m>1.

We observe that since customer sizes (in the original unscaled process §) are
uniformly bounded and (with probability 1) no two customers arrive at the same
time, for all n > ng (with some fixed ng) and all m > 1,

1" <oo and [s™n)|ele,e*]  wp.l.

Let us denote by 7" the stationary distribution of the process §7.
Note that, for all large 1, the process 5" sampled at the stopping times n( ")

m=1,2,...,thatis, the discrete time process
g — {g}(;z) - g(n)( (n)) m=1,2,. }
is a Markov chain with state space
S ={x € Eallx] e, e}

It is easy to verify that this Markov chain is positive Harris recurrent. Indeed, its
entire state space is a small set. (See definitions in [20, 24]. The proof uses a
simple observation similar to the one used in the proof of Theorem 9.1 to show
that the set {||5]| < c} is petite.) Using Nummelin splitting (see [24], Section 4.4),
this allows one to view §7") as a regenerative process.

Let us denote by 7 the unique stationary distribution of §. The following
lemma, describing the relation between the stationary distribution 7™ of the
process and the stationary distribution 77 of the sampled chain, is quite standard.
(See, e.g., the discussion and references in [21], page 510.) Since we could not
find a reference which would apply to our specific setting, we present a proof in
the Appendix .

LEMMA 10.1. For any measurable B C By,

(n)
5, R @x)Ey [ 118" () € BYdt

(10.4) 7 "(B) =
J, A (dx) Exny”
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We will consider (10.4) with the fixed subset B={x € E4 | r =r(x) > 1} and
evaluate asymptotics of both the denominator and the numerator as n — oo.
First, it is very easy to show that there exists g9 > 0 such that

e (n) )
liminf inf Ei[)” — pi"] = e

and therefore the lim inf of the denominator of (10.4) is lower bounded by &o.
Consider the following additional stopping times:

N =inf{t > 0| r"™ () > 1},
n™C =inf{r > 0] [s" )] = C},
(n),r,C (n),C‘

" nC =y Ay

For any fixed x € S4, we can write
(n)
m
Ex/ Hr™ @) > 1} dr
0

Ex[1{n™" < 8"} (8" —n™")]
Ex[I{n™"¢ < g} (8" — 0]
P,

{n(n),r,CSﬂl(n)} sup Eyﬂfn)~
lyll<C*

A IA

A

We know from Lemma 9.2 that

limsup sup E,B" < A,C*

n—00 |ly||<C*

(with A, defined in Lemma 9.2).
Finally, we have the estimate

Px(n(n),r,C flgfn))
< Po(B{" = T) + P.(y™"C <T)

<P (" = T)+ P.(n™C <T)+ Pe(n™" <T).

We have [due to Lemma 8.1 and our choice of ¢*, T and C, such that (10.1)-(10.3)
hold]

1
lim sup — log|: sup (Px(ﬁfn) >T)+ Px(n(”)’c < T)>:| < —(Js +84)

n—oo N

=~

xeay
and

1
lim sup — log|: sup Px(n(”)’r < T)i| < —(Jx — 8%).

n 2
n—00 xedy
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Since §* > 0 can be chosen arbitrarily small, we have proved the desired upper
bound

1
limsup — logw ™ ({r > 1}) < —J,.
n—oo N

If J, = o0, the same proof holds. We only need to replace the right-hand sides
of the inequalities (10.1)—(10.3), by some fixed (arbitrarily large) constant C¢ > O.
g

11. The LWWF (GLQF) discipline optimality for the unfinished work
process. In paper [31], for a single-server system, a result analogous to
optimality of the LWDF is presented, which applies to the unfinished work process.
Namely, Theorem 7.2 of [31] states that the largest weighted (unfinished) work
first (LWWF) discipline, which is essentially the GLQF, is optimal. That result
also extends to a network setting. We state the generalized result in this section.
We do not present the proof because it is just a simplified version of the proof of
Theorem 3.2.

Let g;(¢) denote the total amount of unfinished class i work in the network at
time ¢. [In the notation introduced earlier in the paper, g; () = f;(t) — ﬁ k; (1).]
Let us also denote by g;x(¢) the amount of unfinished (ik)-work in node j (i, k) at

time ¢ [gix (t) = fix(t) — ﬁk (t)]. As before, let the set of positive constants ¢; > 0,
i € N, be fixed, and let us denote by p(¢) = max; g;(¢)/«; the maximal weighted
unfinished work at time .

DEFINITION 11.1 (The network LWWEF discipline). The network LWWF
discipline is a nonpreemptive, work-conserving discipline that chooses for service
in any node j the head-of-the-line customer of type (ik) € G; for which g; /a; is
maximal (among those with g;; > 0). If multiple (ik) € G; belong to the same
class i, then the type with the greatest k (furthest on the route) is chosen.

THEOREM 11.2. For the constant J{ > 0, defined in statement (iii) below,
the following hold.:

(1) Consider the network with the LWWF scheduling discipline, and suppose
that Assumption 3.2 holds. Then a stationary random process describing network
evolution exists, is unique in distribution and is such that the (stationary)
distribution of the maximal weighted unfinished work p(0) satisfies the condition

1 1
(11.1) limsup—logP<—,0(0)> l)z—J*q.
n—oo N n
(ii) Suppose that Assumption 3.1 holds. Then there exists 70 € (0, 00) such
that, for any queueing discipline G € G and any t > T°, we have the following
lower bound:
1 1
(11.2) liminf—log&(;p(nt) > 1) >—Jg.

n—oo p
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(iii) The constant J{ is defined as

J4=minJ!
jeJ *J

where J a wj IS determined by the following finite dimensional optimization problem
for the node j in isolation:

(11.3) JI = — > Li(x),
R R (x, zeN)VZ l

subject to

x; >0, i€ Nj,
Zie]\?j Xi — 'LLJ . )\.i
0<y=————<min—
Die, i ieN; o
and

Aijoap <y VieNj\N;.

The form of an optimal network simple element f° for this problem, which
is associated with a node j on which the minimum of Jf j is attained and the
corresponding optimal parameters N;, x;, i € N, is as follows:

Ait, t €[0,00), fori € N\ N;,
(11.4) 20 =1 x;t, 1 €[0,T°], fori e N;,
xiTO+ 2t = TY), t € [T°, 00), fori e N;,

where 70 =1/y.

REMARK. Theorem 11.2 also holds if the LWWF discipline is modified as
follows: A type (ik) € G is picked for which g;; /c; is maximal, where

Gk = qim(@),

m<k

that is, g;x(¢t) is the amount of work of class i which is “upstream” from
the type (ik) on the class i route. The LWWEF discipline modified this way
is more “decentralized” and may be more attractive in applications. Indeed,
the information on the amount of class i unfinished work can be “shipped”
downstream on the route with class i customers: there is no need for a feedback
from the destination node.
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12. Conclusions. Using large deviations techniques, we have proved that, in
a queueing network of arbitrary topology, the LWDF is an optimal discipline to
satisfy asymptotic (“tail”’) constraints on the end-to-end delay distributions. In the
center of our analysis is the proof of a remarkable critical node property: there
exists a most likely path to build large maximal weighted delay in the network,
which is a most likely path to do so in one of the nodes in isolation. In other words,
with the LWDF discipline, in spite of the complex interaction between nodes, the
worst (weighted) delay distribution tail (among all the flows) is just the same as it
would be if we would replace the network by a collection of its nodes operating in
isolation.

We believe these results provide important insight into the following practical
questions. How large end-to-end delays are built in a network? What are desirable
features of a network scheduling algorithm trying to minimize end-to-end delays?
We also think that in many practical situations the LWDF discipline can be directly
used for network scheduling.

As far as technique is concerned, we think that our approach to the crucial
problem of finding the lowest cost fluid paths in a network, based on an
“infinitesimal interval” argument, may be useful for other models too.

It was already mentioned that some of our assumptions (e.g., the specifics of
the Markov assumption on the input flows) can be significantly generalized. The
proofs will still work with appropriate adjustments. Also, as we explained before,
in the special case of a feedforward network, the additional Markov assumption
can be dropped.

Relaxing the Markov assumption on the input flows to just a stationarity
condition in the case of general network topology is an interesting subject for
future research.

APPENDIX

PROOF OF LEMMA 10.1. The strong law of large numbers (SLLN) applies
to the process s, for example, because it is a simple regenerative process,
with regeneration times being the times of hitting one of the zero states [such
that s(#) = 0]. So, for any measurable B, with probability 1,

1 t
(A.1) lim — | I{s"™ () e B}ds =n"(B).
t—oo t Jo
Consider the discrete time Markov chain §™ = {§§Z’ ), m=1,2,...},
where §,(7'f) =GE"@), te [r;,g?), n,(qf}rl]). [To define state space of this chain rig-
orously we can, for example, include the duration #,,, = r;,(;}rl — n,gf ) into the state,
use the time change £ =1t — n,(#), let s (&) =5"(s,,) for € > 1, and define a
o -algebra as the one generated by cylinder sets. We hope that the above “loose,”
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but intuitive, definition does not cause confusion.] This Markov chain is also posi-
tive Harris recurrent—again its entire state space is a small set [20, 24]. Therefore,
it has a unique stationary distribution, which we denote by 7 . Obviously, distri-
bution 7™ is a projection of 7 ™.

The left-hand side of (A.1) can be rewritten as

W —— (n) )’
20 M~

where g(-) is the function of the state defined as
(n)

sy = [ 1E™ &) € BY de.
G = /nf'“ (")) € B} ds

The SLLN applies to the Markov chain §", because using Nummelin splitting
(see [24], Section 4.4) it can be represented as a simple regenerative process. Thus,
with probability 1, as m — oo,

Zg (ﬂ)

and
() 7o)
n n
ZnHl
1

converge to the numerator and denominator of (10.4), respectively. The proof is
complete. [
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