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HARMONIC MOMENTS AND LARGE DEVIATION RATES
FOR SUPERCRITICAL BRANCHING PROCESSES
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Let {Zn,n ≥ 1} be a single type supercritical Galton–Watson process
with mean EZ1 ≡ m, initiated by a single ancestor. This paper studies the
large deviation behavior of the sequence {Rn ≡ Zn+1

Zn
:n ≥ 1} and establishes

a “phase transition” in rates depending on whether r , the maximal number
of moments possessed by the offspring distribution, is less than, equal to or
greater than the Schröder constant α. This is done via a careful analysis of
the harmonic moments of Zn.

1. Introduction. Let {Zn :n ≥ 1} be a single type Galton–Watson process
with Z0 ≡ 1. Let {pj : j ≥ 0} denote the offspring distribution function, m the
offspring mean (assumed to be > 1) and f (s), 0 ≤ s ≤ 1, the probability
generating function, that is,

P (Z1 = j) = pj , j ≥ 0, f (s) = ∑
j≥0

pj s
j and m = ∑

j≥1

jpj .

Let γ = f ′(q), where q = P (Zn = 0 for some n ≥ 1) is the extinction probability.
Let {ξn,i : i ≥ 1, n ≥ 1} be i.i.d. random variables with P (ξn,i = k) = pk ,
interpreted as the number of offspring of the ith parent in the nth generation. Let
α ≡ − logγ

logm
. Drawing on the functional iterations literature, α is frequently called

the Schröder constant. In the same spirit, offspring distributions with α = ∞ (i.e.,
p0 + p1 = 0) are said to be of Böttcher type.

In this paper we obtain sharp rate estimates for the large deviation behavior
of the statistic Rn ≡ Zn+1

Zn
. This statistic has been used in the estimation of the

amplification rate in a quantitative polymerase chain reaction (PCR) experiment
(see [9, 10]) where only Zn and Zn+1 are observed. In fact under such an
observation scheme Rn is the nonparametric maximum likelihood estimator of
m (see [6]). A natural question concerning the Bahadur efficiency (see [4])
of this estimator leads to considering the large deviation behavior of the
statistic Rn. A more interesting statistical question in the context of quantitative
PCR experiments concerns the estimation of Z0, the initial number of molecules
used for the amplification process. Even though Z0 is not in general consitently
estimable with this data, one can obtain quantitative information about Z0
(see [12]) in these specific binary cases.
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The key technical tool needed in this paper involves determination of the exact
asymptotic behavior of the harmonic moments of Zn, namely,

τn(r) ≡ E(Z−r
n |Zn > 0), r > 0,

under no moment restrictions on Zn other than the finiteness of the mean.
Incidentally, the quantity τn(r) arises in various other settings as well. First, in the
study of the kin number problem, the quantity τn(r) arises in the expression for the
generating function of the generation sizes when the ego is sampled from the nth
generation (see [11]). Second, τn(r) plays an essential role when one investigates
the rate of convergence in the central limit theorem for the quantity (Rn − m)

(see [8]).
Athreya and Vidyashankar [3] showed that, under an exponential moment

hypothesis, γ −nP (Rn ≥ a|Zn > 0) (a > m) converges to a limit which is finite
and positive. Athreya [1] improved the result by reducing the moment assumption
to E(Zr

1) < ∞, where r ≥ 2 and satisfies the conditions that γmr > 1. A natural
question is to clarify the role played by the quantity γmr ; that is, is it just a
technical condition that is needed for the proof to work or does it play an intrisic
role in determining the rates of convergence? Furthermore, one would like to
reduce this assumption further to a familiar condition such as E(Z1 log Z1) < ∞
or to just m < ∞. We will see (Theorems 2 and 3 below) that there is a “phase
transition” in the rate of convergence of Rn to m depending on whether the number
of moments r (assumed to be greater than 1) of Z1, namely, E(Zr

1), is greater than,
equal to or less than α.

Partial results on τn(r) are known in the literature under restrictive assumptions
and some parts were left as a conjecture (see [15]). Indeed, Heyde and Brown [8],
when studying the rate of convergence in the central limit theorem, encountered
the quantity τn(

1
2 ). They conjectured that under some conditions τn(1) ∼ m−n.

Further, they provide an example to show, under some other conditions, that
τn(1) ∼ nm−n as n → ∞. The example indeed is consistent with our general
result. Nagaev [13] showed that τn(1) = O(ρn), where 1 > ρ2 > max(0,m−1),
under the assumption that E(Z1 logZ1) < ∞. Pakes [15], still under the assump-
tion that E(Z1 log Z1) < ∞, established the correct asymptotic behavior of τn(1)

when p1m �= 1 thereby (i) proving the conjecture of Heyde and Brown for the
case γm < 1 and p0 + p1 > 0 and (ii) giving the “correct” rate of convergence
to 0 when γm > 1. He furthermore conjectured that if γm = 1, τn(1) ∼ nm−n as
n → ∞.

We provide a unified treatment to the asymptotic behavior of τn(r) under no
assumption other than the finiteness of the mean. In the process, we settle the
conjecture of Pakes when p1m = 1 and EZ1 logZ1 < ∞, but also obtain the
correct rate of convergence of τn(r) to 0 when E(Z1 log Z1) = ∞ and m < ∞.
Furthermore, our results settle the conjecture of Heyde and Brown even when
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p1 = 0, the case left open by Pakes. From a more technical perspective, our
Lemma 2 below provides results relating the rate of “slow down” pn

1 and rate
of growth cn.

Our treatment is based on the study of certain integrals when the integrand has
an isolated singularity and is related to the approach we developed in the study
of local limit theory for branching processes (see [14]). Indeed, in that paper
we established that the behavior P (Zn = vn) is dictated by the range of values
of p1m. It turns out that a similar phenomenon occurs in the analysis of τn(r) as
well.

The rest of the paper is structured as follows: Section 2 states and proves the
main result concerning the harmonic moments while Section 3 deals with large
deviations issues. Section 4 provides some concluding remarks.

2. Harmonic moments. In this section we state and prove the main result
concerning the rate of convergence of τn(r) to 0 as n → ∞ under the assumption
1 < m < ∞. We begin with notation and some preliminary work. Recall that
{Wn ≡ Zn

mn :n ≥} is a nonnegative martingale sequence with respect to the sequence
of σ -fields {Hn(≡ σ 〈Z1, . . . ,Zn〉) :n ≥ 1} and hence Wn → W almost surely
(a.s.) as n → ∞. It is also well known (see [2]) that the necessary and sufficient
condition for W to be a nondegenerate random variable is that E(Z1 logZ1) < ∞.
Furthermore, it was shown by Seneta and later strengthened by Heyde (see [2])
that, when E(Z1 log Z1) = ∞, there exists a sequence {cn :n ≥ 1} such that
WSH

n ≡ Zn

cn
converges to a limit WSH a.s. as n → ∞, and that WSH is a

nondegenerate random variable (see [2]). The sequence {cn :n ≥ 1} is usually
called the Seneta-constants and has the property that cn+1

cn
↑ m as n ↑ ∞. This

sequence will play a crucial role in our analysis.
Frequently, in the supercritical case, there is no loss of generality in assuming

that the extinction probability q = 0. We will follow with this custom. This implies
that γ = p1. The analysis of τn(r) is facilitated by the following expression for the
reciprocal of a positive random variable Xr , namely,

1

Xr
= 1

�(r)

∫ ∞
0

e−uXur−1 du.(1)

Now with X = Zn and taking expectations we get, using Tonelli’s theorem, that

τn(r) ≡ E

(
1

Zr
n

)
= 1

�(r)

∫ ∞
0

fn(e
−u)ur−1 du

≡ 1

�(r)
In(r),

(2)

where fn(·) is the nth iterate of f .
We are now ready to state the main result of this paper.
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THEOREM 1. Assume 1 < m < ∞. Let

An(r) =




p−n
1 , if p1m

r > 1,

p−n
1

(
(n−1)∑
k=0

p−k
1 c−r

k

)−1

, if p1m
r = 1,

cr
n, if p1m

r < 1.

(3)

Then

lim
n→∞An(r)E

(
1

Zr
n

)
=




1

�(r)

∫ ∞
0

Q(e−v)vr−1 dv, if p1m
r > 1,

1

�(r)

∫ m

1
Q

(
φSH(v)

)
vr−1 dv, if p1m

r = 1,

1

�(r)

∫ ∞
0

φSH(v)vr−1 dv, if p1m
r < 1,

where φSH(v) = limn→∞ φSH
n (v) ≡ E(e−vW SH

n ) and the limits are positive and
finite.

REMARK 1. Stated differently, the above theorem says that τn(r) decays at
the rate An(r) whose values depend on whether r is greater than, equal to or less
than α.

COROLLARY 1. If E(Z1 logZ1) < ∞, then limn→∞ 1
n

logE( 1
Zr

n
) =

max(log p1,−r logm).

EXAMPLE 1. The example of Heyde and Brown [8] considers the offspring
distribution whose generating function is given by f (s) = s(m − (m − 1)sk)−1/k ,
where k is a positive integer. Here p1m = m1−1/k, so p1m > 1 (= 1) corresponds
to k > 1 (= 1).

NOTATION 1. From now on we abreviate

p1m
r = ρ, (pn

1cr
n)

−1 = bn,

n−1∑
k=0

bk = Bn.(4)

Using Seneta’s argument [17] one can show that

cn = mnLn(mn) where L(x) is slowly varying at ∞(5)

and decreasing, with L(x) ↘ (EW)−1, EW < ∞ if and only if EZ1 logZ1 < ∞.
Hence,

pn
1cr

n = ρnLr(mn).(6)
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The proof of the theorem involves a detailed analysis of the integral occurring
on the RHS of (2) and is broken into several lemmas. We begin with the following
decomposition of In(r):

In(r) =
∫ c−1

n

0
fn(e

−u)ur−1 du +
∫ c

−1
0

c−1
n

fn(e
−u)ur−1 du

+
∫ ∞
c−1

0

fn(e
−u)ur−1 du

= Jn(1) + Jn(2) + Jn(3).

(7)

Recall that fn(s) → 0 as n → ∞ for 0 ≤ s < 1. Lemma 0 collects some other
well-known properties of fn(s).

LEMMA 0. If p1 �= 0,

fn(s)

pn
1

≡ Qn(s) ↗ Q(s) uniformly for s ∈ [0, b], b < 1,(8)

as n → ∞ and Q(·) satisfies the functional equation

Q(f (s)) = p1Q(s), Q(1) = ∞, Q(0) = 0.(9)

Furthermore, Q(·) has a power series expansion given by

Q(s) = ∑
k≥1

qks
k for 0 ≤ s < 1.(10)

Our next lemma shows that Q(·) is integrable as long as one stays away from 1.

LEMMA 1.
∫ ∞
x Q(e−u)ur−1 du < ∞ for any x > 0.

PROOF. By a change of variable the integral equals
∫ e−x

0
Q(u)

u
(− logu)r−1 du.

Since Q(u)
u

≤ C < ∞ for 0 < u < 1, the result follows. �

The following lemma relates the behavior of pn
1 and cr

n, using the notation in (4).

LEMMA 2.

(a) lim
n→∞Bn

{
< ∞, if ρ > 1,
= ∞, if ρ ≤ 1,

(b) lim
n→∞

Bn

bn

=



ρ

1 − ρ
, if ρ < 1,

∞, if ρ ≥ 1.
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PROOF. (a) If ρ �= 1, the result follows from the ratio test. If ρ = 1, then
Bn = ∑n

k=0 L−r (mk), which diverges since L−r (mn) is bounded away from 0.
(b) Note that

Bn

bn

=
∞∑

j=0

ρj

(
L(mn)

L(mn−j )

)r

I{j≤n−1}.

If ρ < 1, the result follows by dominated convergence; if ρ = 1, the result follows
by Fatou’s lemma, by taking the lim inf inside the sum. The case ρ > 1 is trivial.

�

For future reference we note that

pn
1An(r)

{≡ 1, if ρ > 1,
→ 0, if ρ ≤ 1,

(11)

and

cr
nAn(r)

{→ 0, if ρ ≥ 1,
≡ 1, if ρ < 1.

(12)

LEMMA 3. (a) If ρ ≥ 1, then limn→∞ An(r)Jn(1) = 0.

(b) If ρ < 1, then limn→∞ An(r)Jn(1) = ∫ 1
0 φSH(v)vr−1 dv < ∞.

PROOF. (a) Recall that, for v ≥ 0,

φSH
n (v) ≡ E(e−vWn) −→ E(e−vW) ≡ φSH(v).

Hence by a change of variable

cr
nJn(1) =

∫ 1

0
φSH

n (v)vr−1 dv →
∫ 1

0
φSH(v)vr−1 dv as n → ∞.(13)

If ρ > 1, then

An(r)Jn(1) = p−n
1 Jn(1) = p−n

1 c−r
n

∫ 1

0
φSH

n (v)vr−1 dv → 0 as n → ∞
by Lemma 2(a) and (13).

If ρ = 1, then

An(r)Jn(1) = bn

Bn

∫ 1

0
φSH

n (v)vr−1 dv → 0 as n → ∞
by Lemma 2(b) and (13).

If ρ < 1, then An(r) = cr
n and the conclusion follows from (13). �

Our next lemma is similar in spirit to a lemma by Dubuc and Seneta [5] for
characteristic functions, but the proof in our case is much simpler.
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LEMMA 4. The following estimate holds:

sup
k≥1

sup
x≥1

φSH
k (x) ≡ b < 1.(14)

PROOF. Note

sup
x≥1

φSH
k (x) = φSH

k (1) → φSH(1) as k → ∞.

Thus, given ε > 0, there exists a k0 such that, for all k ≥ k0, φSH
k (1) ≤ φSH(1) + ε.

Furthermore since supk≤k0
supx≥1 φSH

k (x) < 1 and ε is arbitrary, the lemma
follows. �

LEMMA 5.

lim
n→∞An(r)Jn(2) =




∫ 1/c0

0
Q(e−v)vr−1 du, when ρ > 1,∫ m

1
Q

(
φSH(v)

)
vr−1 dv, when ρ = 1,∫ ∞

1
φSH(v)vr−1 dv, when ρ < 1,

and the limits are positive and finite.

PROOF. Decomposing the integral Jn(2), we get
∫ c−1

0

c−1
n

fn(e
−u)ur−1 du =

n∑
k=1

∫ c−1
k−1

c−1
k

fn(e
−u)ur−1 du;

changing the variable v = cku yields

Jn(2) =
n∑

k=1

∫ ckc
−1
k−1

1
fn−k

(
φSH

k (u)
)
du.(15)

Now letting
∫ ckc

−1
k−1

1
Qn

(
φSH

k (u)
)
du = xn,k

some algebra shows that

p−n
1 Jn(2) =

n∑
k=1

bkxn−k,k.(16)

However,

xn,k ↗ xk ≡
∫ ckc

−1
k−1

1
Q

(
φSH

k (v)
)
vr−1 du(17)
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as n ↗ ∞, so by the monotone convergence theorem
n∑

k=1

bkxn−k,k ↗ ∑
k≥1

bkxk(18)

as n ↗ ∞. When ρ > 1, the last sum is finite since supk≥1 xk < ∞ by Lemma 4
and

∑
k≥1 bk < ∞ by Lemma 2(a). To identify the sum, change the variable back,

u = v
ck

to yield

∑
k≥1

bkxk = ∑
k≥1

∫ c−1
k−1

c
−1
k

Q(fk(e
−u))

pk
1

ur−1 du

=
∫ c−1

0

0
Q(e−u)ur−1 du [using the functional equation (9)],

proving the lemma when ρ > 1. When ρ = 1, then, by (16) and the definition
of An(r),

An(r)Jn(2) = 1

Bn

n∑
k=1

bk(xn−k,k − xk) + 1

Bn

n∑
k=1

bkxk.

To treat the first term, note that by Lemmas 4 and 0, for some 0 < b < 1,

lim
n→∞|xn,k − xk| ≤ lim

n→∞C sup
y∈[0,b]

|Qn(y) − Q(y)| = 0

uniformly in k. Then using the fact that bn−k

Bn
→ 0 for all fixed k [by Lemma 2(b)]

the first term on the right-hand side of (19) → 0 as n → ∞. It is easily shown that
limn→∞ 1

Bn

∑n
k=1 bkxk = x, proving the lemma when ρ = 1.

When ρ < 1,

An(r)Jn(2) = cr
n

n∑
k=1

∫ c−1
k−1

c−1
k

fn(e
−u)ur−1 du.

Changing variable u = v
ck

yields after some manipulation

An(r)Jn(2) =
∞∑

j=0

a(n, j),

where we have set

a(n, j) = cr
n

cr
n−j

I{j≤n}
∣∣∣∣
∫ cn−j c

−1
n−j−1

1
fj

(
φSH

n−j (v)
)
vr−1 dv

∣∣∣∣.(19)

Now, by Lemma 4,

a(n, j) ≤ const · cr
n

cr
n−j

I{j≤n}fj (β)
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for some β < 1, while

fj (β) ≤ const ·
{

p
j
1 , if p1 > 0,

βkn
0 , if p1 = 0 and k0 = inf{k :pk > 0}.

(20)

Setting

b(n, j) =




cr
n

cr
n−j

I{j≤n}pj
1 , if p1 > 0,

cr
n

cr
n−j

I{j≤n}βk
j
0 , if p1 = 0,

we see that

(i) a(n, j) ≤ b(n, j),

(ii) b(n, j) ↗ b(j) =
{

mjrp
j
1 = ρj , if p1 > 0,

mjrβk
j
0 , if p1 = 0,

(iii)

∞∑
j=0

b(n, j) →
∞∑

j=0

b(j) as n → ∞

by the monotone convergence theorem.

Hence by the generalized dominated convergence theorem (see [16], Theo-
rem 16, page 89),

lim
n→∞

∞∑
j=0

a(n, j) =
∞∑

j=0

lim
n→∞a(n, j) =

∞∑
j=0

mjr
∫ m

1
fj

(
φSH(v)

)
vr−1 dv.

Using the functional equation f (φSH(u)) = φSH(mu), the above reduces to

∞∑
j=0

mjr
∫ m

1
φSH(mjv)vr−1 dv = ∑

j≥0

∫ mj+1

mj
φSH(u)ur−1 du

=
∫ ∞

1
φSH(u)ur−1 du. �

LEMMA 6. If ρ ≤ 1, then An(r)Jn(3) → 0.
If ρ > 1, then An(r)Jn(3) → ∫ ∞

1/c0
Q(e−v)vr−1 dv.

PROOF. Suppose p1 �= 0. Then

p−n
1 Jn(3) =

∫ ∞
c−1

0

fn(e
−v)

p−n
1

vr−1 dv =
∫ ∞
c−1

0

Qn(e
−v)vr−1 dv

→
∫ ∞

1/c0

Q(e−v)vr−1 dv by the monotone convergence theorem.

(21)
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The result when ρ > 1 follows [since An(r) = p−n
1 in this case].

If ρ < 1,

An(r)Jn(3) = (pn
1cr

n)
Jn(3)

pn
1

= ρnLr(mn)
Jn(3)

pn
1

→ 0

by (21).
If p1 = 0, then, using the estimate in (20),

cr
nJn(3) = cr

n

∫ ∞
c−1

0

fn(e
−u)ur−1 du ≤ cr

n

∫ n

c−1
0

e−ukn
0 ur−1 du,

which converges to 0 as n → ∞.
If ρ = 1, then

An(r)Jn(3) =
(

n−1∑
k=0

1

pk
1c

r
k

)−1
Jn(3)

pn
1

→ 0

by (21) and Lemma 2(a). �

PROOF OF THEOREM 1. The proof follows from (2), (7) and Lemmas 3, 5
and 6. �

3. Large deviations. In this section we deal with large deviation rates for
the convergence of Rn to m. The large deviations of Rn when Z1 satisfies an
exponential moment hypothesis have been treated in [3]. When Z1 has finite
r th moment with r > α (where α is the Schröder constant) the result has been
treated in [1]. In this section we show (see Theorems 2 and 3 below) that there is
a “phase transition” in the rates of convergence depending on whether r > α or
r = α or r < α. We begin with a general result illustrating this phenomenon. Let
ξ̄n = n−1 ∑n

i=1 ξn,i .

THEOREM 2. If, for some set D ∈ R, constant C1(D) < ∞ and r > 0,

P (ξn ∈ D) ≤ C1(D)

nr
,(22)

then

lim sup
n→∞

An(r)P (Rn ∈ D) ≤ C1(D)B,(23)

where B is a finite positive constant. Furthermore, if

P (ξn ∈ D) ≥ C2(D)

nr
,(24)

then

lim inf
n→∞ An(r)P (Rn ∈ D) ≥ C2(D)B.(25)
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PROOF. Conditioning on Zn yields

P (Rn ∈ D) = ∑
k≥1

P (ξk ∈ D)P (Zn = k)

≤ ∑
k≥1

C1(D)

kr
P (Zn = k)

= E(Z−r
n ).

The result (23) now follows from Theorem 1, and (25) follows similarly. �

REMARK 2. It should be noted that if E(Zr
1) < ∞ for r > α, then under (22)

one can establish the existence of the limit in (23). This was carried out in [1]. If
r ≤ α, then under (22) it is clear that lim supn→∞ p−n

1 P (|Rn − m| > a) = ∞; that
is, pn

1 is not the correct rate of convergence. Theorem 2 shows that the behavior of
P (Rn > a) is different for r ≤ α and r = α and the rate involves r explicitly.

A natural next question is whether it is possible to bring out the phase transition
in rates in a more precise form than is given in Theorem 2. The answer to this
question is in the affirmative if one makes a more detailed assumption about the
tails of the offspring distribution. We illustrate this phenomenon with the following
class of distributions having Pareto-type tails.

THEOREM 3. Assume that the offspring distribution satisfies

P (Z1 ≥ j) ∼ c1j
1−ω as j → ∞,(26)

where ω > 2. Then limn→∞ An(ω − 2)P (|Rn − m| > a) exists and is finite and
positive.

REMARK 3. The limiting constant in the theorem depends on whether
ρ1m

w−2 > 1 or is less than or equal to 1, and can be determined using Theorem 1.

PROOF. Let X1,X2, . . . be i.i.d. with X1
d= Z1 − m and let Xk = 1

k

∑k
i=1 Xi .

Conditioning on Zn one gets

P (|Rn − m| > a) = ∑
k≥1

P (|Xk| > a)P (Zn = k).(27)

Using Heyde’s theorem (see [7]), given ε > 0, there exists a k0(ε) such that, for all
k ≥ k0,

(1 − ε)kP (|X1| > ka) ≤ P (|Sk| > ka) ≤ (1 + ε)kP (|X1| > ka).(28)

Now using (26) it follows that there exists a constant c0 such that, for k ≥ k0,

c0a
1−ω(1 − ε)k−(ω−2) ≤ P (|Sk| > ka) ≤ c0a

1−ω(1 + ε)k−(ω−2).(29)
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Thus using (29) on (27) one gets

P (|Rn − m| > a) ≥ c0a
1−ω(1 − ε)

( ∑
k>k0

k−(ω−2)P (Zn = k) + D1(n, k0)

)
(30)

= c0a
1−ω(1 − ε)

(
D0(n) − D2(n, k0) + D1(n, k0)

)
,(31)

where

D0(n) = ∑
k≥1

k−(ω−2)P (Zn = k) = E(Z−(w−2)
n ),(32)

D1(n, k0) =
k0∑

k=1

P (|Sk| > ka)P (Zn = k)(33)

and

D2(n, k0) =
k0∑

k=1

k−(ω−2)P (Zn = k).(34)

If p1m
ω−2 ≤ 1, then, by (11),

lim
n→∞An(ω − 2)P (Zn = k) = 0.(35)

Thus, by Theorem 1,

lim inf
n→∞ An(ω − 2)P (|Rn − m| > a) ≥ c0a

1−ω(1 − ε)L,(36)

where

L = lim
n→∞An(ω − 2)E(Z−(ω−2)

n )(37)

is explicitly identified in Theorem 1. Next using the upper bound from (29) on (27)
we get

P (|Rn − m| > a) ≤ c0a
1−ω(1 + ε)

(
D0(n) + D1(n, k0) − D2(n, k0)

)
.(38)

Then, from (11) and Theorem 1,

lim sup
n→∞

An(ω − 2)P (|Rn − m| > a) ≤ c0a
1−ω(1 + ε)L.(39)

The arbitrariness of ε concludes the proof of the theorem when p1m
(ω−2) ≤ 1.

When p1m
(ω−2) > 1, then by the upper bound on (29) there exists a constant C

such that

P (|Xk| > a)
P (Zn = k)

pn
1

≤ Ck−(ω−2) P (Zn = k)

pn
1

for all k ≥ 1.(40)
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The RHS of the above expression converges to Ck−(ω−2)qk, where qk is defined
in (10). Furthermore, by Theorem 1,

lim
n→∞

∑
k≥1

k−(ω−2) P (Zn = k)

pn
1

= lim
n→∞p−n

1 E(Z−(ω−2)
n )

= (
�(2 − ω)

)−1
∫ ∞

0
Q(e−u)uω−3 du(41)

= ∑
k≥1

k2−ωqk < ∞.

Now,

P (|Rn − m| > a)

pn
1

= ∑
k≥0

P (|Xk| > a)
P (Zn = k)

pn
1

(42)

and by (40) and (41) one can apply the generalized version of the dominated
convergence theorem (see [16], page 89) to take the limit as n → ∞ inside the
sum in (42) to conclude that

lim
n→∞

P (|Rn − m| > a)

pn
1

= ∑
k≥0

P (|Xk| > a)qk.(43)

This completes the proof of the theorem. �

REMARK 4. As noted in Remark 1, if ω > 2 + α (where α is the Schröder
constant), then P (|Rn − m| > a) decays at the rate pn

1 , regardless of ω. However,
the above results show that if ω ≤ α + 2, then the rate explicitly involves ω. When
p1 = 0 then p1m

ω−2 < 1 and the rate of convergence is given by m(ω−2)n. Thus as
ω increases, the rate of convergence also increases. This suggests, in general, that if
the offspring distributions possess exponential moments and p1 = 0, then the rate
of convergence should be investigated by considering the rate of convergence of
logP (|Rn −m| > a). This was considered in [14] and the results are quite different
from the case p1 > 0.

4. Conclusions. In this paper we developed the rate of convergence of the
harmonic moments under various regimes, namely, p1m

r > 1,= 1 or < 1, under
the weak moment condition, m < ∞. This weakening of the assumption not only
brought to the fore the relationship between cn and pn

1 but also brought out the
“phase transition” in large deviation rates of convergence.

Extension of these results to multitype is challenging and the authors are
considering these extensions. In conclusion we mention another application of the
results developed in this paper, namely, to the rate of convergence in the central
limit theorem, a problem first considered by Heyde and Brown [8] which initiated
the work on harmonic moments:
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THEOREM 4. Assume that E(Z3
1) < ∞. Let σ2 = Var(Z1). Then the following

hold:

(i) An

(1
2

)
sup
x

∣∣P (
(m2 − m)1/2σ−1Z−1/2

n mn(W − Wn) ≤ x
) − �(x)

∣∣
≤ KCσ−3(m2 − m)1/2E|W − 1|3;

(ii) An

(1
2

)
sup
x

∣∣P (
σ−1

r Z−1/2
n (Zn+r − mrZn) ≤ x

) − �(x)
∣∣

≤ KCσ−3
r E|Zr − mr |3;

where K is the universal constant in the Berry–Esseen bound, An(
1
2)E( 1

Zn
)1/2 ≤ C,

σ 2
r = σ 2mr(mr − 1)(m2 − m)−1 and

An

(1
2

) =



p−n
1 , if p1m

1/2 > 1,
p−n

1 n, if p1m
1/2 = 1,

mr
n, if p1m

1/2 < 1.

PROOF. Since E(Z3
1) < ∞, one can replace cn in Theorem 1 by mn. The result

follows from Theorem 2 of Heyde and Brown [8] and Theorem 1. �
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