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This paper concerns studies on continuous-time controlled Markov
chains, that is, continuous-time Markov decision processes with a denumer-
able state space, with respect to the discounted cost criterion. The cost and
transition rates are allowed to be unbounded and the action set is a Borel
space. We first study control problems in the class of deterministic station-
ary policies and give very weak conditions under which the existence of
ε-optimal (ε ≥ 0) policies is proved using the construction of a minimum
Q-process. Then we further consider control problems in the class of ran-
domized Markov policies for (1) regular and (2) nonregular Q-processes. To
study case (1), first we present a new necessary and sufficient condition for a
nonhomogeneous Q-process to be regular. This regularity condition, together
with the extended generator of a nonhomogeneous Markov process, is used
to prove the existence of ε-optimal stationary policies. Our results for case (1)
are illustrated by a Schlögl model with a controlled diffusion. For case (2),
we obtain a similar result using Kolmogorov’s forward equation for the min-
imum Q-process and we also present an example in which our assumptions
are satisfied, but those used in the previous literature fail to hold.

1. Introduction. In this paper we study continuous-time Markov decision
processes (CTMDPs), also known as continuous-time controlled Markov chains,
with a discounted cost criterion. A key feature of our control model is that the
cost and the transition rates can both be unbounded, and that the action (or
control) set is a Borel space. Moreover, in contrast to continuous-time jump
Markov decision processes (see Remark 3.1), which can be reduced to discrete-
time problems, our processes can be continuously controlled, and usual policies
such as switching controls are included in our consideration. We first study control
problems in the class of deterministic stationary policies and give very weak
conditions for the existence of ε-optimal (ε ≥ 0) stationary policies. Then we
consider control problems in the class of randomized Markov policies for two
classes of CTMDPs: regular (or nonexplosive) and nonregular. For each of these
classes we give conditions for the existence of (deterministic) stationary policies
which are ε-optimal in the set of all randomized Markov policies. We also present
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a new necessary and sufficient condition for a nonhomogeneous Q-process to be
regular.

Continuously controlled Markov processes have been studied by many authors
[2, 7, 10–12, 14, 17, 18, 22, 27, 30]; for the jump case, see, for instance, [3, 8,
13, 15, 19–21, 23, 25, 26, 28, 29]. However, except for [11, 12, 14], all assume
that either the cost or the transition rates are bounded and that the action sets
are denumerable, or even finite, as in [7, 18, 22, 27]. Further, in [3, 7, 8, 10–15,
17–23, 25–30] conditions are given for the Q-processes [i.e., a nonhomogeneous
transition function associated to given transition rate matrices Q(t), t ≥ 0] to be
regular (i.e., unique and honest), whereas in [2] the treatment is restricted to the
class of deterministic stationary policies. On the other hand, the common approach
in [7, 10–12, 17, 18, 22, 27] to prove the existence of optimal policies is via
Kolmogorov’s forward equation, which requires assumptions on the interchange
of certain integrals and summations. In this paper we use weaker assumptions
to prove the existence of optimal policies using the extended generator approach
instead of Kolmogorov’s forward equation.

As was already mentioned, we first study control problems in the class of
deterministic stationary policies and give very weak conditions under which the
existence of ε-optimal (ε ≥ 0) policies is proved using the construction of a
minimum Q-process (Theorem 3.2). Then we further consider control problems in
the class of randomized Markov policies for two classes of CTMDPs: (1) regular,
and (2) nonregular. In case (1), we first give a necessary and sufficient condition for
a nonhomogeneous Q-process to be regular (see Proposition 2.1). This condition is
different from those in [1, 6, 9–12, 17, 16]. Then, based on this regularity condition
and using the extended generator of a nonhomogeneous Markov process, we prove
the existence of ε-optimal stationary policies (Theorem 3.3). This result, which
includes all of the main results in [7, 10–12, 17, 18, 22, 27], is illustrated by
considering the Schlögl model [5, 24] with a controlled diffusion (Example 4.1).
Next we consider the nonregular case (2). In this case, to prove the existence
of ε-optimal stationary policies we use Kolmogorov’s forward equation for a
nonhomogeneous minimum Q-process (Theorems 3.4 and 3.5). These results are
illustrated with an example (Example 4.2) in which all of our assumptions are
satisfied, but a Q-process is not unique, and the control set is a nondenumerable
Borel space. Therefore, whereas a Q-process is unique in [3, 7, 8, 10–15, 17–23,
25–30] and the action sets in [17] are finite, the conditions used in the previous
literature fail to hold in our example.

The rest of this paper is organized as follows. In Section 2 we introduce the
control model and the optimal control problem with which we are concerned, as
well as a regularity criterion (Proposition 2.1) for a nonhomogeneous Q-process.
Our main results on the existence of ε-optimal (ε ≥ 0) stationary policies are all
stated in Section 3; see Theorems 3.1–3.5. Whereas these results require lengthy
preliminaries, their proofs are postponed to Sections 5–8. In Section 4 we present
the two examples briefly mentioned in the previous paragraph.
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2. The optimal control problem. The optimal control model we are con-
cerned with is of the form (S,A, {A(i), i ∈ S}, c,Q) the elements of which have
the following properties.

PROPERTY M1. The state space S is a denumerable set.

PROPERTY M2. The action space A is a Borel space, endowed with the Borel
σ -algebra B(A), and for each state i ∈ S, A(i) ∈ B(A) stands for the set of
feasible actions in i. Let

K := {
(i, a) | i ∈ S,a ∈ A(i)

}
.

PROPERTY M3. The real-valued function c :K → R denotes the cost rate. For
each i ∈ S, c(i, a) is assumed to be measurable in a ∈ A(i).

PROPERTY M4. Q = [q(j |i, a)] is a Q-matrix with q(j |i, a) ≥ 0 for all
(i, a) ∈ K and i �= j , which is supposed to be conservative, that is,∑

j∈S

q(j |i, a) = 0 ∀ (i, a) ∈ K,

and stable, that is,

m(i) := sup
a∈A(i)

qi(a) < ∞ ∀ i ∈ S,

where qi(a) := −q(i|i, a) = ∑
j �=i q(j |i, a) for all (i, a) in K . In addition, q(j |i, ·)

is measurable in a ∈ A(i) for each fixed i, j ∈ S.

To introduce the optimal control problem we are interested in, we first introduce
the class of admissible policies.

DEFINITION 2.1. Let F be the family of functions f :S → A such that
f (i) ∈ A(i) for all i ∈ S and let � be the family of functions πt (B|i) from
S × B(A) × [0,∞) to [0,1] such that:

1. for each i ∈ S and t ≥ 0, πt (·|i) is a probability measure on B(A) with
πt (A(i)|i) = 1;

2. for each i ∈ S and B ∈ B(A), t �→ πt(B|i) is a Lebesgue measurable function
on [0,∞).

Then a family π = {πt , t ≥ 0} in � is called a randomized Markov policy. If in
addition there is a function f ∈ F such that πt (·|i) is concentrated at f (i) for
all i ∈ S and t ≥ 0, then π is said to be a (deterministic) stationary policy or a
switching control because it prescribes a control only at times when the system
changes its state. In the latter case π will be identified with f , and so F will be
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regarded as the family of stationary policies. The class of randomized Markov
policies is denoted by �m.

For each policy π = (πt , t ≥ 0) ∈ �m, the associated transition and cost rates
are defined, respectively, as

qij (t, π) :=
∫
A

q(j |i, a)πt (da|i) for i, j ∈ S, t ≥ 0,(2.1)

c(t, i, π) :=
∫
A

c(i, a)πt (da|i) for i ∈ S, t ≥ 0.(2.2)

In particular, when π = f ∈ F , we write qij (t, π) and c(t, i, π) as q(j |i, f (i)) and
c(i, f (i)), respectively.

Let Q(t,π) := [qij (t, π)] be a transition rate matrix. Any transition function
P (π) := {p̃(s, i, t, j,π)}, possibly substochastic, with transition rates qij (t, π) is
called a Q-process. To guarantee the existence of such processes we will restrict
ourselves to control policies in the class � defined as

� := {
π ∈ �m : qij (t, π) is continuous in t for each fixed i, j ∈ S

}
.

Observe that � contains F and, on the other hand, by Property M4, Q(t,π) is
conservative and stable. Hence, for each π ∈ �, the existence of a Q-process is
indeed guaranteed, but, as is well known [1, 6, 9, 16], it is not necessarily unique.
We shall denote by Q(π) the set of all possible Q-processes associated to π ∈ �

and denote by

P min(s, t, π) := (
pmin(s, i, t, j,π), i, j ∈ S

)
for t ≥ s ≥ 0

the minimum Q-process in Q(π), where pmin(s, i, t, j,π) is the transition
probability from state i at time s to state j at time t and satisfies that for
all i, j ∈ S and t ≥ s ≥ 0, pmin(s, i, t, j,π) ≤ p̃(s, i, t, j,π) for any Q-process
{p̃(s, i, t, j,π)}. For future reference it is convenient to recall that the minimum
process can be constructed as follows [1, 6, 9, 16]. For t ≥ s ≥ 0, n ≥ 0 and u ≥ 0,
let

D(u,π) := diag
(
qi(u,π), i ∈ S

)
with qi(u,π) := −qii(u,π),(2.3)

P0(s, t, π) := �(s, t,π) = diag
(

exp
(
−

∫ t

s
qi(u,π) du

)
, i ∈ S

)
,(2.4)

Pn+1(s, t, π) :=
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

)
Pn(u, t,π) du.(2.5)

Then

P min(s, t, π) =
∞∑

n=0

Pn(s, t, π).(2.6)
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In the remainder of the paper, a real-valued function on S is regarded as a
column vector, and operations on matrices and vectors are all componentwise.
Moreover, I is the identity matrix, and 1 and 0 are the vectors with all of its
components 1 and 0, respectively.

As mentioned in the Introduction, there are many sufficient conditions for a
Q-process to be regular, that is, P min(s, t, π)1 = 1 for each t ≥ s ≥ 0. Here we
obtain the following general results.

PROPOSITION 2.1. For any policy π ∈ �:

(a) P min(s, t, π) = ∫ t
s P min(s, v,π)Q(v,π) dv + I ∀ t ≥ s ≥ 0;

(b) the corresponding Q-process is regular if and only if[∫ t

s
P min(s, v,π)Q(v,π) dv

]
1 = 0 ∀ t ≥ s ≥ 0;(2.7)

(c) if
∫ t
s P min(s, v,π)q(v,π) dv < ∞ for all t ≥ s ≥ 0, then (2.7) holds, where

q(v,π) is the vector with components q(v,π)(i) := qi(v,π) for all i ∈ S.

PROOF. See Section 8. �

Note that Proposition 2.1 gives conditions for a nonhomogeneous Q-process to
be regular. These conditions are different from those in [1, 6, 9–12, 17, 16].

Now we define the discounted cost criterion Vα , where α > 0 is a given discount
factor.

For each π ∈ �, s ≥ 0, i ∈ S, and each P (π) := {p̃(s, i, t, j,π)} in Q(π), let

Vα

(
P (π), s, i

) :=
∫ ∞
s

e−α(t−s)
∑
j∈S

p̃(s, i, t, j,π)c(t, j,π) dt.(2.8)

Then, for a given family �̄ ⊂ �, i ∈ S and s ≥ 0, the minimum value function is
defined as

V∗�̄(s, i) := inf
P (π)∈Q(π)

π∈�̄

Vα

(
P (π), s, i

)
.

[Observe that in this definition it does not suffice to take the infimum over all
π ∈ �̄ because the discounted costs Vα(P 1(π), ·, ·) and Vα(P 2(π), ·, ·) may
differ for two different Q-processes P 1(π) and P 2(π) associated to the same
policy π .]

DEFINITION 2.2. For each ε ≥ 0, a policy π∗ ∈ �̄ is called ε-optimal in �̄ if
there exists a Q-process P (π∗) ∈ Q(π∗) such that Vα(P (π∗), s, i) ≤ V∗�̄(s, i)+ε

for all i ∈ S and s ≥ 0. A 0-optimal policy in �̄ is said to be optimal in �̄.
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For each π ∈ �, i ∈ S and s ≥ 0, let

Vα(π, s, i) := Vα

(
P min(π), s, i

)
,(2.9)

V ∗
α (s, i) := inf

f ∈F
Vα(f, s, i),(2.10)

V ∗
α (i) := V ∗

α (0, i).(2.11)

For a stationary policy f ∈ F , the associated minimum Q-process is homogeneous
[see (2.3)–(2.6)] and so we have Vα(f, i) := Vα(f,0, i) = Vα(f, s, i) for all s ≥ 0
and i ∈ S. Therefore, by (2.9)–(2.11),

V ∗
α (0, i) ≡ V ∗

α (s, i) ≥ V∗�(s, i) ∀ i ∈ S and s ≥ 0.(2.12)

In Theorems 3.3–3.5, we show that in fact the equality holds in (2.12). To do so,
we will use several combinations of the following conditions.

ASSUMPTION I. For each π ∈ �, (2.7) holds.

ASSUMPTION A. c(i, a) is nonnegative for each i ∈ S and a ∈ A(i).

REMARK 2.1. (a) Obviously, under Assumption A, by (2.9) and the definition
of the minimum Q-processes we have infπ∈� Vα(π, s, i) ≤ Vα(P (π), s, i) for all
i ∈ S, s ≥ 0, P (π) ∈ Q(π) and π ∈ �. Hence, from now on we can restrict
ourselves to the class of the minimum Q-processes {P min(s, t, π),π ∈ �}.

(b) If the Q-process associated to a given policy is regular, then, without loss of
generality, in (2.8) we may replace the cost rate c with c + k for any constant k.
Therefore, under Assumption I, the condition “c ≥ 0” in Assumption A can be
weakened to “c is bounded below.”

ASSUMPTION B. There exists f̂ ∈ F such that, for all π ∈ �, i ∈ S and
t ≥ s ≥ 0:

(i)
∑
j∈S

pmin(s, i, t, j,π)Vα(f̂ , j) < ∞;

(ii) lim
t→∞ e−αt

∑
j∈S

pmin(s, i, t, j,π)Vα(f̂ , j) = 0.

REMARK 2.2. (a) Assumption B implies that for all π ∈ �, i ∈ S and
t ≥ s ≥ 0, ∑

j∈S

pmin(s, i, t, j,π)V ∗
α (j) < ∞

and

lim
t→∞ e−αt

∑
j∈S

pmin(s, i, t, j,π)V ∗
α (j) = 0.
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(b) By Remark 2.1(a) and Definition 2.2, if Vα(f, i) = ∞, then such a policy
f is not optimal. Thus, without loss of generality, from now on we will further
assume that Vα(f, i) < ∞ for each f ∈ F and i ∈ S.

(c) It is trivially verified that each of the sets of hypotheses in [7, 10–12, 18,
22, 27] ensures that our Assumptions A, B and I hold. Moreover, we do not require
the assumptions on the interchange of integrals and summations used in [7, 10–12,
18, 22, 27, 30]. Finally, observe that Assumption B holds if either c is bounded or
the hypotheses in Lemma 4.1 are satisfied.

ASSUMPTION C. For each i, j ∈ S, (i) A(i) is compact and (ii) the functions
c(i, a), q(j |i, a) and

∑
j∈S q(j |i, a)Vα(f̃ , j) are continuous in a ∈ A(i) for some

f̃ ∈ F .

REMARK 2.3. (a) By Lemmas A.2 and A.3 in [4], Assumption C implies that
for each i ∈ S,

∑
j∈S q(j |i, a)V ∗

α (j) is continuous in a ∈ A(i).
(b) Assumption C is similar to the compactness–continuity conditions used for

discrete-time Markov decision processes; see [3, 15, 17, 23, 25].

3. Existence of optimal policies. In this section we only state our main
results; the proofs are presented in later sections (as indicated below). The first
of these results gives two equivalent forms, (3.1) and (3.2), of the so-called
(α-discounted cost) optimality equation.

THEOREM 3.1. The two optimality equations

αu(i) = inf
a∈A(i)

{
c(i, a) + ∑

j∈S

q(j |i, a)u(j)

}
, i ∈ S,(3.1)

u(i) = inf
a∈A(i)

{
c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)u(j)

}
, i ∈ S,(3.2)

are equivalent, in the sense that if a real-valued function u on S satisfies one of
them, then it satisfies the other.

PROOF. See Section 5. �

REMARK 3.1. The optimality equation (3.2) for our control model is different
from that for jump Markov decision processes (see, e.g., [3, 23]) because of the
denominator α + qi(a).

THEOREM 3.2. (a) Suppose that infa∈A(i) c(i, a) =: c(i) > 0 for all i ∈ S.
Then:
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(a1) V ∗
α satisfies the optimality equation (3.1) and

(a2) for each ε > 0 there exists a stationary policy which is ε-optimal in F .

(b) If Assumptions A and C hold, then there exists a stationary policy which is
optimal in F .

PROOF. See Section 5. �

REMARK 3.2. (a) Theorem 3.2 gives, in particular, conditions for the
existence of stationary policies optimal in F ⊂ �. Examples for which all
hypotheses in Theorem 3.2 are satisfied are easily given.

(b) If, in addition, Assumption I holds, then the conditions “c(i) > 0 for all
i ∈ S” in Theorem 3.2(a) can be weakened to “c(i, a) is bounded below;” see
Remark 2.1(b).

The following result gives conditions for optimality in all of � and for the
equality in (2.12).

THEOREM 3.3. Suppose that Assumptions I, A and B hold.

(a) If
∑

j∈S q(j |i, a)V ∗
α (j) is bounded in a ∈ A(i) for each i ∈ S, then:

(a1) V ∗
α (i) = V ∗

α (s, i) = V∗�(s, i) for all i ∈ S and s ≥ 0, and
(a2) for each ε > 0, there exists a stationary policy which is ε-optimal in �.

(b) If in addition Assumption C holds, then so does (a1) and, moreover, there
exists a stationary policy which is optimal in �.

PROOF. See Section 6. �

REMARK 3.3. Theorem 3.3 is similar to the one obtained for discrete-time
Markov decision processes (see, e.g., Theorem 7.3.6 in Puterman [23]). However,
we need here the additional Assumption B because without it we can only obtain
V ∗

α ≥ T V ∗
α [with T as in (5.13)] instead of V∗� ≥ T V∗�. The latter inequality is

obvious in the discrete-time case.

The proof (in Section 6) of Theorem 3.3 uses the extended generator of
a nonhomogeneous continuous-time Markov process. However, in the following
results we will eliminate Assumption I, so that the Q-processes may be nonregular
(i.e., we might have P min(s, t, π)1 �= 1; see, e.g., [1, 6]), and the extended
generator approach is no longer applicable. Hence, we now replace Assumption I
with the following.

ASSUMPTION I′ . There exists a policy ĝ ∈ F such that for all i ∈ S, t > s ≥ 0
and π ∈ �,∫ t

s

∑
k∈S

pmin(s, i, u, k,π)
∑
j∈S

|qkj (u,π)|Vα(ĝ, j) du < ∞.(3.3)
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REMARK 3.4. (a) Each of the sets of hypotheses in [7, 10–12, 17, 18, 22, 27]
implies Assumption I′.

(b) Examples are given in [11, 12] for which Assumption I′ holds, and in which
the transition and cost rates are both unbounded.

THEOREM 3.4. If Assumptions I′, A, B and C hold, then:

(a) V ∗
α satisfies the optimality equation (3.1),

(b) V ∗
α (i) = V∗�(s, i) for all s ≥ 0 and i ∈ S and

(c) there exists a stationary policy which is optimal in �.

PROOF. See Section 7. �

Without Assumption C, Theorem 3.4 becomes as follows.

THEOREM 3.5. If Assumptions I′, A and B hold, and c(i) = infa∈A(i) c(i, a)

> 0 for all i ∈ S, then:

(a) V ∗
α satisfies the optimality equation (3.1),

(b) V ∗
α (i) = V∗�(s, i) for all s ≥ 0 and i ∈ S and

(c) for each ε > 0, there exists an stationary policy which is ε-optimal in �.

PROOF. See Section 7. �

4. Examples. In this section we give two examples to illustrate our results
presented in Section 3.

EXAMPLE 4.1 (A controlled Schlögl model). The Schlögl model [5, 24] is a
model of a chemical reaction with diffusion in a container, and it is a typical model
of nonequilibrium systems. Here we are interested in the following optimal control
problem.

The container is supposed to consist of a finite number of small vessels
numbered 1,2, . . . , |E|. Let E := {1,2, . . . , |E|}. The states of the system are
vectors i = (i(u), u ∈ E), where i(u) ≥ 0 is the number of particles in vessel u.
Thus, the state space is S := Z

|E|
+ . In each vessel u ∈ E, there is a reaction

described by a birth–death process, whose birth and death rates are given,
respectively, by the first two lines in (4.2), where the λ’s are given positive
constants, and eu ∈ S is the unit vector with components δuk , the Kronecker delta,
for k = 1, . . . , |E|. On the other hand, between any two vessels, say u and v, there
is a diffusion with rate p(u, v). Here we interpret the transition probability matrix
a := [p(u, v) : u, v ∈ E] as the control parameter, which takes value in the action
space A(i) ≡ A for all i ∈ S, that is, A consists of all the transition matrices
a = [p(u, v) : u, v ∈ E]. Moreover, when using the diffusion rate p(u, v), the
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decision maker incurs a cost ĉ(u, v) ≥ 0, so that the total cost when the state is
i ∈ S and the control action is a ∈ A turns out to be

c(i, a) := ∑
u,v∈E

i(u)p(u, v)ĉ(u, v).

To summarize, let

b(n, k) :=
{

n![k!(n − k)!]−1, if n ≥ k,
0, otherwise,

(4.1)

be the binomial coefficient. Then our Schlögl model with a controlled diffusion
can be expressed as (S,A, c,Q), with S,A and c as in the previous paragraph, and
Q-matrix [q(j |i, a)] defined as follows: for j �= i and a = [p(u, v)] in A,

q(j |i, a) :=




λ1b
(
i(u),2

) + λ3, if j = i + eu,
λ2b

(
i(u),3

) + λ4i(u), if j = i − eu,
i(u)p(u, v), if j = i − eu + ev,
0, otherwise,

(4.2)

and qi(a) := −q(i|i, a) = ∑
j �=i q(j |i, a).

To prove the existence of an optimal policy π∗ we will use the following result
from [12].

LEMMA 4.1 ([12], Lemma 2). Consider the general control model in
Section 2 and suppose that there exist nonnegative functions w1,w2, . . . ,wN on S

such that for each i ∈ S and a ∈ A(i),W(i) := w1(i) + · · · + wN(i) ≥ 1 and,
moreover, ∑

j∈S

q(j |i, a)wn(j) ≤ wn+1(i) for n = 1, . . . ,N − 1,(4.3)

∑
j∈S

q(j |i, a)wN(j) ≤ 0.(4.4)

Then, for any π ∈ �, 0 ≤ s ≤ t < ∞ and i ∈ S,

P min(s, t, π)W ≤
N∑

k=1

1

(k − 1)!(t − s)(k−1)W,(4.5)

∫ ∞
s

e−α(t−s)P min(s, t, π)W dt ≤
(

N∑
k=1

α−k

)
W.(4.6)

REMARK 4.1. Lemma 4.1 may be used to verify Assumption B and the
finiteness of Vα(f, ·) if |c(i, a)|C ≤ W(i) for all i ∈ S and a ∈ A(i) and some
constant C.
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PROPOSITION 4.1. For the Schlögl model with a controlled diffusion, As-
sumptions I, A, B and C hold. Therefore (by Theorem 3.3), there exists a stationary
policy optimal in �.

PROOF. To verify Assumption I we will use Lemma 4.1 with N = 2,w1(i) :=∑
u∈E i(u)3, and w2(·) ≡ a constant K specified below. Thus, note that for all i ∈ S

and a ∈ A,∑
j∈S

q(j |i, a)w1(j)

≤ ∑
u∈E

[
λ1b

(
i(u),2

) + λ4
][3i(u)2 + 3i(u) + 1]

+ ∑
u∈E

[
λ2b

(
i(u),3

)+λ3
][−3i(u)2 +3i(u)−1]+4|E| ∑

u∈E

(
i(u)4 + i(u)2)

=: ∑
u∈E

[−3λ2i(u)5 + β1(u)i(u)4 + · · · + β4(u)i(u) + β5(u)],

where i(u) ≥ 3 for each u ∈ E and the βk(u) are fixed constants independent of
a and i. Since the set {i ∈ S : i(u) ≤ 2 for some u ∈ E} is finite because of the
finiteness of the set E and

∑
u∈E[−3λ2i(u)5 + β1(u)i(u)4 + · · · + β4(u)i(u) +

β5(u)] < 0 when i(u) is sufficiently large, straightforward calculations yield a
constant K > 0 such that∑

j∈S

q(j |i, a)w1(j) ≤ K ∀ i ∈ S and a ∈ A.

Let w2 ≡ K . As the Q-matrix is conservative,
∑

j∈S q(j |i, a)w2(j) = 0 for all
i ∈ S and a ∈ A. Hence, by Lemma 4.1, for any π ∈ �, 0 ≤ s ≤ t < ∞ and i ∈ S

we have

P min(s, t, π)(w1 + w2) ≤ (
1 + (t − s)

)
(w1 + w2),

which together with (4.2) and (4.1) gives∫ t

s
P min(s, v,π)mdv ≤ 5(λ1 + · · · + λ4)

∫ t

s
P min(s, v,π)(w1 + w2) dv < ∞,

where m(i) is the function in Property M4 (see Section 2). Thus, Assumption I
follows from Proposition 2.1(c).

On the other hand, since E is finite, |c| := ∑
u,v∈E ĉ(u, v) is finite and

so is c(i, a) ≤ |c|w1(i). This inequality, together with Lemma 4.1, yields
Assumptions A and B. Finally, using again that E is finite, the action space A

is compact. Thus, Assumption C is obviously valid. �
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EXAMPLE 4.2. Consider a controlled pure-birth process with state space
S = {0,1, . . .}, and action sets A(i) ≡ A, a nonempty compact metric space. The
cost rate is given by c(i, a) := (1/2i+1)r(i, a), where r(i, a) is a nonnegative,
continuous and bounded function. For any i ∈ S and a ∈ A(i), let

q(i + 1|i, a) := −q(i|i, a) := 2ih(a) and q(j |i, a) := 0 if j �= i or i + 1,

where h is a continuous function on A and h(a) > 0 for all a ∈ A.
For Example 4.2 we can derive the following conclusions.

PROPOSITION 4.2. For any π ∈ � and 0 ≤ s ≤ t < ∞, if i > j , then
P min(s, i, t, j,π) = 0.

PROOF. For given π ∈ �, 0 ≤ s ≤ t < ∞ and n ≥ 0, let Pn(s, t, π) :=
{pn

i,j (s, t, π) : i, j ∈ S} be as in (2.4) and (2.5). By the construction of

P min(s, i, t, j,π) [see (2.4)–(2.6)], it suffices to prove that

pn
i,j (s, t, π) = 0 ∀n ≥ 0, when i > j.(4.7)

We will prove (4.7) by induction. From (2.4)–(2.6), it is obvious that (4.7) is valid
for n = 0. Suppose now that (4.7) holds for some n ≥ 0. For i > j , from (2.5) and
the induction hypothesis we get

pn+1
i,j (s, t, π) =

∫ t

s

∑
k �=i

exp
(
−

∫ u

s
qi(v,π) dv

)
qik(u)pn

k,j (u, t, π) du

=
∫ t

s
exp

(
−

∫ u

s
qi(v,π) dv

)
qi,i+1(u,π)pn

i+1,j (u, t, π) du = 0,

which means that (4.7) holds for n + 1, and so is for all n ≥ 0. �

PROPOSITION 4.3. Assumptions I′, A, B and C hold and, therefore, Theo-
rem 3.4 is applicable to Example 4.2.

PROOF. Obviously, Assumptions A, B and C hold. To verify (3.3) first note
that taking ĝ ∈ F and i ∈ S, by (2.8), (2.9) and Proposition 4.2 we have

Vα(ĝ, i) = Vα(ĝ,0, i) =
∫ ∞

0

∑
j∈S

e−αtpmin(0, i, t, j, ĝ)c(j, ĝ) dt

≤
∫ ∞

0

∑
j≥i

e−αtpmin(0, i, t, j, ĝ)
1

2j+1 ‖r‖dt

≤
∫ ∞

0

∑
j≥i

e−αt 1

2j+1 ‖r‖dt = ‖r‖
α2i

< ∞.

(4.8)
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Now let ‖h‖ := max{h(a) : a ∈ A}. Then, for any π ∈ �, 0 ≤ s < t and i ∈ S,
from (4.8) we have that∫ t

s

∑
k∈S

pmin(s, i, u, k,π)
∑
j∈S

|qkj (u,π)|Vα(ĝ, j) du

≤
∫ t

s

∑
k∈S

pmin(s, i, u, k,π)2k+1 2‖h‖‖r‖
α2k

du

≤
∫ t

s

∑
k∈S

pmin(s, i, u, k,π)
4‖h‖‖r‖

α
du

≤ 4‖h‖‖r‖
α

(t − s) < ∞.

(4.9)

Hence Assumption I′ holds. �

PROPOSITION 4.4. For any f ∈ F , a Q-process associated to Q(f ) is not
unique.

PROOF. Note that Q(t, f ) ≡ Q(f ) is a pure-birth Q-matrix and that
∞∑
i=1

1

qi(f )
≤

∞∑
i=1

1

2i min{h(a) : a ∈ A} < ∞.(4.10)

By (4.10) and Lemma 2.1.1 in [2] (or Theorem 12.8.1 in [16]) we obtain that a
Q-process corresponding to Q(f ) is not unique and so it is not regular. �

REMARK 4.2. Propositions 4.3 and 4.4 show that for Example 4.2 our as-
sumptions are satisfied, whereas the conditions in [3, 7, 8, 10–15, 17–23, 25–30]
fail to hold because the hypotheses in these references except [17] guarantee the
regularity of a Q-process, whereas in [17] the feasible action sets are finite.

5. Proof of Theorems 3.1 and 3.2. The proof of Theorem 3.2 is based on the
following lemma.

LEMMA 5.1. If Assumption A holds, then for each f ∈ F :

(a) Vα(f, i) is the minimal nonnegative solution of the equation

αu(i) = c
(
i, f (i)

) + ∑
j∈S

q
(
j |i, f (i)

)
u(j), i ∈ S;(5.1)

(b) if a nonnegative real-valued function u on S satisfies

αu(i) ≥ c
(
i, f (i)

) + ∑
j∈S

q
(
j |i, f (i)

)
u(j) ∀ i ∈ S,

then u ≥ Vα(f ).
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PROOF. Choose an arbitrary f ∈ F . By Property M4, qi(f ) < ∞. Thus we
see that (5.1) and

u(i) = c(i, f (i))

qi(f ) + α
+ 1

qi(f ) + α

∑
j �=i

q
(
j |i, f (i)

)
u(j), i ∈ S,(5.2)

where qi(f ) := −q(i|i, f (i)), are equivalent in the sense that they have the same
real-valued solutions u(·).

Therefore, we may consider (5.2) instead of (5.1). Let δij be the Kronecker delta
and let

φ
(n+1)
ij (f ) :=




δij

α + qi(f )
, for n = 0,

1

α + qi(f )

[
δij + ∑

k �=i

q
(
k|i, f (i)

)
φ

(n)
kj (f )

]
, for n ≥ 1.

(5.3)

Note that φ
(n)
ij (f ) is nondecreasing in n. As c(i, a) is nonnegative, by Assump-

tion A, from the theory of continuous-time Markov processes (e.g., see pages 121–
122 in [1]) and the Fubini theorem we have

Vα(f, i) = ∑
j∈S

∫ ∞
0

e−αtpmin(0, i, t, j, f )c
(
j, f (j)

)
dt

= ∑
j∈S

[
lim

n→∞φ
(n)
ij (f )

]
c
(
j, f (j)

) ≥ 0.

(5.4)

By (5.4) and the monotone convergence theorem, we have

Vα(f, i) = lim
n→∞

∑
j∈S

φ
(n)
ij (f )c

(
j, f (j)

)
.(5.5)

For any n ≥ 1, from (5.3) we can derive that∑
j∈S

φ
(n+1)
ij (f )c

(
j, f (j)

)

= ∑
j∈S

1

α + qi(f )

[
δij + ∑

k �=i

q
(
k|i, f (i)

)
φ

(n)
kj (f )

]
c
(
j, f (j)

)

= c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
k �=i

q
(
k|i, f (i)

)[∑
j∈S

φ
(n)
kj (f )c

(
j, f (j)

)]
,

(5.6)

and letting n → ∞ in (5.6), from the monotone convergence theorem we obtain

Vα(f, i) = c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
j �=i

q
(
j |i, f (i)

)
Vα(f, j).

Thus {Vα(f, i), i ∈ S} is a nonnegative solution to (5.2).
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Now, let u be a nonnegative solution to (5.2). To prove that Vα(f, i) ≤ u(i) for
all i ∈ S, by (5.5) it is sufficient to show that∑

j∈S

φ
(n)
ij (f )c

(
j, f (j)

) ≤ u(i) ∀ i, j ∈ S and n ≥ 1.(5.7)

This is true for n = 1 because q(j |i, f (i)) ≥ 0 for i �= j and u(j) ≥ 0, and so

u(i) = c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
j �=i

q
(
j |i, f (i)

)
u(j)

≥ c(i, f (i))

α + qi(f )
= ∑

j∈S

φ
(1)
ij (f )c

(
j, f (j)

)
.

To prove (5.7) by induction, suppose that it holds for some n ≥ 0. Then, by (5.6)

and the induction hypothesis, we have∑
j∈S

φ
(m+1)
ij (f )c

(
j, f (j)

)

= c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
k �=i

q
(
k|i, f (i)

) ∑
j∈S

φ
(m)
kj (f )c

(
j, f (j)

)

≤ c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
k �=i

q
(
k|i, f (i)

)
u(k) = u(i).

Hence (5.7) is valid for n + 1 and (5.7) follows. This completes the proof of (a).
(b) Under the condition in (b), there exists a nonnegative real-valued function g

on S such that

u(i) = c(i, f (i)) + g(i)

α + qi(f )
+ 1

α + qi(f )

∑
j �=i

q
(
j |i, f (i)

)
u(j), i ∈ S.

From part (a) we have that

u(i) ≥ ∑
j∈S

lim
n→∞φ

(n)
ij (f )

[
c
(
j, f (j)

) + g(j)
]

≥ ∑
j∈S

lim
n→∞φ

(n)
ij (f )c

(
j, f (j)

) = Vα(f, i)

for all i ∈ S, which yields (b). �

We are now ready for the proofs of Theorems 3.1 and 3.2.

PROOF OF THEOREM 3.1. Let u : S → R be a solution of (3.2) and choose
an arbitrary i ∈ S. Then, for any a ∈ A(i) we have that

u(i) ≤ c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)u(j).(5.8)



378 X. GUO AND O. HERNÁNDEZ-LERMA

Recall from Property M4 that m(i) := supa∈A(i) qi(a) < ∞. Then, since

|u(i)qi(a)| ≤ |u(i)|m(i) < ∞,(5.9)

(5.8) can be rewritten as

αu(i) ≤ c(i, a) + ∑
j∈S

q(j |i, a)u(j) ∀a ∈ A(i),

which yields

αu(i) ≤ inf
a∈A(i)

{
c(i, a) + ∑

j∈S

q(j |i, a)u(j)

}
.(5.10)

Now choose an arbitrary ε > 0. Then, by (3.2), there exists ai ∈ A(i) such that

u(i) ≥ c(i, ai)

α + qi(ai)
+ 1

α + qi(ai)

∑
j �=i

q(j |i, ai )u(j) − ε.

Therefore, by (5.9),

αu(i) ≥ c(i, ai) + ∑
j∈S

q(j |i, ai )u(j) − ε
(
α + qi(ai)

)

≥ inf
a∈A(i)

{
c(i, a) + ∑

j∈S

q(j |i, a)u(j)

}
− ε

(
α + m(i)

)
,

and letting ε → 0, we obtain

αu(i) ≥ inf
a∈A(i)

{
c(i, a) + ∑

j∈S

q(j |i, a)u(j)

}
.(5.11)

By (5.10) and (5.11) we obtain that u satisfies (3.1). The converse, that (3.1)

implies (3.2), is proved similarly. �

PROOF OF THEOREM 3.2. We will prove (a) and (b) together. By the
condition c(i) > 0 for all i ∈ S, we have c(i, f (i)) ≥ 0 for all i ∈ S and f ∈ F .
Then Lemma 5.1(a) yields

Vα(f, i) = c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
j �=i

q
(
j |i, f (i)

)
Vα(f, j)

≥ c(i, f (i))

α + qi(f )
+ 1

α + qi(f )

∑
j �=i

q
(
j |i, f (i)

)
V ∗

α (j)

≥ inf
a∈A(i)

{
c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)V ∗
α (j)

}
.
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Hence

V ∗
α (i) ≥ inf

a∈A(i)

{
c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)V ∗
α (j)

}
.(5.12)

To prove that in fact (5.12) holds with equality, let M(S) be the family of
nonnegative functions v on S, and let T : M(S) → M(S) be the operator defined
by

T v(i) = inf
a∈A(i)

{
c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)v(j)

}

(5.13)
∀ i ∈ S, v ∈ B(S).

Obviously, T is monotone, and by (5.12) we have V ∗
α ≥ T V ∗

α . Let u0 := V ∗
α and

un = T nu0 for n ≥ 1. Then V ∗
α ≥ u1 ≥ · · · ≥ un ≥ · · · ≥ 0 and so un ↓ u for some

function with V ∗
α ≥ u ≥ 0, which implies that

V ∗
α (i) ≥ u(i) ≥ T u(i) ∀ i ∈ S.(5.14)

On the other hand, for any a ∈ A(i), i ∈ S and n ≥ 1 we have

u(i) ≤ un+1(i) = T un(i)

= inf
a∈A(i)

{
c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)un(j)

}

≤ c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)un(j).

(5.15)

Now take f ∈ F such that f (i) = a. Since un(i) ≤ V ∗
α (i) ≤ Vα(f, i), it follows

from Assumption A, Lemmas 5.1(a) and (5.2) that∑
j �=i

q(j |i, a)un(j) ≤ ∑
j �=i

q
(
j |i, f (i)

)
Vα(f, j) ≤ (

α + qi(f )
)
Vα(f, i) < ∞

for all n ≥ 1 and i ∈ S. Thus, letting n → ∞ in (5.15), the dominated convergence
theorem gives

u(i) ≤ c(i, a)

α + qi(a)
+ 1

α + qi(a)

∑
j �=i

q(j |i, a)u(j).

As this holds for all a ∈ A(i) and i ∈ S, we have u ≤ T u. The latter inequality
and (5.14) imply that u = T u. Summarizing, u satisfies (3.2) and V ∗

α ≥ u.
Therefore, to prove V ∗

α = T V ∗
α , we only need to prove that u ≥ V ∗

α .
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Choose ε > 0, and for each i ∈ S, let εi be such that 0 < αεi ≤ min{αε, c(i)}.
Then, as u = T u, from (3.2) we obtain that for each i ∈ S, there exists fε(i) ∈ A(i)

such that

u(i) ≥ c(i, fε(i))

α + qi(fε)
+ 1

α + qi(fε)

∑
j �=i

q
(
j |i, fε(i)

)
u(j) − αεi

α + qi(fε)

= c(i, fε(i)) − αεi

α + qi(fε)
+ 1

α + qi(fε)

∑
j �=i

q
(
j |i, fε(i)

)
u(j).

Noting that c(i, fε(i)) − αεi ≥ 0 and εi ≤ ε for all i ∈ S, by Lemma 5.1(b) we
have

u(i) ≥ Vα(fε, i) − ε ≥ V ∗
α (i) − ε.

Therefore, fε is ε-optimal in F and also, letting ε → 0, we obtain that u(i) ≥
V ∗

α (i) for all i ∈ S; that is, u ≥ V ∗
α . This completes the proof of parts (a1) and (a2).

By the proof of part (a), there exists a solution u of (3.2) that satisfies u ≤ V ∗
α .

Then, under Assumption C, there exists f ∗ ∈ F such that

u(i) = c(i, f ∗(i))
α + qi(f

∗)
+ 1

α + qi(f
∗)

∑
j �=i

q(j |i, f ∗)u(j) ∀ i ∈ S.

By Lemma 5.1(b), we have u ≥ Vα(f ∗) ≥ V ∗
α . Hence u = Vα(f ∗) = V ∗

α , which
implies that f ∗ is optimal in F . �

6. Proof of Theorem 3.3. We first introduce some general terminology and
results on a noncontrolled, nonhomogeneous continuous-time Markov process that
are needed to prove Theorem 3.3.

Let p(s, i, t, j), defined for t ≥ s ≥ 0 and i, j ∈ S, be the nonhomogeneous
transition probability function of a Markov process. We denote by M the linear
space of real-valued functions v on S̄ := [0,∞) × S such that∑

j∈S

p(s, i, t, j)|v(t, j)| < ∞(6.1)

for each s ≤ t and i ∈ S. For each t ≥ 0 and v ∈ M , let Ttv be the function on S̄

defined by

Ttv(s, i) := ∑
j∈S

p(s, i, s + t, j)v(s + t, j).(6.2)

By the Chapman–Kolmogorov equation, {Tt } is a semigroup of operators on M .
Let M0 be the subset of M consisting of those functions v ∈ M for which the
following hold:
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(a) limt↓0 Ttv(s, i) = v(s, i) for every (s, i) ∈ S̄;
(b) there exists t0 > 0 and u ∈ M such that

Tt |v|(s, i) ≤ u(s, i) ∀ (s, i) ∈ S̄ and 0 ≤ t ≤ t0.

Finally, let D(L) be the set of functions v in M0 for which the following
conditions hold:

(a) The limit

Lv(s, i) := lim
t↓0

t−1[Ttv(s, i) − v(s, i)](6.3)

exists for all (s, i) ∈ S̄;
(b) Lv ∈ M0;
(c) there exist t0 > 0 and u ∈ M such that

t−1|Ttv(s, i) − v(s, i)| ≤ u(s, i) ∀ (s, i) ∈ S̄, 0 ≤ t ≤ t0.

The operator L in (6.3) will be referred to as the extended generator of the
nonhomogeneous continuous-time Markov process or the semigroup {Tt }. The set
D(L) is called the domain of L.

The extended generator L is in fact an extension of the well-known weak
infinitesimal operator of {Tt } and it has essentially the same properties. For
instance:

LEMMA 6.1. (a) If v ∈ D(L), then Ttv(s, i) − v(s, i) = ∫ t
0 Tr(Lv)(s, i) dr .

(b) For each v ∈ D(L) and α > 0, let vα(s, i) := e−αsv(s, i). Then vα is in
D(L) and

Lvα(s, i) = e−αs[Lv(s, i) − αv(s, i)] ∀ (s, i) ∈ S̄.

(c) Let qij (s) := limh↓0[p(s, i, s + h, j) − δij ]/h. If v(s, i) has a partial
derivative vs(s, i) with respect to s and if there exists u ∈ M such that |v(s, i)| +
|vs(s, i)| ≤ u(s, i), then

Lv(s, i) = vs(s, i) + ∑
j∈S

qij (s)v(s, j) ∀ (s, i) ∈ S̄.

(d) If v(s, i) ≡ v(i) is independent of s, and
∑

j∈S qij (s)v(j) converges and is
finite for each i ∈ S and s ≥ 0, then

Lv(s, i) = ∑
j∈S

qij (s)v(j) ∀ (s, i) ∈ S̄.

PROOF. Parts (a) and (b) come from Lemma 2.1 in [14], for instance, and parts
(c) and (d) follow from Proposition 14.4 in [14]. �

LEMMA 6.2. Suppose that
∫ ∞

0 e−αrTrc(s, i) dr exists for every α > 0 and
(s, i) ∈ S̄ , and let u be a function in D(L).



382 X. GUO AND O. HERNÁNDEZ-LERMA

(a) Suppose that limt→∞ e−αtTtu(s, i) = 0 for every (s, i) ∈ S̄.

(a1) If αu(s, i) = c(s, i) + Lu(s, i), then

u(s, i) =
∫ ∞

0
e−αrTrc(s, i) dr ∀ (s, i) ∈ S̄.

(a2) Fix ε ≥ 0. If αu(s, i) ≤ c(s, i) + Lu(s, i) + ε for every (s, i) ∈ S̄, then

u(s, i) ≤
∫ ∞

0
e−αrTrc(s, i) dr + α−1ε ∀ (s, i) ∈ S̄.

(b) Similarly, for a given ε ≥ 0, if u is nonnegative and αu(s, i) ≥ c(s, i) +
Lu(s, i) − ε for every (s, i) ∈ S̄, then

u(s, i) ≥
∫ ∞

0
e−αrTrc(s, i) dr − α−1ε ∀ (s, i) ∈ S̄.

PROOF. (a1) Suppose that u ∈ D(L) and α > 0. Then, by Lemma 6.1(b), the
function uα(s, i) := e−αsu(s, i) belongs to D(L) and satisfies

Luα(s, i) = e−αs[Lu(s, i) − αu(s, i)].
Thus, Lemma 6.1(a) applied to uα yields

Ttuα(s, i) − uα(s, i) =
∫ t

0
e−α(s+r)Tr [Lu(s, i) − αu(s, i)]dr,

which we may rewrite as

e−αtTtu(s, i) − u(s, i) =
∫ t

0
e−αrTr [Lu(s, i) − αu(s, i)]dr.(6.4)

Hence by the hypotheses on u and (6.4) we get (a1).
(a2) From (6.4) we have

e−αtTtu(s, i) − u(s, i) ≥ −
∫ t

0
e−αrTr [c(s, i) + ε]dr

≥ −
∫ t

0
e−αrTrc(s, i) dr −

∫ ∞
0

e−αrε dr,

(6.5)

that is,

e−αtTtu(s, i) − u(s, i) ≥ −
∫ t

0
e−αrTrc(s, i) dr − α−1ε.(6.6)

Thus, (a2) follows from (6.6), letting t → ∞.
(b) As in (6.5), we can obtain

e−αtTtu(s, i) − u(s, i) ≤ −
∫ t

0
e−αrTr [c(s, i) − ε]dr.(6.7)
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Moreover, since e−αtTtu(s, i) ≥ 0, from (6.7) we have

−u(s, i) ≤ −
∫ t

0
e−αrTrc(s, i) dr +

∫ t

0
e−αrε dr

≤ −
∫ t

0
e−αrTrc(s, i) dr + α−1ε,

which yields part (b). �

Now we give our proof of Theorem 3.3, where for any given π ∈ �, we denote
the above p(s, i, t, j), M,Tt,D(L),L by pmin(s, i, t, j,π), Mπ , T π

t , D(Lπ), Lπ ,
respectively.

PROOF OF THEOREM 3.3. (a1) Under Assumption A, by Theorem 3.2 we
have

αV ∗
α (i) ≤ c(i, a) + ∑

j∈S

q(j |i, a)V ∗
α (j) ∀a ∈ A(i) and i ∈ S.(6.8)

Using the condition in (a), for any π ∈ �, from (6.8), (2.1) and (2.2) we obtain

αV ∗
α (i) ≤ c(t, i, π) + ∑

j∈S

qij (t, π)V ∗
α (j) ∀ i ∈ S and t ≥ 0.(6.9)

By Assumption B(i) and Remark 2.2(a), V ∗
α ∈ Mπ , whereas by the conditions

in (a) and Property M4 as well as (2.1),
∑

j∈S qij (t, π)V ∗
α (j) < ∞. Then by

Lemma 6.1(d), V ∗
α ∈ D(Lπ). Furthermore, by Lemma 6.2(a) and Lemma 6.1(d),

from (6.9) we have V ∗
α (i) ≤ ∫ ∞

0 e−αrT π
r c(s, i) dr = Vα(π, s, i) for all i ∈ S and

s ≥ 0. Therefore,

V ∗
α (s, i) = V ∗

α (i) = V∗�(s, i) ∀ i ∈ S and s ≥ 0,(6.10)

which yields (a1).
(a2) As in the proof of Theorem 3.2(b), there exists fε ∈ F such that

V ∗
α (i) ≥ c

(
i, fε(i)

) + ∑
j∈S

q
(
j |i, fε(i)

)
V ∗

α (j) − αε ∀ i ∈ S.(6.11)

Hence, by Lemma 6.2(b), (6.10) and (6.11), under Assumption B we have
Vα(fε, s, i) ≤ V ∗

α (s, i) + ε = V∗�(s, i) + ε for all i ∈ S and s ≥ 0. Therefore,
part (a2) follows.

(b) Since, under Assumption C the condition in part (a) is satisfied, (6.10) holds.
Moreover, Theorem 3.2(b) gives the existence of f∗ ∈ F such that

V ∗
α (i) = c

(
i, f∗(i)

) + ∑
j∈S

q
(
j |i, f∗(i)

)
V ∗

α (j) ∀ i ∈ S.(6.12)

By Lemma 6.2(a), (6.10) and (6.12), under Assumption B we have Vα(f∗, s, i) =
V ∗

α (i) = V∗�(s, i) for all i ∈ S and s ≥ 0, and (b) follows. �
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7. Proofs of Theorems 3.4 and 3.5. Let B(S) be the family of functions
u : S → R such that |u(i)| ≤ c(u)V ∗

α (i) for all i ∈ S and some constant c(u)

that may depend on u. Obviously, V ∗
α ∈ B(S). Furthermore, by Assumption B(ii),

(2.10) and (2.11), if u is in B(S), then

lim
T →∞ e−αT P min(s, T ,π)|u| = 0 ∀π ∈ � and s ≥ 0.(7.1)

LEMMA 7.1. For any π ∈ �, t ≥ s ≥ 0 and u ∈ B(S), under Assumption I′
we have:

(a) Q(t,π)1 = 0;
(b) P min(s, t, π)[Q(t,π)u] = [P min(s, t, π)Q(t,π)]u for a.e. t ≥ 0;
(c) ∂

∂t
P min(s, t, π) = P min(s, t, π)Q(t,π) for a.e. t ≥ s.

PROOF. By (2.1) and Property M4 in Section 2, we have∑
j∈S

∫
A

|q(j |i, a)|πt (da|i) =
∫
A

|2q(i|i, a)|πt (da|i) ≤ 2m(i) < ∞.

Hence, by the Fubini theorem and (2.1), for any i ∈ S we have

∑
j∈S

qij (t, π) = ∑
j∈S

∫
A

q(j |i, a)πt (da|i) =
∫
A

(∑
j∈S

q(j |i, a)

)
πt(da|i) = 0,(7.2)

which yields (a). Part (b) follows from Assumption I′ and the Fubini theorem.
Finally, part (c) follows from Proposition 2.1(a). �

LEMMA 7.2. If Assumptions I′ and B hold, then for any u ∈ B(S), π ∈ �,
s ≥ 0 and ε ≥ 0:

(a) if αu ≤ c(t,π) + Q(t,π)u for a.e. t ≥ 0, then u ≤ Vα(π, s) and
(b) if αu ≥ c(t,π) + Q(t,π)u − ε1 for a.e. t ≥ 0, then u ≥ Vα(π, s) − α−1ε1.

PROOF. (a) By Lemma 7.1, for T > 0 we have∫ T

s
e−α(t−s)P min(s, t, π)c(t,π) dt

≥
∫ T

s
e−α(t−s)P min(s, t, π)[αu − Q(t,π)u]dt

=
[∫ T −s

0
P min(s, s + t, π) d(−e−αt ) −

∫ T −s

0
e−αt dP min(s, s + t, π)

]
u

= u − e−α(T −s)P min(s, T ,π)u.

(7.3)

Letting T → ∞ in (7.3), by (7.1) we get part (a). The proof of part (b) is similar.
�
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PROOF OF THEOREM 3.4. (a) Let T be the operator in (5.13). As in the proof
of Theorem 3.2(a), there exists a real-valued function u such that u = T u and
V ∗

α ≥ u. To prove that u ≥ V ∗
α , we see that, under Assumption C, there exists

f ∗ ∈ F such that

u(i) = c(i, f ∗(i))
α + qi(f ∗)

+ 1

α + qi(f ∗)
∑
j �=i

q(j |i, f ∗)u(j), i ∈ S.

Thus, by Lemma 5.1, we have u ≥ Vα(f ∗) ≥ V ∗
α . Hence, Vα(f ∗) = V ∗

α = u and
V ∗

α satisfies (3.1).
(b) By part (a), we have

αV ∗
α (i) ≤ c(i, a) + ∑

j∈S

q(j |i, a)V ∗
α (j) ∀a ∈ A(i), i ∈ S,

which gives that, for any π ∈ �,

αV ∗
α (i) ≤ c(t, i, π) + ∑

j∈S

qij (t, π)V ∗
α (j) ∀ i ∈ S and a.e. t ≥ 0.

This implies, by Assumption I′ and Lemma 7.2(a), that V ∗
α (i) ≤ Vα(π, i) for all

π ∈ �. Hence, V ∗
α = V∗�, which yields (b).

(c) In the proof of (a), we have shown that there exists f ∗ ∈ F such that
Vα(f ∗) = V ∗

α . By part (b), Vα(f ∗) = V∗�, which means that f ∗ is optimal in �.
�

PROOF OF THEOREM 3.5. (a) As in the proof of Theorem 3.2(a), there exists
a real-valued function u such that u = T u and V ∗

α ≥ u. To prove that u ≥ V ∗
α , by

c(i) > 0 for all i ∈ S, as in the proof of Theorem 3.2, we can derive that u ≥ V ∗
α

and so V ∗
α = T V ∗

α , which yields (a), and also that there exists f ∗ ∈ F such that

Vα(f ∗, i) ≤ V ∗
α (i) + ε ∀ i ∈ S.(7.4)

(b) This can be obtained as in the proof of Theorem 3.4(b).
(c) Part (c) follows from (b) and (7.4). �

8. Proof of Proposition 2.1. Multiplying both sides of the equality in part (a)
by the vector 1, we see that part (b) follows from (a). Moreover, by (7.2),
Q(t,π)1 = 0, which together with the Fubini theorem yields part (c). Hence, we
only need to prove part (a), that is,

P min(s, t, π) =
∫ t

s
P min(s, v,π)Q(v,π) dv + I.(8.1)

To get (8.1) we will first use induction and (2.3)–(2.5) to prove that for k ≥ 0 and
t > s ≥ 0,∫ t

s
Pk+1(s, v,π)D(v,π) dv

=
∫ t

s
Pk(s, v,π)

(
D(v,π) + Q(v,π)

)
dv − Pk+1(s, t, π).

(8.2)
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Note that by (2.3) and (2.4),∫ t

s
�(s, u,π)D(u,π) du = I − �(s, t,π).(8.3)

Hence, taking n = 0 in (2.5) we get∫ t

s
P1(s, v,π)D(v,π) dv

=
∫ t

s

[∫ v

s
(�(s,u,π)

(
Q(u,π) + D(u,π)

)
�(u,v,π) du

]
D(v,π)dv

=
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

) ∫ t

u
�(u, v,π)D(v,π) dv du

=
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

)(
I − �(u, t,π)

)
du

=
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

)
du − P1(s, t, π).

Thus, (8.2) holds for k = 0. Suppose that (8.2) holds for k = n. Then, by (2.5) and
the induction hypothesis, we obtain∫ t

s
Pn+2(s, v,π)D(v,π) dv

=
∫ t

s

[∫ v

s
�(s,u,π)

(
Q(u,π) + D(u,π)

)
Pn+1(u, v,π) du

]
D(v,π)dv

=
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

) ∫ t

u
Pn+1(u, v,π)D(v,π) dv du

=
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

)

×
[∫ t

u
Pn(u, v,π)

(
Q(v,π) + D(v,π)

)
dv − Pn+1(u, t,π)

]
du

=
∫ t

s

∫ t

u
�(s, u,π)

(
Q(u,π) + D(u,π)

)
Pn(u, v,π)

× (
Q(v,π) + D(v,π)

)
dv du

−
∫ t

s
�(s, u,π)

(
Q(u,π) + D(u,π)

)
Pn+1(u, t, π) du

=
∫ t

s

(∫ v

s
�(s,u,π)

(
Q(u,π) + D(u,π)

)
Pn(u, v,π) du

)

× (
Q(v,π) + D(v,π)

)
dv − Pn+2(s, t, π) [by (2.5) again]

=
∫ t

s
Pn+1(s, v,π)

(
Q(v,π) + D(v,π)

)
dv − Pn+2(s, t, π),



CONTROLLED MARKOV CHAINS 387

which means that (8.2) holds for k = n + 1. Hence, (8.2) is valid for all k ≥ 0.
Finally, from (8.2) and (2.6), we can get (8.1) as

∞∑
n=0

Pn+1(s, t, π) =
∫ t

s

∞∑
n=0

Pn(s, v,π)
(
Q(v,π) + D(v,π)

)
dv

−
∫ t

s

∞∑
n=0

Pn+1(s, v,π)D(v,π) dv.

Hence

P min(s, t, π)

=
∫ t

s
P min(s, v,π)

(
Q(v,π) + D(v,π)

)
dv −

∫ t

s
P min(s, v,π)D(v,π) dv

+
∫ t

s
�(s, v,π)D(v,π) dv + �(s, t,π)

=
∫ t

s
P min(s, v,π)Q(v,π) dv + I [by (8.3)],

which yields (8.1). �
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