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#### Abstract

Throw a straight line at random into a plane, within which is inscribed a square grid. Color black each grid vertex that lies above the line, and white each vertex below it. Now remove the line, and attempt to reconstruct it from the pattern of vertex colors in an $m \times m$ section of the grid. We show that for all $\varepsilon>0$, the line can be approximated to within order $m^{-1}(\log m)(\log \log m)^{1+\varepsilon}$, with probability 1 , and that there is no deterministic subsequence along which the best achievable rate is better than $(m \log m)^{-1}(\log \log m)^{-1-\varepsilon}$ with positive probability. Both these results fail if $\varepsilon=0$. More generally, we provide a complete characterization of almost sure rates of approximation, in terms of the convergence or divergence of an infinite series. Applying these results, we develop nearoptimal local linear approximations to general smooth boundaries. We address the case where vertex color is a shade of gray, varying in the continuum and subject to stochastic error.


1. Introduction. Suppose a line has been placed randomly into a plane, within which is inscribed a regular grid. For definiteness we consider a square grid, although our results hold also for other regular grids. Color black those grid vertices that lie above the line, and white those below it. Now remove the line, and attempt to reconstruct it from the pattern of vertex colors within an $m \times m$ square in the grid. We show that, with probability 1 with respect to the distribution of the line, the position of the line may be determined to within "approximately" $O\left(m^{-1}\right)$. More concisely, if $L$ is a positive, slowly varying function, then the line can be estimated with accuracy $m^{-1}(\log m) / L(\log m)$, with probability 1 , if and only if

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{-1} L(n)<\infty ; \tag{1.1}
\end{equation*}
$$

and the best convergence rate along the most optimistically chosen deterministic subsequence of values of $m$ is, with probability 1 , inferior to ( $m \log m)^{-1} L(\log m)$ if and only if (1.1) is violated. (The definition of randomness for the line can be very general. We require only that the distribution of

[^0]its slope conditional on its intercept be absolutely continuous, for each intercept in the support of the distribution of that quantity.)

We apply these results to produce accurate, local linear approximations to twice-differentiable boundaries. That work is for general, monochromatic images recorded in the continuum, with a boundary represented by a discontinuity in a smoothly varying range of gray colors, observed with noise. Depending on the number of moments assumed of the noise distribution, the order of approximation provided by our local linear smoother can be very close to the optimum for an idealized, black-or-white, noiseless image.

Aspects of this problem have received significant attention in literature on the theory of digital imaging. In particular, optimal estimation of boundaries from vertex data has been addressed at length by Korostelev and Tsybakov (1993), although largely without discussion of the case of a regular grid. Properties of boundary approximations computed from data on regular-grid vertices are quite different from those where vertices arise randomly, for example when they are points of a Poisson process in the plane. In particular, if we wish to use vertex colors to approximate a line that is parallel to one of the grid axes then, unless it passes through a vertex, the accuracy of our approximation is limited solely by the edge width of the grid, and does not depend on the amount of data observed. This means that results on minimax efficiency, presented by Korostelev and Tsybakov (1993) for a random distribution of vertices, do not extend to gridded data.

After a little consideration it is clear that estimation of a straight line with any rational slope is fraught with the same difficulties that beset approximation of a line that is parallel to one or other of the coordinate axes. For a line with rational slope, the best order of approximation, using the color pattern in the whole plane, is $O(1)$ unless the line intersects a vertex. If the line is chosen at random, however, according to the definition of "random" suggested in the first paragraph, then its slope is irrational with probability 1 , and so these difficulties do not arise. Our technical arguments are founded on methods from stochastic number theory, describing the accuracy of rational approximations to randomly chosen irrationals.

The dichotomy of radically different rates of approximation for lines with rational and irrational slopes is apparent in empirical studies. If one determines numerically the region $\mathscr{R}$, within which a line must lie in order to produce a given color pattern in a certain finite set $\mathscr{S}$ of vertices, and then gradually alters the line's slope while fixing $\mathscr{S}$, then the width of $\mathscr{R}$ fluctuates erratically with slope. This reflects the fact that both the rationals and irrationals are dense in the reals, and also the variability of the convergence rate among irrational slopes.

Early work on methods for approximating boundaries using vertex color patterns includes that of Kulpa (1977) and Profitt and Rosen (1979). Other techniques, and their theoretical properties, have been discussed by (among others) Dorst and Smeulders (1984, 1986, 1987), Hung (1985), McTlroy (1985) and Koplowitz and Bruckstein (1989). Brady and Asada (1984) and Landau (1987) gave algorithms for approximating boundaries. See also Freeman
(1970) and Groen and Verbeek (1978). The "Freeman code" provides a particularly effective technique for tracking a boundary past a sequence of colored vertices. See Worring and Smeulders (1995) for recent applications.

Our basic results about orders of approximation to random lines will be presented in Section 2. Their ramifications will be discussed in Section 3. These include the accuracy of local linear approximations to general boundaries, and the effect of noise. Technical arguments will be included together in Section 4.

## 2. Approximating a straight line.

2.1. Approximation to a linear boundary in gridded data. A straight line $\mathscr{L}$ placed into a plane divides it into two halves, of which that above the line we shall imagine to be colored black, and that below to be colored white. (It is assumed that the line is not vertical.) Consider a square grid in the plane whose vertices are at integer coordinate pairs, relative to a Cartesian system. A vertex of the graph will be said to be black or white, depending on the half of the plane in which it lies. Only lines with irrational slope are relevant to our analysis, and of course such a line can pass through at most one vertex. An arbitrary color (black, white or "colorless") may be assigned to this vertex without affecting our results.

Let $\mathscr{S}=\mathscr{P}(m)$ denote the set of all vertices within the square [ $-\frac{1}{2} m, \frac{1}{2} m$ ] $\times\left[-\frac{1}{2} m, \frac{1}{2} m\right]$, where $m$ is an integer. From perfect knowledge of the colors of vertices within $\mathscr{S}$ we wish to approximate the position of $\mathscr{L}$. Given a specific black and white vertex pattern $\mathscr{P}=\mathscr{P}(\mathscr{L})$ within $\mathscr{S}$, produced by $\mathscr{L}$, let $\hat{\mathscr{L}}(\mathscr{P})$ denote an approximation to $\mathscr{L}$. (We suppress the dependence of $\mathscr{P}$ and $\hat{\mathscr{L}}$ on $m$.) For example, $\hat{\mathscr{L}}$ might be constructed by a least-squares method, of which there are several.

Next we introduce a measure of the distance between $\mathscr{L}$ and $\hat{\mathscr{L}}$ within $\mathscr{S}$. If $\mathscr{L}$ and $\hat{\mathscr{L}}$ intersect, let $\tilde{\mathscr{L}}$ denote the line that passes through the point of intersection and bisects the angle between $\mathscr{L}$ and $\hat{\mathscr{L}}$. If $\mathscr{L}$ and $\hat{\mathscr{L}}$ are parallel, let $\tilde{\mathscr{L}}$ be the line that is equidistant from them. Let $\mathscr{F}(\mathscr{L}, \hat{\mathscr{L}}, \mathscr{S})$ be the set of line segments that join $\mathscr{L}$ and $\hat{\mathscr{L}}$, are perpendicular to $\tilde{\mathscr{L}}$, and are contained within $\mathscr{S}$. Define $D(\mathscr{L}, \hat{\mathscr{L}})$, the Hausdorff distance between those parts of $\mathscr{L}$ and $\hat{\mathscr{L}}$ that lie within $\mathscr{S}$, to be the supremum of the lengths of elements of $\mathscr{J}(\mathscr{L}, \hat{\mathscr{L}}, \mathscr{S})$.
2.2. Approximation to irrational numbers by continued fractions. A real number $u$ that is not an integer may be uniquely expressed as a continued fraction,

$$
u=\left[a_{0} ; a_{1}, a_{2}, \ldots\right]=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\cdots}}},
$$

where $a_{0}$ is an integer and $a_{1}, a_{2}, \ldots$ are strictly positive integers, called the partial denominators of $u$. The continued fraction expansion terminates if
and only if $u$ is rational. Up to the termination point (in the case of a rational), or for all $n$ (if $u$ is irrational), the convergents of $u$ are the numbers

$$
\frac{p_{0}}{q_{0}}=a_{0}, \quad \frac{p_{1}}{q_{1}}=a_{0}+\frac{1}{a_{1}}, \quad \frac{p_{2}}{q_{2}}=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}}}, \ldots
$$

where $p_{n}$ and $q_{n}$ are positive and relatively prime integers. The reader is referred to Khintchine (1963) for a discussion of continued fractions and their properties.

We say that $u$ is badly approximable (or BA, for short), if $\sup _{n} a_{n}(u)<\infty$. The set of all BA numbers in $(0,1)$ has cardinality equal to that of the continuum [e.g., Schmidt (1980), page 23], but is of measure zero [e.g., Khintchine (1963), page 69]. All quadratic irrationals are BA.
2.3. Main results. Let $\mathscr{U}(\mathscr{P})$ denote the set of all lines $\hat{\mathscr{L}}$ that produce the observed pattern $\mathscr{P}$ of vertex colors within $\mathscr{S}$. Each $\hat{\mathscr{L}}$ may be considered an approximation to $\mathscr{L}$. Let $P$ denote probability measure with respect to any given random distribution of $\mathscr{L}$, such that the distribution of slope conditional on intercept is absolutely continuous.

Theorem 2.1. (a) For any positive function $L$ that is slowly varying at infinity, the following three assertions are equivalent:

$$
\begin{aligned}
P\left\{\sup _{\hat{\mathscr{L}} \in \mathscr{U}(\mathscr{P})} D(\mathscr{L}, \hat{\mathscr{L}})=O\left(\frac{\log m}{m L(\log m)}\right)\right\} & =1, \\
P\left\{\liminf _{m \rightarrow \infty} \frac{m \log m}{L(\log m)} \sup _{\hat{\mathscr{L}} \in \mathscr{U}(\mathscr{P})} D(\mathscr{L}, \hat{\mathscr{L}})>0\right\} & =1, \\
\sum_{n=1}^{\infty} n^{-1} L(n) & <\infty .
\end{aligned}
$$

(b) If the gradient of $\mathscr{L}$ is a BA irrational then

$$
\begin{align*}
& \sup _{\hat{\mathscr{L}} \in \mathscr{U}(\mathscr{P})} D(\mathscr{L}, \hat{\mathscr{L}})=O\left(m^{-1}\right),  \tag{2.1}\\
& \liminf _{m \rightarrow \infty} \sup _{\hat{\mathscr{L}} \in \mathscr{U}(\mathscr{P})} D(\mathscr{L}, \hat{\mathscr{L}})>0 . \tag{2.2}
\end{align*}
$$

Furthermore, both (2.1) and (2.2) fail if the gradient is not a BA irrational.
Remark 2.1. Theorem 2.1 might be interpreted as stating that "the best achievable rate of approximation to $\mathscr{L}$ by $\hat{\mathscr{L}}$ is $O\left(m^{-1}\right)$." This is exactly true if and only if the gradient of $\mathscr{L}$ is a BA irrational. It is approximately true if the gradient is chosen at random, in any continuum sense, from the set of all irrational numbers. There, with probability 1 the best achievable rate along
the best subsequences is no better than and no worse than

$$
(m \log m)^{-1}(\log \log m)^{-1-\varepsilon} \text { and }(m \log m)^{-1}(\log \log m)^{-1+\varepsilon}
$$

respectively, for all $\varepsilon>0$; and the best achievable rate along the worst subsequences is no better than and no worse than

$$
m^{-1}(\log m)(\log \log m)^{1-\varepsilon} \quad \text { and } \quad m^{-1}(\log m)(\log \log m)^{1+\varepsilon}
$$

respectively, for all $\varepsilon>0$.
Remark 2.2 (Nonsquare grids). The vast majority of grids used in practice are square, but the Leitz texture analyzer (for which the mathematical theory was developed by J. P. Serra) employs a hexagonal grid. Our results hold without change for any regular grid (such as a hexagonal one) all points of which are represented by a finite number of square subgrids.

## 3. Local linear approximation to general boundaries.

3.1. Model for a boundary on a fine grid. Given a Cartesian coordinate system in the plane, construct a square grid with vertices at pairs of integer multiples of $n^{-1}$, where $n \geq 1$ is an integer. Represent a boundary, $\mathscr{E}$, in the plane by an equation $y=g(x)$, where $g$ is a continuous function. Color black or white those parts of the plane that lie above or below the boundary, respectively. A vertex assumes the color of that part of the plane in which it is situated. We are interested in the accuracy with which we can approximate $\mathscr{E}$ from information on vertex colors, perhaps observed with noise, as $n$ increases.
3.2. Estimating a curved boundary on a fine grid. Suppose the function $g$ defining $\mathscr{E}$ is differentiable and $g^{\prime}$ enjoys a Lipschitz condition of order $\gamma-1$, where $1<\gamma \leq 2$. It may be proved that, for each $\varepsilon>0, \mathscr{E}$ can be estimated at rate

$$
n^{-2 \gamma /(\gamma+1)}\left\{(\log n)(\log \log n)^{1+\varepsilon}\right\}^{\gamma /(\gamma+1)}
$$

by using a local linear approximation within a window. This result is stated for approximation at a random point $X$ and is valid with probability 1 with respect to any continuous distribution of $X$.
3.3. Estimation of $\mathscr{C}$ in the presence of noise. The noiseless data discussed above may be written in the form $Y(i / n, j / n)=I(j / n \leq g(i / n)$ ), where $I(\cdot)$ is an indicator function, $Y(i / n, j / n)$ denotes the color of the vertex at ( $i / n, j / n$ ) (white is represented by 1 and black by 0 ), and the equation $y=g(x)$ represents the boundary $\mathscr{E}$. In practice, due to a combination of systematic and stochastic errors, the color of each vertex may be more appropriately represented by a number between $-\infty$ and $\infty$. In particular. we
may write

$$
Y(i / n, j / n)=f(i / n, j / n)+\varepsilon_{i j},
$$

where $f(\cdot, \cdot)$ is a function with a fault-type discontinuity along the curve $y=g(x)$ and the independent and identically distributed stochastic errors $\varepsilon_{i j}$ have zero mean and are independent of the random point $X$ at which we develop the approximation to $\mathscr{E}$.

It will be assumed that $f$ admits the representation

$$
f(x, y)=f_{1}(x, y)+f_{2}(x, y) I\{y \leq g(x)\},
$$

where $f_{1}$ and $f_{2}$ each have two uniformly bounded derivatives of all types and $f_{2}$ is bounded away from zero. We call this condition ( $\mathrm{C}_{f}$ ). Of $g$ we suppose that it has a derivative which satisfies a Lipschitz condition of order 1 in the interval $[0,1]$, and that constants $-\infty<C_{1}<C_{2}<\infty$ are known with the property that $C_{1}<g<C_{2}$ in [0,1]. These assumptions will be referred to collectively as condition $\left(\mathrm{C}_{g}\right)$.

We shall introduce a local linear estimator of $g$ which, when $\left(\mathrm{C}_{f}\right)$ and ( $\mathrm{C}_{g}$ ) hold, comes close to achieving the convergence rate described in Section 3.2 in the no-noise case. For example, the convergence rate is $n^{-(4 / 3)+\delta}$, for any given $\delta>0$, if the distribution of $\varepsilon_{i j}$ has sufficiently many finite moments. This rate is available with probability 1 with respect to the distributions of the errors $\varepsilon_{i j}$ and the point $X$ at which $g$ is estimated.

Our approach is first to compute a preliminary approximation, $\tilde{g}$ and then refine it using local linear smoothing within a window. We shall consider a particularly simple preliminary estimator, based on kernel methods, as follows. Write $i_{n}$ for the integer nearest to $n X$, let $K$ be a nonnegative, compactly supported, continuously differentiable function, let $h_{1}$ equal a constant multiple of $n^{-2 / 3}$ and put

$$
T(j)=\left(n h_{1}^{2}\right)^{-1} \sum_{k} K^{\prime}\left\{(j-k) /\left(n h_{1}\right)\right\} Y\left(i_{n} / n, j / n\right),
$$

which is a statistical approximation to the first derivative of $f\left(i_{n} / n, \cdot\right)$ at $j / n$. Let $\hat{\jmath}$ denote a value which produces a global maximum of $|T|$ in the range $C_{1} n \leq j \leq C_{2} n$. Our preliminary estimator of $g(X)$ is $\tilde{g}(X)=\hat{j} / n$.

Next we define an improved estimator. Let $\mathscr{W}$ be a square window of side length $h=h(n)$, with its centre at $\left(i_{n} / n, \hat{\jmath} / n\right)$ and, for the sake of definiteness, its axes aligned with those of the grid. Temporarily make the assumption that within $\mathscr{W}, f$ assumes a constant value on either side of a line $\mathscr{L}$. We fit $\mathscr{L}$ by least-squares in the class $\mathscr{M}(C, \mathscr{W})$ of all lines $\mathscr{L}$ that divide $\mathscr{W}$ into two sets of vertices of which the larger has no more than $C$ times the number in the smaller (where $C>1$ is arbitrary but fixed). Specifically, let $\mathscr{I}_{1}$ [respectively, $\mathscr{I}_{2}$ ] denote the set of vertex coordinates $w=(i / n, j / n)$ in $\mathscr{W}$ that lie above [below] $\mathscr{L}$, let $\Sigma^{(i)}$ denote the sum of $Y(w)$ over all $w \in \mathscr{I}_{i}$, let
$\bar{Y}_{i}$ be the corresponding mean and put

$$
S(\mathscr{L})=\sum_{i=1}^{2} \sum^{(i)}\left\{Y(w)-\bar{Y}_{i}\right\}^{2}
$$

Write $\hat{\mathscr{L}}$ for a line that minimizes $S(\mathscr{L})$ among all straight lines in $\mathscr{M}(C, \mathscr{W})$ that do not pass through any vertices. (The minimum is of course not uniquely attained, and any measurable approach to breaking ties allowed.) Write $\hat{g}(X)$ for the ordinate of the point on $\hat{\mathscr{L}}$ with abscissa $X$. In the theorem we choose $h$ to optimize performance of $\hat{g}$.

Theorem 3.1. Assume conditions $\left(\mathrm{C}_{f}\right)$ and $\left(\mathrm{C}_{g}\right)$, that $X$ has an absolutely continuous distribution on $[0,1]$ and that $X$ is independent of the errors $\varepsilon_{i j}$. Let $0<\alpha<4 / 3$. If the error distribution satisfies $E\left|\varepsilon_{i j}\right|^{t}<\infty$ for some $t>$ $4(3-\alpha) /(4-3 \alpha)$ and $h$ is chosen to equal a constant multiple of $n^{-\alpha / 2}$, then $\hat{g}(X)-g(X)=O\left(n^{-\alpha}\right)$ with probability 1.

A version of the theorem may be established in the case where the moment generating function of the error distribution is finite in a neighborhood of the origin. Then, $\hat{g}(X)-g(X)=O\left\{n^{-4 / 3}(\log n)^{(2 / 3)+\delta}\right\} \quad$ for all $\delta>0$.

## 4. Proofs.

Proof of Theorem 2.1. We may assume without loss of generality that $\mathscr{L}$ has gradient $u^{-1} \in(0,1)$. (If the gradient exceeds 1 , we switch axes, and if it is negative, we reflect in the $y$ axis.) Translate the origin along the $x$-axis so that the black grid vertex that is furthest to the right on that axis is at $x=0$. Let ( $v, 0$ ) denote the place where a given line $\mathscr{L}$ intersects the $x$ axis. By choice of origin, $0 \leq v \leq 1$. For an integer $j \geq 1$ let ( $v_{j}+k_{1}+\cdots+k_{j}, j$ ) denote the coordinates of the point at which $\mathscr{L}$ cuts the line given by $y=j$. Here the $k_{j}$ 's are integers and each $0 \leq v_{j} \leq 1$. Our assumption that $u>1$ means that the only values taken by $k_{j}$ are $\langle u\rangle \geq 1$ and $\langle u\rangle+1$, where $\langle\cdot\rangle$ denotes the integer part function. Since $\mathscr{L}$ has equation $x=u y+v$, then the $k_{j}$ 's and $v_{j}$ 's satisfy

$$
\sum_{i=1}^{j} k_{i}=\langle u j+v\rangle \quad \text { and } \quad v_{j}+\sum_{i=1}^{j} k_{i}=u j+v
$$

Therefore, $v_{j}=u j+v-\langle u j+v\rangle$, as illustrated in Figure 1.
In the special case where $\mathscr{L}$ passes through the origin, there is a closely related geometric representation [due to Klein (1907)] of the convergents $p_{n} / q_{n}$ of $u$, as follows. Referring to Figure 2, imagine that a thin black thread lies along the line with equation $y=u x$, where $u>0$. Tie one end of the thread to the origin and the other to a point infinitely remote from the origin. Move to the left that end of the thread at the origin. As it goes, the thread will catch certain vertices above the line. These vertices are those with coordinates $\left(q_{1}, p_{1}\right),\left(q_{3}, p_{3}\right), \ldots$. If we move the origin end of the thread to


FIG. 1. Approximation within a section. The line $\mathscr{C}$ is depicted in the case $u=(\sqrt{5}+1) / 2$ and $v=u / 16$. The lengths of the horizontal dotted lines, joining vertices to $\mathscr{L}$, are the values of $v_{j}=u j+v-\langle u j+v\rangle$ for $j=1, \ldots, 6$.
the right, it will catch some of the vertices below the line; these have coordinates $\left(q_{0}, p_{0}\right),\left(q_{2}, p_{2}\right), \ldots$ Each of the two positions of the thread defines a polygonal path which approximates the line increasingly closely as we move further out.

Let $\mathscr{S}_{\mathscr{T}}$ denote the set of white vertices within $\mathscr{S}$. Then, for any $0<c_{1}<$ $c_{2}<\infty$, the horizontal distance from $\mathscr{L}$ of that vertex in $\mathscr{S}_{\mathscr{N}}$ which is closest to $\mathscr{L}$ and has $y$ coordinate $j$ satisfying $c_{1} m \leq j \leq c_{2} m$, is

$$
\begin{equation*}
d(m, u)=1-\max _{c_{1} m \leq j \leq c_{2} m}(u j+v-\langle u j+v\rangle) \tag{4.1}
\end{equation*}
$$

[Of course, $d(m, u)$ depends on $c_{1}, c_{2}$ and $v$ as well as $m$ and $u$, but it is not necessary to stress the former variables.] The validity of (4.1) is illustrated by Figure 2 in the case $c_{1}=1, c_{2}=6, m=1$ and $v=0$. On this occasion, $d(m, u)=p_{3}-u q_{3}$.

Asymptotic properties of the maximum on the right-hand side of (4.1) are determined by properties of rational approximations to the irrational number $u$. As a prelude to deriving the rate of approximation, we list several


Fig. 2. Klein diagram. The diagram is drawn in the case $u=(\sqrt{5}+1) / 2$, where the partial denominators $a_{n}=a_{n}(u)$ are all equal to 1 . The line with this equation is represented by the dotted line, and the positions of the thread (after movement to the left or right) by the unbroken lines. Odd-numbered convergents, above the line, are represented by circles with inscribed crosses, and the even-numbered convergents, below the line, are represented by asterisks.
properties of convergents:

$$
\begin{gather*}
\left\{q_{n}\left(q_{n}+q_{n+1}\right)\right\}^{-1}<\left|u-\left(p_{n} / q_{n}\right)\right|<\left(q_{n} q_{n+1}\right)^{-1}  \tag{4.2}\\
\inf _{p, 1 \leq q \leq q_{n}}|u-(p / q)|=\left|u-\left(p_{n} / q_{n}\right)\right| \tag{4.3}
\end{gather*}
$$

if $p$ and $q$ are relatively prime, and $|u-(p / q)|<\left(2 q^{2}\right)^{-1}$, then $p / q$ is a convergent of $u$.

See, for example, Chapter 9 of Leveque (1956).
Let $0<c_{1}<c_{2}<\infty$ be constants, let $L$ be as in Theorem 2.1 and define

$$
M_{n}^{ \pm}(u)=n^{2} \inf \left\{ \pm[u-(p / q)]: c_{1} n \leq p \leq q \leq c_{2} n \text { and } \pm[u-(p / q)] \geq 0\right\}
$$

where the + and - signs are taken, respectively, and

$$
M_{n}(u)=n_{p, c_{1} n \leq q \leq c_{2} n}^{2} \inf |u-(p / q)|
$$

Lemma 4.1. Assume $c_{2} / c_{1}>2$. The following three assertions are equivalent, for any choice of the + and - signs:

$$
\begin{array}{cc}
\limsup _{n \rightarrow \infty}(\log n)^{-1} L(\log n) M_{n}^{ \pm}(u)<\infty & \text { for almost all } u \\
\liminf _{n \rightarrow \infty}(\log n)\{L(\log n)\}^{-1} M_{n}^{ \pm}(u)>0 & \text { for almost all } u \\
\sum_{n=1}^{\infty} n^{-1} L(n)<\infty
\end{array}
$$

Lemma 4.2. Assume $c_{2} / c_{1}>2$. If $u$ is irrational, then the three following assertions are equivalent, for any choice of the + and - signs:
$\underset{n \rightarrow \infty}{\lim \sup } M_{n}^{ \pm}(u)<\infty, \quad \liminf _{n \rightarrow \infty} M_{n}^{ \pm}(u)>0, \quad u$ is badly approximable.
We derive only the first lemma in detail, since it is the more difficult. And in both cases, for brevity, we establish the version of the lemma for $M_{n}^{ \pm}$ replaced by $M_{n}$. A proof in the case of $M_{n}^{ \pm}$is similar, making use of the fact that $p_{2 n} / q_{2 n} \uparrow u$ while $p_{2 n+1} / q_{2 n+1} \downarrow u$; see Figure 4.2, and also Schmidt (1980), page 11. For the case of $M_{n}^{ \pm}$we do need more detailed versions of certain results in number theory, in particular Theorem 30 of Khintchine (1963), applying, respectively, to the even and odd subsequences of $\left\{a_{n}\right\}$ (or, virtually equivalently, of $\left\{q_{n+1} / q_{n}\right\}$ ). However, these may be derived by modifying arguments used to established the results for the full sequence.

Proof of Lemma 4.1. Suppose $|u-(p / q)|<\left(2 q^{2}\right)^{-1}$ and $q_{n}<q<q_{n+1}$. Then either $p$ and $q$ have a common factor, or $p / q$ is a convergent of $u$ [see (4.4)]. In view of the range of values allowed for $q$ the latter cannot be true, and so (a) $p$ and $q$ have a greatest common divisor $k>1$, and (b) with $p^{\prime}=p / k$ and $q^{\prime}=q / k ; p^{\prime} / q^{\prime}$ is a convergent and $q^{\prime} \leq q_{n}$. Let $p^{\prime \prime} / q^{\prime \prime}$ denote the next convergent; then $q^{\prime \prime} \leq q_{n+1}$. Hence, by (4.2),

$$
|u-(p / q)|=\left|u-\left(p^{\prime} / q^{\prime}\right)\right|>\left(2 q^{\prime} q^{\prime \prime}\right)^{-1} \geq\left(2 q_{n} q_{n+1}\right)^{-1}
$$

Therefore,

$$
\inf _{p, q_{n}<q<q_{n+1}:|u-(p / q)|<\left(2 q^{2}\right)^{-1}}|u-(p / q)|>\left(2 q_{n} q_{n+1}\right)^{-1}
$$

Using properties (4.2) and (4.3), we may extend this to all $q \leq q_{n}$ :

$$
\begin{equation*}
\inf _{p, 1 \leq q<q_{n+1}:|u-(p / q)|<\left(2 q^{2}\right)^{-1}}|u-(p / q)|>\left(2 q_{n} q_{n+1}\right)^{-1} \tag{4.8}
\end{equation*}
$$

If $p, q$ are integers such that $p / q \neq p_{n} / q_{n}$ then $\left|p_{n} q-p q_{n}\right| \geq 1$, or equivalently, $\left|\left(p_{n} / q_{n}\right)-(p / q)\right| \geq 1 /\left(q q_{n}\right)$. By property (4.2) of convergents, $\mid u-$ $\left(p_{n} / q_{n}\right) \mid<\left(q_{n} q_{n+1}\right)^{-1}$. Therefore, if $p / q \neq p_{n} / q_{n}$ and $1 \leq q \leq q_{n+1}$,

$$
\begin{aligned}
|u-(p / q)| & \geq\left|\left(p_{n} / q_{n}\right)-(p / q)\right|-\left|u-\left(p_{n} / q_{n}\right)\right| \\
& >\left(q q_{n}\right)^{-1}-\left(q_{n} q_{n+1}\right)^{-1}=\left(q_{n+1}-q\right) /\left(q q_{n} q_{n+1}\right)
\end{aligned}
$$

It follows that for any $\varepsilon \in(0,1)$,

$$
\begin{equation*}
\inf _{p, 1 \leq q \leq(1-\varepsilon) q_{n+1}}|u-(p / q)|>\varepsilon(1-\varepsilon)^{-1}\left(q_{n} q_{n+1}\right)^{-1} \tag{4.9}
\end{equation*}
$$

Let $\varepsilon_{1}, \varepsilon_{2} \in[0,1)$ with $\varepsilon_{1}+\varepsilon_{2}<1$, and let $m>q_{n}$ be an integer. Provided $m / q_{n}>\left(1-\varepsilon_{1}-\varepsilon_{2}\right)^{-1}$, the width of interval $\left(\varepsilon_{1} m / q_{n},\left(1-\varepsilon_{2}\right) m / q_{n}\right)$ is strictly greater than 1 , and so the interval contains at least one integer, $k$ say. Necessarily, $\varepsilon_{1} m \leq k q_{n} \leq\left(1-\varepsilon_{2}\right) m$, and by (4.2), $\left|u-\left(k p_{n} / k q_{n}\right)\right|<$ $\left(q_{n} q_{n+1}\right)^{-1}$. Hence,

$$
\begin{equation*}
\inf _{p, \varepsilon_{1} m \leq q \leq\left(1-\varepsilon_{2}\right) m}|u-(p / q)|<\left(q_{n} q_{n+1}\right)^{-1} \tag{4.10}
\end{equation*}
$$

Additionally, by (4.2), (4.10) holds with $\varepsilon_{1}=1, \varepsilon_{2}=0$ and $m=q_{n}$.
Define $\psi(n)=n^{-1} L(n)$. Recall that $a_{n}=a_{n}(u)$ is the $n$th partial denominator in a continued fraction expansion of $u: u=\left[a_{0} ; a_{1}, a_{2}, \ldots\right]$. If along a subsequence we have either $q_{n+1} / q_{n} \rightarrow \infty$ or $a_{n+1} \rightarrow \infty$, then $q_{n+1} / q_{n} \sim a_{n+1}$ along that subsequence; see for example Khintchine (1963), pages 12, 13 . Furthermore, neither $q_{n+1} / q_{n}$ nor $a_{n+1}$ is less than 1 . Therefore, $q_{n+1} / q_{n} \asymp$ $a_{n+1}$, and so

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \psi(n) q_{n+1} / q_{n}<\infty \tag{4.11}
\end{equation*}
$$

if and only if $\lim \sup _{n \rightarrow \infty} \psi(n) a_{n+1}<\infty$. For almost all $u$, the latter condition is equivalent to $\Sigma \psi(n)<\infty$, that is, to (4.7); see, for example, Theorem 30 of Khintchine [(1963), page 71], taking Khintchine's $\phi(n)$ to be our $\psi(n)^{-1}$. Furthermore, for almost all choices of $u, \log q_{n}=\log q_{n}(u) \sim C n$, where $C=\pi^{2} /(12 \log 2)$ [Khintchine (1935), Lévy (1937), page 320]. Therefore, for almost all $u$, (4.11) is equivalent to

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \psi\left(\log q_{n}\right) q_{n+1} / q_{n}<\infty \tag{4.12}
\end{equation*}
$$

Hence, it suffices to derive the version of Lemma 4.1 in which (4.7) is replaced by (4.12) (and $M_{n}^{ \pm}$is replaced by $M_{n}$ ).

First we prove the following result, which we call (A): for all irrational $u$, condition (4.12) is implied by each of

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \psi(\log n) M_{n}<\infty  \tag{4.13}\\
\liminf _{n \rightarrow \infty} \psi(\log n)^{-1} M_{n}>0, \tag{4.14}
\end{gather*}
$$

Now, condition (4.12) fails if and only if there exists a subsequence $\left\{n_{k}\right\}$ diverging to infinity, such that

$$
\begin{equation*}
\psi\left(\log q_{n_{k}}\right) q_{n_{k}+1} / q_{n_{k}} \rightarrow \infty . \tag{4.15}
\end{equation*}
$$

Taking $m_{k}$ equal to the integer part of $\delta q_{n_{k}+1} / c_{2}$, where $0<\delta<1$, and applying (4.9) with $1-\varepsilon \in(\delta, 1)$, we see that (4.15) implies $\psi\left(\log m_{k}\right) M_{m_{k}} \rightarrow$ $\infty$. Therefore, (4.13) fails. Alternatively, taking $m_{k}$ equal to the smallest
integer exceeding $c_{2}^{-1} q_{n_{k}}$, and applying the right-hand inequality at (4.2), we deduce from (4.15) first that $\left(q_{n_{k}} / q_{n_{k+3}}\right) \psi\left(\log m_{k}\right)^{-1} \rightarrow 0$ and then that $\psi\left(\log m_{k}\right)^{-1} M_{m_{k}} \rightarrow 0$. Therefore, (4.14) fails. This proves result (A).

Next we establish a converse, which we call result (B): for all irrational $u$, the failure of either (4.13) or (4.14) implies that of (4.12). If (4.13) fails then we may choose $m_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
\psi\left(\log m_{k}\right) M_{m_{k}} \rightarrow \infty \tag{4.16}
\end{equation*}
$$

Let $n_{k}$ be the largest integer such that $q_{n_{k}} \leq c_{2} m_{k}$. Then by (4.3), and the right-hand inequality in (4.2), $M_{m_{k}}=O\left(m_{k}^{2} / q_{n_{k}} q_{n_{k}+1}\right)$. But $q_{n_{k}+1}>c_{2} m_{k}$, and so $M_{m_{k}}=O\left(q_{n_{k}+1} / q_{n_{k}}\right)$. Therefore, $\psi\left(\log m_{k}\right) M_{m_{k}} \rightarrow \infty$ implies that $q_{n_{k}+1} / q_{n_{k}} \rightarrow \infty$. Let $\varepsilon \in(0,1)$ be so small that $c_{1}<(1-\varepsilon) c_{2}$, and let $l_{k}$ equal the integer part of $(1-\varepsilon) c_{2}^{-1} q_{n_{k}+1}$. If $m_{k}<l_{k}$ then (4.16) holds with $l_{k}$ replacing $m_{k}$. [To appreciate why, note that if $m_{k}<l_{k}$ then (1) $\psi\left(\log m_{k}\right) m_{k}^{2}$ $<2 \psi\left(\log l_{k}\right) l_{k}^{2}$ for all sufficiently large $k$; (2) by (4.10) with $m=$ const. $m_{k}$, using (in the case $q_{n_{k}}<c_{1} m_{k}$ ) the fact that $c_{2} / c_{1}>2$, we see that $m_{k}^{-2} M_{m_{k}}$ $\leq\left(q_{n_{k}} q_{n_{k}+1}\right)^{-1}$; and (3) by (4.9), $\left(q_{n_{k}} q_{n_{k}+1}\right)^{-1}$ is dominated by a constant multiple of $l_{k}^{-2} M_{l_{k}}$. It follows that $\psi\left(\log m_{k}\right) M_{m_{k}}$ is dominated by a constant multiple of $\psi\left(\log l_{k}\right) M_{l_{k}}$, and so (4.16) implies the same result with $l_{k}$ replacing $m_{k}$.] Therefore, we may assume without loss of generality that $l_{k} \leq m_{k}$. In this case we have

$$
M_{m_{k}} \leq\left(m_{k} / l_{k}\right)^{2} M_{l_{k}}^{\prime}<\left[\left(c_{2}^{-1} q_{n_{k}+1}\right) /\left\{(1-\varepsilon) c_{2}^{-1} q_{n_{k}+1}-1\right\}\right]^{2} M_{l_{k}}^{\prime}=O\left(M_{l_{k}}^{\prime}\right)
$$

where

$$
M_{l_{k}}^{\prime}=l_{k}^{2} \inf _{p, c_{1} m_{k} \leq q \leq c_{2} l_{k}}|u-(p / q)|
$$

The ratio of upper and lower end points of the interval over which the latter infimum is taken, is

$$
\begin{aligned}
c_{2} l_{k} /\left(c_{1} m_{k}\right) & \sim(1-\varepsilon) q_{n_{k}+1} /\left(c_{1} m_{k}\right) \\
& >(1-\varepsilon) q_{n_{k}+1} /\left(c_{1} c_{2}^{-1} q_{n_{k}+1}\right)=(1-\varepsilon) c_{2} / c_{1}>1
\end{aligned}
$$

Thus, in view of (4.10) with $m=$ const. $q_{n_{k}+1}$,

$$
M_{l_{k}}^{\prime}=O\left(l_{k}^{2} / q_{n_{k}} q_{n_{k}+1}\right)=O\left(q_{n_{k}+1} / q_{n_{k}}\right)
$$

Furthermore, since $q_{n_{k}} \leq c_{2} m_{k}$ then $\psi\left(\log m_{k}\right) \leq 2 \psi\left(\log q_{n_{k}}\right)$ for large $k$. Therefore,

$$
\psi\left(\log m_{k}\right) M_{m_{k}}=O\left\{\psi\left(\log q_{n_{k}}\right) M_{l_{k}}^{\prime}\right\}=O\left\{\psi\left(\log q_{n_{k}}\right) q_{n_{k}+1} / q_{n_{k}}\right\}
$$

Hence, (4.16) implies that

$$
\psi\left(\log q_{n_{k}}\right) q_{n_{k}+1} / q_{n_{k}} \rightarrow \infty,
$$

and so (4.12) fails.
We complete the derivation of result (B) by showing that if (4.14) fails, then so too does (4.12). When (4.14) fails, there exists a subsequence $m_{k} \rightarrow \infty$
such that

$$
\begin{equation*}
\psi\left(\log m_{k}\right)^{-1} M_{m_{k}} \rightarrow 0 \tag{4.17}
\end{equation*}
$$

In particular, $M_{m_{k}} \rightarrow 0$ and so

Let $n_{k}$ be the largest integer such that $q_{n_{k}} \leq c_{2} m_{k}$. Result (4.17) implies that

$$
\psi\left(\log m_{k}\right)^{-1} m_{k, 1 \leq q<q_{n_{k}+1}^{2}} \inf _{p-(p / q) \mid \rightarrow 0 . .} \mid u
$$

Thus, (4.8) and (4.18) give

$$
\psi\left(\log m_{k}\right)^{-1} m_{k}^{2}\left(\boldsymbol{q}_{n_{k}} q_{n_{k}+1}\right)^{-1} \rightarrow 0
$$

But $m_{k} \geq c_{2}^{-1} q_{n_{k}}$ and so $\psi\left(\log m_{k}\right)^{-1} \geq \frac{1}{2} \psi\left(\log q_{n_{k}}\right)^{-1}$ for large $k$. Therefore, $\psi\left(\log q_{n_{k}}\right)^{-1} q_{n_{k}} / q_{n_{k}+1} \rightarrow 0$, implying that (4.12) fails and establishing result (B).

Results (A) and (B) imply that for almost all $u$, (4.12), (4.13) and (4.14) are equivalent. The latter two conditions are the versions of (4.5) and (4.6) when $M_{n}$ replaces $M_{n}^{ \pm}$. We have already shown that (4.12) is equivalent to (4.7) and so we have established the version of Lemma 4.1 with the aforementioned interchange of $M_{n}$ and $M_{n}^{ \pm}$.

Proof of Lemma 4.2. Arguing as in the proof of Lemma 4.1, we may show that each of the first two assertions in Lemma 4.2 is equivalent to $\sup _{n} q_{n+1}(u) / q_{n}(u)<\infty$. This in turn is equivalent to $\sup _{n} a_{n}(u)<\infty$ [see, e.g., Khintchine (1963), pages 12, 13], and so to $u$ being BA.

Lemmas 4.1 and 4.2 are employed to derive parts (a) and (b), respectively, of Theorem 2.1. We illustrate the argument by considering the case of part (b). The first step in proving (2.1) is to derive the following result. Let $\mathscr{S}^{(0)}$ denote the set of vertices that have their $y$ coordinates in [ $c_{1} m, c_{2} m$ ]. If $v=0$ (i.e., if the line $\mathscr{L}$ passes through a black vertex), and if $c_{2} / c_{1}$ is sufficiently large (the size depending only on $u$ ), then the white vertex in $\mathscr{S}^{(0)}$ nearest to $\mathscr{L}$ is distant $O\left(m^{-1}\right)$ from $\mathscr{L}$. We call this result ( $R_{\text {white }}$ ). Similarly, the version ( $R_{\text {black }}$ ) for black vertices is true when $v=1$ (i.e., when the line passes through a white vertex).

We derive only ( $R_{\text {white }}$ ), which is equivalent to showing that

$$
\begin{equation*}
d(m, u)=O\left(m^{-1}\right) \tag{4.19}
\end{equation*}
$$

in the special case where $v=0$. Let $\mathscr{E}_{1}(c, u)$ denote the event that $d(m, u) \leq$ $\mathrm{cm}^{-1}$ for all but a finite number of values of $m$. Given $c_{3}>0, c_{4}>1$ and an integer $b>1$, define

$$
\mathscr{I}_{j}\left(b, c_{3}, c_{4}\right)=\bigcup_{j \leq j_{1} \leq c_{4} j} \bigcup_{i=j_{1}}^{b j_{1}}\left(\frac{i}{j_{1}}-\frac{c_{3}}{j_{1}^{2}}, \frac{i}{j_{1}}\right)
$$

For $1<u<b$, let $\mathscr{E}_{2}\left(b, c_{3}, c_{4}, u\right)$ be the event that $u \in \mathscr{F}_{j}\left(b, c_{3}, c_{4}\right)$ for all but a finite number of values of $j$. Then, provided $c_{3} / c_{1}<c$ and $c_{4}<c_{2} / c_{1}$, $\mathscr{E}_{2}\left(b, c_{3}, c_{4}, u\right) \subseteq \mathscr{E}_{1}(c, u)$. In view of Lemma 4.1, noting particularly the onesided character of $M_{n}^{+}$and $M_{n}^{-}$, if $u$ is BA and $c_{4}>0$ is sufficiently large, then $u \in \mathscr{I}_{j}\left(b, 1, c_{4}\right)$ for all sufficiently large $j$. Therefore, if $c_{2} / c_{1}$ is sufficiently large and $c>1 / c_{1}, d(m, u) \leq c m^{-1}$ for all sufficiently large $m$. This proves ( $R_{\text {white }}$ ).

The next step in deriving (2.1) is to prove that (4.19) holds for general $v$. Put $c_{5}=\left(c_{2}+c_{1}\right) / 2$ and let $\mathscr{P}^{(1)}$ and $\mathscr{S}^{(2)}$ denote the sets of vertices that have their $y$ coordinates in $\left[c_{1} m, c_{5} m\right]$ and $\left(c_{5} m, c_{2} m\right]$, respectively. Let $V$ be the black vertex in $\mathscr{S}^{(0)}$ that is nearest to $\mathscr{L}$. (In this part of the proof we shall measure all distances horizontally.) Without loss of generality, $V \in \mathscr{S}^{(1)}$. Let $\mathscr{L}^{\prime}$ denote the line parallel to $\mathscr{L}$ and passing through $V$, let $V^{\prime}$ be the vertex in $\mathscr{S}^{(2)}$ that is below $\mathscr{L}^{\prime}$ and nearest to $\mathscr{L}^{\prime}$ of all vertices with this property and let $\mathscr{L}^{\prime \prime}$ denote the line passing through $V^{\prime}$ and parallel to $\mathscr{L}$. By definition of $V$, the vertex $V^{\prime}$ must be white, since otherwise it would be a black vertex in $\mathscr{S}^{(0)}$ closer to $\mathscr{L}$ than $V$. By construction of $\mathscr{L}^{\prime}$ and $\mathscr{L}^{\prime \prime}, \mathscr{L}$ lies between these lines. And by ( $R_{\text {white }}$ ), if $c_{2} / c_{1}$ is sufficiently large (depending only on $u$, not on $v$ ), $V^{\prime}$ must be within $O\left(m^{-1}\right)$ of $\mathscr{L}^{\prime}$. It follows from the last of these three properties that $\mathscr{L}^{\prime}$ and $\mathscr{L}^{\prime \prime}$ are $O\left(m^{-1}\right)$ apart and thence from the second property that $V^{\prime}$ is within $O\left(m^{-1}\right)$ of $\mathscr{L}$. Therefore, there exists a white vertex in $\mathscr{S}^{(0)}$ that lies within $O\left(m^{-1}\right)$ of $\mathscr{L}$. Similar arguments involving $R_{\text {black }}$ show that there exists a black vertex within the same distance of $\mathscr{S}^{(0)}$.

Summarizing, if $c_{2} / c_{1}$ is sufficiently large, then the black and white vertices in $\mathscr{S}^{(0)}$ that are nearest to $\mathscr{L}$ are distant $O\left(m^{-1}\right)$ from $\mathscr{L}$. Applying this result to two small squares of size $p m \times p m$ (with $0<p<1$ ) positioned where $\mathscr{L}$ enters $\mathscr{S}$ on the left or below, and leaves $\mathscr{S}$ on the right or above, respectively, we see that the greatest horizontal distance between those parts of $\mathscr{L}$ and $\hat{\mathscr{L}}$ that lie within $\mathscr{S}$ is of order $m^{-1}$, and similarly for vertical distances. This establishes (2.1).

We only outline the derivation of (2.2), since it is similar to that of (2.1). In place of ( $R_{\text {white }}$ ) we may prove that if $v=0$ then the white vertex in $\mathscr{S}^{(0)}$ nearest to $\mathscr{L}$ is distant at least $O\left(m^{-1}\right)$ from $\mathscr{L}$. (Again, distance is measured horizontally.) Using Lemma 4.1, for each BA irrational number $u$, one can show that $d(m, u) \geq$ const. $\times m^{-1}$. We call this result ( $R_{\text {white }}^{\prime}$ ) and its analogue ( $R_{\text {black }}^{\prime}$ ). Next, define $V, V^{\prime}, \mathscr{L}^{\prime}$ and $\mathscr{L}^{\prime \prime}$ as in the proof of (2.1). By ( $R_{\text {white }}^{\prime}$ ), the parallel lines $\mathscr{L}^{\prime}$ and $\mathscr{L}^{\prime \prime}$ are at least a constant multiple of $m^{-1}$ apart by their definition, there are no vertices in $\mathscr{S}^{(0)}$ that lie between them and, as before, $\mathscr{L}$ lies between them. Hence, there exists a rectangular prism with its long sides parallel to $\mathscr{L}$ and its short sides horizontal and of length at least a constant multiple of $m^{-1}$, such that any line $\mathscr{L}^{\prime \prime \prime}$ that passes through the prism produces exactly the same vertex color pattern in $\mathscr{S}^{(0)}$ as did $\mathscr{L}$. This proves (2.2).

By working with subsequences, we may prove that both (2.1) and (2.2) fail if $u$ is not BA.

Proof of Theorem 3.1. We condition on $X=x$, where $x$ is chosen so that a straight line $\mathscr{L}$ with gradient $u=g^{\prime}(x)$ may, in the context of Theorem 2.1, be approximated with error $O\left\{m^{-1}(\log m)^{1+\varepsilon}\right\}$ for all $\varepsilon>0$. Since the distribution of $X$ is continuous, then with probability 1 , the value of $X$ has this property.

STEP 1 [Performance of $\tilde{g}(x)$ ]. The estimator $\tilde{g}$ need only converge to $g$ a little faster than the square root of the rate of convergence of $\hat{g}: \tilde{g}(x)-$ $g(x)=o\left(n^{-\alpha / 2}\right)$,

$$
\begin{equation*}
\tilde{g}(x)-g(x)=O\left(n^{-2 / 3}\right) \tag{4.20}
\end{equation*}
$$

as $n \rightarrow \infty$, with probability 1 .
We give this proof only in outline. Using the Taylor expansion and integral approximation to series and observing that $h_{1}$ is of size $n^{-2 / 3}$, it may be shown that $\tau(j) \equiv E(T(j) \mid g\}=\tau_{1}(j)+r(j)$, where

$$
\begin{aligned}
\tau_{1}(j) & =h_{1}^{-1} f_{2}\left\{i_{n} / n, g\left(i_{n} / n\right)\right\} K\left[\left\{(j / n)-g\left(i_{n} / n\right)\right\} / h_{1}\right] \\
r(j) & =O\left\{\left(n h_{1}^{2}\right)^{-1}+\left(n^{2} h_{1}^{3}\right)^{-1}+1\right\}=O\left(n^{1 / 3}\right)
\end{aligned}
$$

We note that, in case $\alpha>0, E\left|\varepsilon_{i j}\right|^{t}<\infty$ for some $t>3$ and we employ a strong approximation to partial sums of independent and identically distributed random variables [available from Shorack and Wellner (1986), pages 60, 61]. Using Euler's method of summation (the summation analogue of integration by parts), we may prove that there exists a Gaussian process $\xi$, defined on the integers, with zero mean and the same covariance structure as $T(j)$ conditional on $g$, such that for some $\eta>0$,

$$
\sup _{j}|T(j)-\tau(j)-\xi(j)|=O\left(n^{-(2 / 3)-\delta} h_{1}^{-2}\right)=O\left(n^{(2 / 3)-\eta}\right)
$$

with probability 1. Fernique's lemma [Marcus (1970)] may be applied to show that

$$
\sup _{j}|\xi(j)|=O\left[\left\{\left(n h_{1}^{3}\right)^{-1} \log n\right\}^{1 / 2}\right]=O\left\{(n \log n)^{1 / 2}\right\}
$$

with probability 1. Combining the results so far in this paragraph, we see that for some $\eta>0$,

$$
T(j)=\tau_{1}(j)+O\left(n^{(2 / 3)-\eta}\right)
$$

Therefore, since $K$ vanishes outside a compact interval, the value $\hat{\jmath}$ that maximizes $|T(j)|$ satisfies $g\left(i_{n} / n\right)-(\hat{\jmath} / n)=O\left(h_{1}\right)$. However, by definition of $i_{n}$ and since $g$ is differentiable, $g\left(i_{n} / n\right)$ is within $O\left(n^{-1}\right)$ of $g(x)$. Hence, $g(x)-(\hat{\jmath} / n)=O\left(h_{1}\right)$, which is equivalent to (4.20).

Step 2 (Completion). Note that the window width $h$ used to construct $\tilde{g}$ is taken to be the square root of the claimed convergence rate of $\hat{g}$ to $g$ and that, by Step 1, $\tilde{g}$ converges to $g$ at rate $o(h)$. Therefore, the point $\left(i_{n} / n, g(x)\right)$
lies asymptotically at the center of $\mathscr{W}$, in the sense that its distance from the true center to $\left(i_{n} / n, g(x)\right)$, divided by the width of $\mathscr{W}$, converges to zero with probability 1 as $n \rightarrow \infty$.

Let $\mathscr{L}_{1}$ denote a line across $\mathscr{W}$ which, in the absence of noise, would minimize the sum of squares $S(\mathscr{L})$. (Then $\mathscr{L}_{1}$ is constrained to cross $\mathscr{W}$ within a certain region; it is not uniquely defined.) Let $\mathscr{L}_{2}$ be any other line across $\mathscr{F}$. We shall address the case where $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ intersect inside $\mathscr{W}$; the case where they do not intersect there is a little simpler.

The lines $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ divide $\mathscr{W}$ into four regions, $\mathscr{R}_{11}, \mathscr{R}_{12}, \mathscr{R}_{21}$ and $\mathscr{R}_{22}$, with $\mathscr{R}_{11}$ opposite $\mathscr{R}_{12}$ and $\mathscr{R}_{21}$ opposite $\mathscr{R}_{22}$, and $\mathscr{L}_{i}$ divides $\mathscr{W}$ into two regions $\mathscr{S}_{i 1}$ and $\mathscr{S}_{i 2}$. Select notation so that (1) the area of $\mathscr{R}_{21} \cup \mathscr{R}_{22}$ is less than or equal to that of $\mathscr{R}_{11} \cup \mathscr{R}_{12}$ and (2) $\mathscr{S}_{1 i}=\mathscr{R}_{1 i} \cup \mathscr{R}_{2 i}$ and $\mathscr{S}_{2 i}=\mathscr{R}_{1 i} \cup$ $\mathscr{R}_{2,3-i}$. Let $N_{i j}$ denote the number of vertices in $\mathscr{S}_{i j}$, let $T_{i}$ (respectively, $D_{i}$ ) be the sum of $Y(w)$ over all vectors $w$ of vertices in $\mathscr{R}_{1 i}\left(\mathscr{R}_{2 i}\right)$ and put $\bar{Y}_{i j}=N_{i j}^{-1}\left(T_{j}+D_{i}\right)$. Then

$$
\begin{aligned}
S\left(\mathscr{L}_{2}\right)- & S\left(\mathscr{L}_{1}\right) \\
= & N_{11} \overline{\bar{Y}}_{11}^{2}+N_{12} \bar{Y}_{12}^{2}-\left(N_{21} \bar{Y}_{21}^{2}+N_{22} \bar{Y}_{22}^{2}\right) \\
= & \left(N_{21}-N_{11}\right)\left(N_{11} N_{21}\right)^{-1} T_{1}^{2}+\left(N_{22}-N_{12}\right)\left(N_{12} N_{22}\right)^{-1} T_{2}^{2} \\
& +\left(N_{12}+N_{11}\right)\left(N_{12} N_{11}\right)^{-1} D_{1}^{2}-\left(N_{22}+N_{21}\right)\left(N_{21} N_{22}\right)^{-1} D_{2}^{2} \\
& +2 T_{1}\left(N_{11}^{-1} D_{1}-N_{21}^{-1} D_{2}\right)+2 T_{2}\left(N_{12}^{-1} D_{1}-N_{22}^{-1} D_{2}\right) .
\end{aligned}
$$

Write $T_{i}=t_{i}+\tau_{i}$ and $D_{i}=d_{i}+\delta_{i}$, where $\tau_{i}$ and $\delta_{i}$ denote the respective sums of errors $\varepsilon_{i j}$, and $t_{i}$ and $d_{i}$ are the respective sums of terms involving $f$. Then

$$
S\left(\mathscr{L}_{2}\right)-S\left(\mathscr{L}_{1}\right)=s\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)+\sigma\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)
$$

where $s\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)$ has the same formula as $S\left(\mathscr{L}_{2}\right)-S\left(\mathscr{L}_{1}\right)$ except that ( $T_{i}, D_{i}$ ) is replaced by $\left(t_{i}, d_{i}\right)$ and $\sigma\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)$ is defined as the difference.

Let $\nu=\nu\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)$ denote the number of vertices in $\mathscr{R}_{21} \cup \mathscr{R}_{22}$. Then for all sufficiently large $n, s\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right) \geq B_{1} \nu$, where $B_{1}, B_{2}, \ldots$ are positive constants depending on $f$ and by (4.21),

$$
\begin{aligned}
& \left|\sigma\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)\right| \\
& \quad \leq B_{2} \sum_{i=1}^{2}\left[\nu\left\{N^{-2}\left(\tau_{i}^{2}+\left|t_{i} \tau_{i}\right|\right)+N^{-1}\left|\tau_{i}\right|\right\}+N^{-1}\left(\delta_{i}^{2}+\left|d_{i} \delta_{i}\right|\right)+\left|\delta_{i}\right|\right]
\end{aligned}
$$

where $N$ equals the total number of vertices in $\mathscr{W}$. (The assumptions in the theorem and the result of Step 1 imply that for all sufficiently large $n$ and for each pair $i, j, N_{i j}$ does not exceed a constant multiple of $N$.) Therefore, since $\left|d_{i}\right| \leq B_{3} N$ and $\nu \leq N$,

$$
\begin{aligned}
p\left(\nu_{0}\right) & \equiv P\left\{S\left(\mathscr{L}_{2}\right)-S\left(\mathscr{L}_{1}\right) \leq 0 \text { for some } \mathscr{L}_{2} \text { with } \nu\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right) \geq \nu_{0}\right\} \\
& \leq \sum_{\left(\nu_{0}\right)} \sum_{i=1}^{2}\left\{P\left(\left|\tau_{i}\right|>B_{4} N\right)+P\left(\left|\delta_{i}\right|>B_{4} \nu\right)\right\}
\end{aligned}
$$

where $\Sigma_{\left(\nu_{0}\right)}$ and $\sup _{\left(\nu_{0}\right)}$ denote, respectively, summation and supremum over all the different partitions of vertices in $\mathscr{W}$ that arise from different choices of $\mathscr{L}_{2}$ such that $\nu\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right) \geq \nu_{0}$. There are at most $N^{2}$ summands addressed by $\Sigma_{\left(\nu_{0}\right)}$ and so

$$
p\left(\nu_{0}\right) \leq 2 N^{2} \sum_{i=1}^{2} \sup _{\left(v_{0}\right)}\left\{P\left(\left|\tau_{i}\right|>B_{4} N\right)+P\left(\left|\delta_{i}\right|>B_{4} \nu\right)\right\}
$$

If $E\left|\varepsilon_{i j}\right|^{t}<\infty$, then the right-hand side equals $O\left(N^{2} \nu_{0}^{-t / 2}\right)$ :

$$
\begin{equation*}
p\left(\nu_{0}\right)=O\left(N^{2} \nu_{0}^{-t / 2}\right) \tag{4.23}
\end{equation*}
$$

Let $h$ equal a constant multiple of $n^{-\alpha / 2}$, choose

$$
t>t_{0}=4(3-\alpha) /(4-3 \alpha)
$$

and define $u=3-\left(1-\frac{1}{2} \alpha\right)^{-1}$ and $\nu_{0}$ to equal the integer part of $(n h)^{u}$. Then, by (4.23) and since $N=O\left\{(n h)^{2}\right\}$, we have, for some $\delta>0$,

$$
p\left(\nu_{0}\right)=O\left\{(n h)^{4-(t u) / 2}\right\}=O\left\{(n h)^{4-\left(t_{0} u\right) / 2} n^{-\delta}\right\}=O\left(n^{-1-\delta}\right)
$$

Since this quantity is summable in $n$, we have by (4.22) and the Borel-Cantelli lemma that

$$
\begin{array}{r}
P\left(S\left(\mathscr{L}_{2}\right)-S\left(\mathscr{L}_{1}\right)>0 \text { for all } \mathscr{L}_{2} \text { with } \nu\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right) \geq \nu_{0}\right. \\
\quad \text { and all sufficiently large } n\}=1 . \tag{4.24}
\end{array}
$$

Therefore, if $\hat{\mathscr{L}}$ minimizes $S(\cdot)$, then with probability $1 \nu\left(\mathscr{L}_{1}, \hat{\mathscr{L}}\right) \leq \nu_{0}$ for all sufficiently large $n$. Now, $D\left(\mathscr{L}_{1}, \hat{\mathscr{L}}\right) h n^{2}=O\left\{\nu\left(\mathscr{L}_{1}, \hat{\mathscr{L}}\right)\right\}$, and so

$$
D\left(\mathscr{L}_{1}, \hat{\mathscr{L}}\right)=O\left\{\left(n^{2} h\right)^{-1} \nu\left(\mathscr{L}_{1}, \hat{\mathscr{L}}\right)\right\}=O\left\{\left(n^{2} h\right)^{-1} \nu_{0}\right\}=O\left(n^{-\alpha}\right)
$$

with probability 1 . Hence, $\hat{g}(x)$ (the ordinate of the point on $\hat{\mathscr{L}}$ with abscissa $x)$ is $O\left(n^{-\alpha}\right)$ from the point on $\mathscr{L}_{1}$ with abscissa $x$. A simpler, geometric argument shows that the latter point is $O\left(h^{2}\right)=O\left(n^{-\alpha}\right)$ from $g(x)$, and so $\hat{g}(x)-g(x)=O\left(n^{-\alpha}\right)$ with probability 1 , as had to be proved.
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