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Abstract We consider two types of measure-valued branching processes on the lattice Zd. These
are on the one hand side a particle system, called branching random walk, and on the other hand
its continuous mass analogue, a system of interacting diffusions also called super random walk.
It is known that the long-term behavior differs sharply in low and high dimensions: if d ≤ 2
one gets local extinction, while, for d ≥ 3, the systems tend to a non-trivial equilibrium. Due
to Kallenberg’s criterion, local extinction goes along with clumping around a ’typical surviving
particle.’ This phenomenon is called clustering.

A detailed description of the clusters has been given for the corresponding processes on R
2 in

[28]. Klenke proved that with the right scaling the mean number of particles over certain blocks
are asymptotically jointly distributed like marginals of a system of coupled Feller diffusions,
called system of tree indexed Feller diffusions, provided that the initial intensity is appropriately
increased to counteract the local extinction. The present paper takes different remedy against the
local extinction allowing also for state-dependent branching mechanisms. Instead of increasing
the initial intensity, the systems are described under the Palm distribution. It will turn out
together with the results in [28] that the change to the Palm measure and the multiple scale
analysis commute, as t → ∞.

The method of proof is based on the fact that the tree indexed systems of the branching processes
and of the diffusions in the limit are completely characterized by all their moments. We develop
a machinery to describe the space-time moments of the superprocess effectively and explicitly.
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1 Introduction

In this paper we consider interacting branching models on the lattice Zd, where the interaction is
due to migration between the sites of Zd, and hence, linear. Their basic ergodic theory is the same
as that of a wide class of interacting processes with components indexed by Zd, by Rd , or by the
hierarchical group. On the one hand, this class includes interacting particle models, for example
the voter model (Holley and Liggett (1975) [23]), branching random walk (Kallenberg (1977)
[25], Durrett (1979) [14]), or branching Brownian motion (Fleischman (1978) [19], Gorostiza and
Wakolbinger (1991) [22]), and on the other hand, interacting diffusions, for instance the Fisher–
Wright stepping stone model (Shiga (1980) [36]), the Ornstein–Uhlenbeck process (Deuschel
(1988) [13]), or super Brownian motion (Dawson (1977) [7], Etheridge (1993) [17]). For all these
processes the long term behavior depends on whether the underlying migration is recurrent or
transient; hence it differs sharply in high and low dimensions. In high dimensions each process
has a one-parameter family of invariant measures indexed by the ’intensity’ of the system which
is preserved. In low dimensions the invariant measures are ’degenerate’, that is, steady states
are concentrated on traps - the systems cluster. For branching models this means that mass
becomes locally extinct while the surviving mass piles up at spatially rare sites.
For many models the structure of the clusters is well-studied. These models are e.g. the voter
model in Z

d, d = 1, 2, (Cox and Griffeath (1986) [6]), linearly interacting diffusions with compact
state space indexed by the hierarchical group (Dawson and Greven (1993) [9], [10], Fleischmann
and Greven (1994) [20], Dawson, Greven and Vaillancourt (1995) [12], Klenke (1996) [27]) and
interacting Brownian motions indexed by Z

d, d = 1, 2, (Kopietz (1998) [31], Klenke (2000) [30]).
The concepts of describing phenomena concerning clustering include renormalization, averaging
and rescaling.
The present paper describes the cluster formation of the branching models in the critical di-
mension, dc = 2. It has turned out that the growth rate of a cluster is determined by the Green
function of the migration kernel. In two dimensions the Green function grows very slowly,
namely on a logarithmic scale. This implies the phenomenon of diffusive clustering which means
that the clusters extend in space as t

α
2 , where α ∈ [0, 1) is a random order.

Clusters of branching models in the diffusive regime are investigated in [19], [14], Lee (1991) [32],
Dawson and Greven (1996) [11], and Klenke (1997) [28], (1998) [29]. While the first three papers
mentioned attempt to describe the rate of growth of clusters, the latter three give an insight
into the spatial profile by considering space-time respectively space renormalized systems.
The main points of our paper are twofold. First, in comparison with [28], in addition to the
spatial structure, we formulate and prove more detailed statements about how clusters evolve
in time and about the family structures in a cluster. Secondly, we exhibit how the clustering
phenomena can be studied by zooming into a cluster in a way which allows also for state-
dependent branching mechanisms. In the context of models with the branching property that
means to use techniques from the theory of infinitely divisible systems. We describe now these
two points.
First, to follow the concept of multiple space-time scaling, we have to rescale the space-time
correlation structure among n components situated at sites yi

t and observed at times si
t, i =

1, ..., n, as the system age t tends to infinity. Hence, one of our main tools is to investigate
the asymptotic behavior of space-time mixed moments. Dynkin (1989) [16] has systematized
moment formulas in terms of possible genealogical trees. We shall refine these calculations to
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cover the multiple-scale situation. Our aim will be to show that due to the diffusive clustering
regime the correlation structure reduces to the knowledge of the two by two space-time distances

di,j
t := |si

t − sj
t | ∨ ‖ yi

t − yj
t ‖2≈ t1−Ai,j

, (1.1)

where Ai,j denotes the function of scaling exponents. In order to describe with these exponents
the diffusive clustering we construct a process which we call a system of tree indexed Feller
diffusions. Since branching is naturally connected with genealogical trees or more generally
with genealogical groves, we introduce the grove indexed systems which are lurking in the back.

In the theory of measure-valued processes a treatment using a multiple scale analysis via tree
indexed diffusions can be found in the following situations: for a compact state space model in
Fleischmann and Greven (1996) [20], for Gaussian fields which allow an explicit calculation in
[31], and for super Brownian motion in [28], [29].

Secondly, branching systems, which have components in [0,∞), become extinct. This means
that ’clusters at ∞’ have a probability going to 0. In contrast to processes with components
in [0, 1] ([20]) or in (−∞,∞) ([31]), for processes with components in [0,∞) it is not possible
to find a suitable renormalization such that the renormalized components tend to a non-trivial
limit. Hence, we additionally need a trick to be able to observe a cluster.

An obvious way to focus on clusters is to condition the branching model on local non-extinction.
This approach has been chosen by Lee (1991) [32] for the corresponding particle system on R2 ,
and Dawson and Greven (1996) [11] for interacting diffusions (containing the case of branching
diffusions) with components indexed by the hierarchical group. Unfortunately, none of the
techniques used in [32] and [11] work out for the lattice. It is not even understood what here
the suitable condition for local non-extinction is.

A way out of conditioning is to blow up the initial intensity to ensure that one finds surviving
mass in a particular window in space. This is first done by Klenke ([28], [29]) for branching
models on R2 , and can be extended to the lattice. But by blowing up we observe a random
number of families in every bounded set, and we hence loose a slight amount of information on the
family structure. Moreover, the method would fail in models with state-dependent branching.

We therefore choose an other approach: instead of concentrating on a ’typical site with surviving
mass’, we rather describe the space-time picture from the perspective of a ’typical surviving
member of the population’. In translation invariant and shift ergodic situations that means
rescaling the systems under the Palm distribution. It will turn out that under the Palm measure
we are in a position to focus on a single family.

The main emphasis of this paper will, consequently, be to use the concept of size-biasing, and
make then use of the explicit calculations by exploiting the branching property. We consider
simultaneously branching particle systems and their continuous mass analogies. In particular
we rely on rescaling the closed moment hierarchy for superprocesses.

1.1 The models

We start by presenting an intuitive description of the two classes of models considered in this
paper, namely the particle model in subsection 1.1.2 and the diffusion model in subsection 1.1.3.
Finally, in subsection 1.1.4, we state how these two models are connected via a countable system
of ODE. For convenience we first recall the basic notation dealing with random measures.
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1.1.1 Basic definitions

Let (E,B(E)) be a locally compact polish space equipped with the Borel σ-algebra.

(i) A measure λ on B(E) is called (locally) finite, if λ(B) < ∞ for all (compact) sets B ∈ B(E).

(ii) We write Mf (E) (M(E)) for the class of all these measures on B(E), and Nf (E) (N (E))
for its integer (integer or infinity) valued subclass. For λ ∈ Mf (E) (Nf (E)), let ‖ λ ‖:=
λ(E).

(iii) We denote by M(E) (M+(E), M0(E)) the class of measurable functions on E (which are
non-negative, of compact support), and by C0(E) the class of continuous functions E → R

which have compact support.

(iv) M(E) is equipped with the vague topology generated by the maps λ 7→ 〈λ, f〉 :=∫
f(x)λ(dx), f ∈ C0(E). The convergence in M(E) is denoted by

vag−→. Notice that

(M(E),
vag−→) is a polish space (see e.g. Kallenberg (1983) [26]).

(v) Let M1(M(E)) (M1(Mf (E))) denote the space of all probability distributions on
B(M(E)) (B(Mf (E))). Then M1(M(E)) (M1(Mf (E))) equipped with the weak topol-
ogy is again polish. We write ⇒ for the convergence of probability measures.

(vi) A (finite) random measure Φ on E is given by its distribution law, L[Φ], i.e. a probability
measure P ∈ M1(M(E)) (P ∈ M1(Mf (E))). Its intensity measure is defined by

ΛP(B) := E [Φ(B)] , B ∈ B(E). (1.2)

(vii) A Poisson random field H(µ) with locally finite intensity measure ΛH(µ) = µ ∈ M(E) is a
random measure whose law is given by its Laplace functional: for f ∈ M+

0 (E) bounded,

E[exp−〈H(µ), f〉] = exp[−〈µ, 1 − e−f 〉]. (1.3)

We denote its distribution by POISµ.

1.1.2 Branching random walk

The basic ingredient for our processes is a time homogeneous random walk ξ = (ξt)t≥0, which
we introduce as follows: let (ξn)n∈N be a random walk in discrete-time on Zd with the transition
kernel a(x, y) := P [ξ1 = y |ξ0 = x ]. The transition probability of its continuous time version ξ
is then given by poissonizing, i.e,

at(x, y) :=
∑
n≥0

a(n)(x, y)
tne−t

n!
, (1.4)

where a(n)(·, ·) denotes the n-step transition probability. We make the following assumptions
on the discrete time kernel a(·, ·):

(i) The matrix (a(x, y))x,y∈Zd is invariant under translation in space and symmetric.
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(ii) The kernel a(·, ·) has finite second moments,∑
x∈Zd

a(0, x) ‖ x ‖2< ∞, (1.5)

where ‖ · ‖ is the maximum norm.

(iii) The covariance matrix of the one-dimensional marginals

Q :=
(
E[ ξi

1ξ
j
1 ]
)

i,j∈{1,··· ,d}
(1.6)

with respect to the distribution

P
(
(ξ1

1 , · · · , ξd
1) = x

)
= a(0, x), x ∈ Z

d, (1.7)

is assumed to be invertible, i.e., det Q 6= 0. Hence, the matrix a(·, ·) is irreducible.

In the following, the random walk ξ is referred to as the basic process.

We now define the Branching Random Walk on Zd with the lifetime parameter V (BRW) by
the following procedure:

Migration: Each particle starting from x ∈ Zd moves according to the law of ξ.

Branching: After a mean 1/V exponential life time the particle either dies or is replaced
by 2 new particles. Each case occurs with probability 1/2.

Both mechanisms occur independently for all particles, independently of each other and inde-
pendently of the initial configuration. In particular, the branching is critical in the sense that
E[K] = 1, where K is the random number of new particles. The offspring behave as K inde-
pendent copies of the one particle system started from the parent particle’s final site. In this
way, the initial particle generates a random population at time t > 0, described by an atomic
random measure ηt ∈ Nf (Zd).

We denote by (Ss,t)t≥s the transition kernels of ξ, which describes the expected position at
time t if we start in some site, say x, at time s. That is,

Ss,t[f ](x) := Eδx,s[f(ξt)], (1.8)

f ∈ Cb,0(Zd). We use the abbreviation St := S0,t, which defines a semigroup. Notice that due
to (1.4) the generator ∆RW of (St)t≥0 on Cb,0(Zd) is given by

∆RW f =
d

dt
St[f ]

∣∣
t=0

=
∑
y∈Zd

[a(·, y) − δ(·, y)]f(y). (1.9)
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1.1.3 Super random walk

The second class of models we look at occurs as diffusion limit of the particle model previously
discussed or may, alternatively, be introduced as a system of interacting diffusions constructed
via SDE’. We now give both constructions.

First we consider the short life time – high intensity limit of our particle system BRW. The
appropriate scaling is the following: consider a sequence (ηN )N≥1, where ηN is such that each
particle has mass 1

N , the life time parameter is NV , and the initial population µN ∈ Nf (Zd) is

chosen such that 1
N µN

vag→ µ, as N → ∞, for some µ ∈ Mf (Zd). Then the process ηN := (ηN
t )t≥0

converges, as N → ∞, in law to the Super Random Walk on Z
d with life time parameter V

(SRW), i.e. to a Markov process X := (Xt)t≥0 with values in Mf (Zd) and with L[X0] = δµ (see
Dawson (1993), Section 4.4 [8]).

So far, SRW is defined for finite initial configurations, µ ∈ Mf (Zd). In principle we can extend
this definition by superposing independently single ancestor processes. However, to get a decent
Markov process, we want to extend the state space to a Borel space E ⊂ M(Zd) such that E
is invariant under the dynamic. To introduce E, we impose a regularity condition on the initial
measure µ. We assume that µ ∈ lpγ , for some p ≥ 1, where lpγ is constructed as follows: choose a
positive and summable sequence {γx; x ∈ Z

d} such that for some finite constant Γ > 1,∑
x∈Zd

γx a(x, y) ≤ Γγy ∀ y ∈ Z
d. (1.10)

For instance,
γx :=

∑
n≥0

Γ−n
∑
y∈Zd

a(n)(x, y)βy (1.11)

with a positive and summable sequence {βx; x ∈ Zd}. Then we set

lpγ := {µ ∈ M(Zd) :
∑
x∈Zd

γxµ({x})p < ∞}. (1.12)

For L[X0] = δµ ∈ lpγ we define X as the increasing limit of (Xn)n≥1 with finite initial states
µn ↑ µ, as n → ∞. It then turns out that for any t > 0, Xt acquires values in lpγ ⊂ M(Zd) a.s.
The same construction guarantees that ηt ∈ lpγ ⊂ N (Zd) for any t > 0 a.s. iff η0 ∈ lpγ . The state
space lpγ was first introduced in the context of particle systems by Liggett and Spitzer (1981)
[33].

Due to the construction, the law of SRW is infinitely divisible, a fact which justifies to call X a
superprocess. To obtain an infinitely divisible law also for the particle model, choose the initial
configuration Φ =

∑
δxk

random with a Poisson distribution (compare with (1.3)).

We now come to the second description of the system given by the SRW dynamic. For µ ∈ l1γ ,
the infinite system

χ(t) := {χx(t) := Xt({x}); x ∈ Z
d } (1.13)

is known as Interacting Feller Diffusions (IFD). A version is given by the unique strong solution
of the system of stochastic differential equations:
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dχx(t) =
∑
y∈Zd

[a(x, y) − δ(x, y)]χy(t)dt +
√

g(χx(t))dwx(t), x ∈ Z
d,

x(0) = µ.

Here the diffusion coefficient is g(x) := V x, and {wx(t); x ∈ Zd } is a collection of independent
Brownian motions on the real line.

We know from Shiga (1992) [37] that IFD is strongly Markovian, and its infinitesimal generator
G is given by

Gf =
∑
x∈Zd

∑
y∈Zd

[a(x, y) − δ(x, y)]χy

 ∂f

∂χx
+

V

2

∑
x∈Zd

χx
∂2f

∂χ2
x

, (1.14)

for f ∈ C2
0 (l1γ), and with this generator G, in a third approach, the IFD can be constructed via

semigroups.

IFD is a special case of the interacting diffusions considered in Cox, Greven, and Shiga (1994)
[5], and in Cox, Fleischmann and Greven (1994) [3].

1.1.4 Analytical connection between BRW and SRW

Both classes of models just defined are connected in the sense that their laws are ruled by the
same dual process, which is deterministic and given by a countable system of ODE. This system
describes the Laplace transforms of ηt and Xt. It is, therefore, the discrete space analogue of
the PDE known from Branching Brownian Motion (BBM) and Super Brownian Motion (SBM)
on R

d , respectively. Namely, for test functions f ∈ M+
0 (Zd), and s ≥ 0, let t 7→ us

· (t; f) ∈ l1γ
be non-negative solutions of the reaction diffusion equation

d

dt
us(t; f) = ∆RW us(t; f) − V

2
(us(t; f))2 (1.15)

with the initial condition
us
· (s; f) = f. (1.16)

Unlike for SBM on Rd , where in the reaction diffusion equation the generator ∆RW is replaced by
the one-half Laplacian operator, 1

2∆, on the lattice no explicit sub- or super-solutions for (1.15)
in terms of a general kernel a(i, j), can be constructed. A simple renewal argument for BRW
and the construction of SRW as short life-time–high-density limit show that for f ∈ M+

0 (Zd)
solutions of (1.15) are given by

Eδx,s[exp−〈 ηt, f 〉] = 1 − us
x(t; 1 − e−f )

Eδx,s[exp−〈Xt, f 〉] = exp[−us
x(t; f)].

(1.17)

For this reason, (1.15) is often referred to as log-Laplace equation of the process X.

Applying (1.9), (1.15) can be rewritten as integral equation

us(t; f) +
V

2

∫ t

s
St′,t[(us(t′; f))2] dt′ = Ss,t[f ]. (1.18)
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Recall that, for each m ∈ M(Zd), η started with POISm and X started with δm are infinitely
divisible (without any deterministic or normal contributions), i.e., there exist uniquely deter-
mined measures QBRW

t := QBRW,m
t on N (Zd) and QSRW

t := QSRW,m
t on M(Zd), respectively,

called the canonical measures, such that

EPOISm [exp−〈 ηt, f 〉] = exp[−
∫
N (Zd)

(1 − e〈µ,f〉)QBRW
t [dµ]]

Em[exp−〈Xt, f 〉] = exp[−
∫
M(Zd)

(1 − e〈µ̃,f〉)QSRW
t [dµ̃]].

(1.19)

Observe that by the branching property we have a desintegration formula, i.e.,

Q·RW,m
t [dµ] = 〈m,Q·RW

t [·,dµ]〉, (1.20)

where Q·RW
t denotes the canonical measure of either ηt or Xt.

Recall that since a particle is non-divisible,

QBRW
t [x, · ] = Pδx [ηt ∈ · ]. (1.21)

Moreover, we derive from (1.17) that the particle model is embedded in the continuous mass
model via Poissonizing, i.e., in terms of canonical measures the following holds:

QBRW
t [·,dµ] =

∫
M(Zd)

POIS µ̃[dµ]QSRW
t [·,dµ̃]. (1.22)

1.2 Basic ergodic theory

If we start the branching processes in a finite measure it is easy to see that the total mass tends to
0. However, as described in (1.10) to (1.12), we have used these finite mass processes to construct
processes started from certain infinite measures. The question of the long-time behavior is
then a more interesting one because it depends on the relative strength of the two competing
mechanisms: branching and spatial migration. In low dimensions branching dominates while
in higher dimensions the migration does. This dichotomy goes back to two papers which have
become ’classics’: Dawson (1977) [7] dealing with SBM, and Kallenberg (1977) [25] dealing with
a time-discrete branching particle model. Both papers yield the same result which can be stated
as a ’metatheorem’: a recurrent particle/mass (symmetrized) migration goes along with local
extinction while a (symmetrized) transient migration allows the construction of a non-trivial
equilibrium with finite mass. However, the techniques used in these papers are quite different:
the first one uses analytic and the second probabilistic techniques.

Dawson analyzed the log-Laplace equation (1.18) (then using characteristic functions instead of
Laplace transforms). In the transient case, he constructs a non-trivial equilibrium from a series
solution of (1.18). In establishing convergence he obtains upper bounds on the rate of growth
of its coefficients. This approach can be transfered to yield an elementary proof for SRW. For a
wide class of measure-valued branching processes with recurrent migration, including SRW, this
idea is further pursued in Etheridge (1993) [17] by stating lower bounds of the rate of growth
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of second order terms. While in the recurrent case Dawson used the precise knowledge of the
transition density of BM, Etheridge’s estimates lead to a proof of local-extinction also for SRW.

Kallenberg’s main criterion is that local extinction appears iff the locally size-biased population
in a bounded set (or in a lattice site) converges to infinity almost surely as time tends to infinity,
i.e., local extinction goes along with clumping around a ’typical surviving particle’. Moreover,
he presents the method of backward trees which describe the genealogy of a randomly sampled
particle of generation n, and which allows the Palm distribution of the n-th generation to be
computed. In Gorostiza and Wakolbinger (1991) [22] this method is extended to a class of
continuous-time branching particle models containing BBM on R

d . This again extends to a
proof for BRW.

A direct approach to BRW can be found in Durrett (1979) [14]. The proofs of Durrett’s results
are based on a very similar criterion by Liemant (see Matthes (1972) [34], Theorem 4.3) to the
effect that a necessary and sufficient condition for local extinction is that the expected number
of particles at time 0 which have offspring in some bounded region at time t tends to 0, as
t → ∞.

For a more detailed review of the classical theorem we introduce a notation. Recall that a random
measure is said to be translation invariant if its probability law is spatially homogeneous. The
intensity measure of a translation invariant random measure is spatially homogeneous and hence
a constant, θ, times the counting measure, λ. θ is called the intensity.

A random measure on Zd with law P is said to possess an asymptotic intensity function if there
is a function γ : M(Zd) → R+ such that∫

M(Zd)

∣∣∣∣m(Bn)
#Bn

− γ(m)
∣∣∣∣ P(dm)−→

n→∞
0, (1.23)

where Bn := [−n, n]d ∩ Z
d.

To obtain a common theorem for both models, we use the following convention:

• In a statement which applies to both models, i.e. to the particle as well as to the diffusion
model, let Xt denote either BRW or SRW.

• Fix θ ∈ [0,∞), then the initial law, Ψ(θ) := L[X0], is assumed to be

Ψ(θ) :=
{ POISθλ for BRW

δθλ for SRW
, (1.24)

where POISθλ is the Poisson distribution with intensity measure θλ (recall (1.3)), and λ
denotes the counting measure on Zd.

The following statements are taken from the above mentioned papers.

Theorem 0 (Basic ergodic theory)

(a) The transient case. Assume a(x, y) is transient.

(i) Fix θ ∈ [0,∞). Then the weak limit

Pθ := w- lim
t→∞LΨ(θ)[Xt] (1.25)
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exists, and is spatially homogeneous. The parameter θ corresponds to the preserved
intensity.

(ii) For θ ∈ [0,∞), there is exactly one spatially homogeneous and ergodic probability
law with intensity θ. Moreover, for all translation invariant initial states, Φθ, with
intensity θ the following holds:

LΦθ [Xt]=⇒
t→∞

Pθ. (1.26)

By the branching property the family {Pθ}θ≥0 forms a semigroup in the parameter θ.
That is, Pθ1+θ2 = Pθ1 ∗Pθ2 .

(iii) If Φ is a random measure with law R and asymptotic intensity function γ, which
satisfies

∫
γ(m)R(dm) < ∞, then

LΦ[Xt]=⇒
t→∞

∫
M(Zd)

Pγ(m) R(dm). (1.27)

Hence, the set of extreme points of spatially homogeneous and ergodic probability laws
with finite intensity is exactly {Pθ}θ≥0.

(b) The recurrent case. Assume a(x, y) is recurrent.

If Φ is a random measure with law R and with asymptotic intensity function γ, which
satisfies

∫
γ(m)R(dm) < ∞, then

LΦ[Xt]=⇒
t→∞

δ0, (1.28)

where 0 denotes the zero measure on Zd.

Remark. Notice furthermore that a completely different approach to SRW appears in the
context of interacting diffusions (recall (1.14)). Cox and Greven (1994) as well as Cox, Fleis-
chmann and Greven (1995) consider in [4] and [3] the case where the diffusion coefficient is
locally Lipschitz and such that g : [0, 1] → [0, 1], and g(0) = g(1) = 0.

In the transient case, [4] yields the same results as stated above. The main tool is a successful
coupling. Since it is easy to check that the second moments are bounded as long as

lim sup
|x|→∞

g(|x|)
|x| < ∞, (1.29)

this coupling argument extends to all diffusion coefficients fulfilling (1.29), i.e. in particular to
g(x) = x. (see Shiga (1992) [37]).

In the recurrent case, [4] establishes the analogue to (1.28), that is, convergence to (1−θ)δ0+θδ1,
where θ is the initial intensity. Starting from the result for Fisher-Wright diffusions (IFW), that
is, g(x) =

√
x(1 − x), obtained by a duality of IFW to delayed coalescing RW, the main tool is

comparison with IFW. Based on the intuition that a larger diffusion leads to a process whose
distribution is more ’dispersed’, [3] gives a general comparison argument for the expectations of
some functionals. This generalizes to (1.28) for all diffusion coefficients such that g : [0,∞) →
[0,∞) fulfilling (1.29). 2
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2 Cluster formation in two dimensions

Part (b) of Theorem 0 states that in low dimensions Xt goes to local extinction. On the other
hand, mass piles up at spatially rare sites. We call this phenomenon clustering. It contains
the observation that for large times locally all components Xt({x}) agree, which means that the
components either are extinct or grow to infinity (the latter occuring certainly with a probability
going to zero, but being interesting to be investigated).

Concerning the structure and the genealogy of an non-empty cluster there are a number of
obvious questions:

• What is the height of a cluster, i.e., at what rate does a not yet extinct component grow?

• How fast does a cluster of surviving components expand spatially, i.e., at what spatial
rates do clusters of components remain correlated, which actually means dependent, even
as t → ∞? Since the correlation can be seen as relying on common ancestry only, rescaling
the correlation structure describes, therefore, the genealogy of a cluster by giving insight
into the family structure.

• How old is a cluster, i.e., how far back in time reaches the correlation structure among
components of a cluster compared with the age of the system?

Before we answer these questions we first need to discuss the different approaches mentioned in
the introduction in order to be able to deal with clustering in branching models, namely how do
we ensure that we really observe a ’non-empty’ cluster.

In Lee’s approach ([32]) BBM on R2 are conditioned on at least one surviving particle in a finite
set. There is more than one reason not to follow this idea in the context of BRW or SRW, that
is, in a discrete space situation. All are of a technical nature. On the one hand, Lee studied sub-
and super-solutions of the partial differential equation for the log-Laplace functional (similar to
(1.15)). This method makes use of the scaling property of Brownian motion. Therefore it is
not clear how to transfer this to BRW where the log-Laplace functional is given by a harder-to-
handle difference equation (1.15). On the other hand, in the continuous mass situation it is not
clear what local non-extinction could mean. Dawson and Greven ([11]) condition interacting
branching diffusions with components indexed by the hierarchical group on the event that one
of the components has mass at least ε > 0. To do so, they study the interaction chain, but the
construction of that tool makes use of a hierarchical mean field limit. Hence the hierarchical
structure is rather important and a similar renormalization approach still has to be constructed
for the two-dimensional lattice. Besides the lack of a suitable tool for conditioning on local
non-extinction on the lattice, it is still not clear what the right condition on the lattice should
be.

So Klenke ([28], [29]) came up with a trick which avoids conditioning. He investigated BBM
on R2 and the respective superprocess starting with more and more densely populated initial
configurations. This serves to obtain a non-trivial limiting probability of non-extinction. His
method works also for the lattice, but we would observe by that a random number of families
in each bounded set. Instead we rather prefer to observe one typical family only.

We therefore introduce another concept working for systems going to extinction, and which is in
the context of branching systems really tailored for explicit calculations. The idea is to describe
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the process seen from a ’typical surviving particle’ at given time t, which automatically places
the observer in a non-empty cluster. Mathematically, in translation invariant and shift ergodic
systems this amounts to a local change of the law of Xt, that is, the law of Xt, size-biased with
one of its components.

To explain this, let X be a random variable taking values in some arbitrary space with distri-
bution P, say, and let h(X) be a non-negative measurable functional of X with E[h(X)] < ∞.
Then the distribution of X, size-biased with h(X), is given by

(P)h[du] :=
h(u)

E[h(X)]
P[du]. (2.1)

More generally, the distribution of the random variable F (X), size-biased with h(X), is the
distribution of F under (P)h.

If X is a random measure on a discrete space E, say, and one puts, for a fixed x ∈ E, h(X) :=
X({x}), then (P)x := (P)h coincides with the notion of the Palm distribution.

Definition 1 (Family of Palm distributions)

Let E be locally compact, polish, and X be a random measure on (E,B(E)) with law P
and locally finite intensity measure ΛP. The associated Palm distributions are a family
{(P)x}x∈E of distributions on M(E) obeying

E [〈X, f〉g(X)] =
∫

E
f(x)

∫
M(E)

g(Φ)(P)x[dΦ]ΛP[dx], (2.2)

for all measurable and bounded f : E → R+ , g : M(E) → R+ .

Remark. Assume that the law of X is a translation invariant and shift ergodic atomic random
measure. Let each atom represent a particle in a random configuration. Notice then the following
interpretation of the Palm distribution: take a very large block in E, and sample one particle
from the block. Record the site, say x ∈ E, it is taken from, and shift X by −x. Then (P)x is
the weak limit of the distribution of the resulting measures, as the blocks appoximate E. 2

Notice that the nice point about this concept is that branching systems are infinitely divis-
ible, and the Palm measure of their canonical measures possesses a nice representation as a
genealogical tree (see Kallenberg (1977) [25], Chauvin, Rouault and Wakolbinger (1991) [2], and
Gorostiza, Roelly and Wakolbinger (1992) [21]), i.e. (here formulated for the superprocess and
in terms of a heuristic only), for each x ∈ Zd,

(QSRW,λ
t )x = L

[∫ t

0
X

s,V ds δξ̄x
s

s

]
, (2.3)

where {(Xs,µ
t )t≥0; s ≥ 0, µ ∈ Mf (Zd)} is a family of independent SRW starting with µ, and

ξ̄x := (ξ̄x
t )t≥0 is a RW with kernel āt(x, 0) := a(0, x). We would like to point out that we

integrate the right hand side of (2.3) with respect to the increasing process which is given due
the monotonicity in the initial measure.

Example. Let us illustrate the above definition by the examples which are relevant for our
results. Fix a non-empty finite ordered set T , and a time-vector t := (te; e ∈ T ) ∈ [0,∞)T . We
choose E := T × Zd, and consider the random variable X := (Xte ; e ∈ T ).
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(i) For a fixed (e, x) ∈ T ×Z
d, we use

(P)(e,x) (2.4)

as a shorthand notation for the law of X, size-biased with Xte({x}).
If T = {e}, we abbreviate

(P)x := (P)(e,x). (2.5)

(ii) In particular, if X0(Zd) < ∞, a.s., for a given e0 ∈ T , we use

(P)e0
(2.6)

as a shorthand notation for the law of (Xte(Zd); e ∈ T ), size-biased with Xte0 (Zd). 2

In this paper we specifically investigate the questions stated above for the critical dimension
d = 2. We are going to rescale the process under the Palm distribution which as it turns out
means that we rescale the genealogy of the relatives of a sampled particle. The specific point
about the critical dimension as we see later is then that due to diffusive clustering all populations
are growing on the same scale. The latter relies mainly on the fact that the sampled particle’s
relatives are the superposition of different aged family clans.

From now on let d = 2.

2.1 Spatial scaling (Theorem 1)

The main aim of this subsection is to answer the questions about the cluster’s height and its
spatial shape. The analysis of the space-time picture is dealt with in the next subsection.

We now start to renormalize. The precise statement for BRW, η, goes back to Durrett (1979)
[14]. Recall Ψ(·) from (1.24), and the covariance matrix Q from (1.6). For ε > 0, A ⊂ Z2

bounded,

lim
t→∞

V
2 log t

4π
√

detQ
PΨ(1)

(
4π

√
det Q

V
2 log t

ηt(A)
#A

≥ ε

)
= #A exp[−ε]. (2.7)

Roughly speaking, (2.7) states that with probability of the order 1/ log t we see Z log t surviving
particles, where Z is mean 1 exponentially distributed.

In this subsection we state a similar result for SRW, which simultaneously gives more insight
into the origin of the exponential law on the right hand side of (2.7), and hence, a better image
of the spatial structure of the growth. To do this, we start by introducing the first two concepts
to describe phenomena concerning clustering.

Renormalizing. The first step is to renormalize our processes by the growth rate of a surviving
mass at a particular site, i.e., at time t > 1 we set

X̂t := (At)
−1 Xt, (2.8)

where
At :=

V/2
4π

√
detQ

log t. (2.9)
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Block averaging. Secondly, in order to get the spatial structure into view, we analyze the
clustering from the point of view of averaging over large blocks: for α ∈ [0, 1], x ∈ R

2 and t ≥ 1,
we define the α-block mean by

B(x,t), α := t−α Xt (Lα
t + [x]) , (2.10)

where the space block is given by

Lα
t := [−1

2
(t

α
2 − 1),

1
2
(t

α
2 − 1)]2 ∩ Z

2. (2.11)

If we obtain a common statement for both models, we use script letters, i.e., we reach again the
following agreement,

B(x,t), α := t−α Xt (Lα
t + [x]) , (2.12)

and analogously for the scaled versions,

B̂(x,t), α := t−α X̂t (Lα
t + [x]) . (2.13)

Notice that this includes the case without spatial averaging, i.e., the above setting guarantees
that

B(x,t), 0 = Xt({[x]}). (2.14)

In order to analyze the object just introduced we need two new ingredients which we now present.
These are the diffusions which are related to non-spatial branching.

Feller diffusion Z. Let Z := (Zt)t≥0 denote the Feller diffusion (FD), i.e., Z is Markovian and
has ’generator’:

V

2
x

d2

dx2
. (2.15)

Notice that the law of FD is infinitely divisible, and for each λ ∈ R+ ,

E
θ [exp[−λZt]] = exp[− θλ

1 + λt V/2
]

= exp
[
−θ

∫ ∞
0

(1 − e−λx)(t V/2)−2 exp[− x

t V/2
]
]

dx,

(2.16)

and hence,
QFD

t [dx] = (t V/2)−2 exp[− x

t V/2
] dx (2.17)

is the uniquely determined canonical measure.

Size-biased Feller diffusion Y . In order to introduce a size-biased version of Z, recall that it
is known from Theorem 1 in Roelly-Coppoletta and Rouault (1989) [35] that the processes

{Zt|Zs 6= 0 ∀ s ∈ [0, T ]} (2.18)

converges in distribution, as T → ∞, to a process, Y := (Yt)t≥0, whose distribution is charac-
terized by

E
θ [F (Yt)] =

1
θ
E

θ [Zt F (Zt)], (2.19)
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F ∈ Cb(R+). Y is therefore referred to as the size-biased FD, and we let (Pθ) := Lθ[Yt].

Furthermore, by the (Pθ)-martingale problem formulated in Theorem 2 in [35], it turns out that
Y is FD with immigration, i.e., a diffusion with ’generator’

V
d

dx
+

V

2
x

d2

dx2
, (2.20)

i.e., we have the following ’cluster decomposition’:

L0[Yt] = L
[∫ t

0
Zγ,V dγ

γ

]
, (2.21)

where {(Zγ,x
t )t≥0; γ ≥ 0, x ∈ R

+} is a family of independent FD (indexed by γ) starting with
initial mass x.

Thus, the law, (P0), of Y started in 0 is non-trivial, and coincides with the Palm canonical
measure of FD, i.e.,

P
0[Yt ∈ dx] =

(
QFD

t

‖ QFD
t ‖

)
[dx] =

x

(t V/2)2
exp[− x

t V/2
] dx. (2.22)

Before we state a limit law of the type (2.7), notice that by Lemma 10.6 in [26],(
Pθ

t

)
x

= Pθ
t ∗
(
Q·RW,θλ

t

)
x
, (2.23)

where
Pθ

t := LΨ(θ)[Xt], (2.24)

and Q·RW
t is the canonical measure of X started in Ψ(1). Since by Theorem 0, under Pθ

t , Xt tends
to extinction, the probability to observe more than one family goes to zero, as t → ∞, and the
following theorem states that the suitably rescaled genealogy of the observed family described
in terms of Kallenberg’s backward tree, converges to a limiting genealogy in distribution, i.e.,

L
[
A−1

t

∫ t

0

1
tα

X
s,V dsδξ̄x

s
s (Lα

t )
]

=⇒
t→∞

L
[∫ 1−α

0
Zγ,V dγ

γ

]
, (2.25)

(recall (2.3) and (2.21)).

Recall from (1.24) the initial law, Ψ(θ), from (2.5) the notation of the Palm distribution, (P)y,
and from (2.20) the definition of the size-biased FD, Y .

Theorem 1 (One space scale)

(a) For every ε > 0,

lim
t→∞At Pθ

t [B̂(0,t), α ≥ ε] = lim
t→∞ At P

θ(At)−1
[Z1−α ≥ ε] = θ

QFD
1−α

‖ QFD
1−α ‖ [[ε,∞)] . (2.26)
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(b) For each θ > 0, y ∈ Z
2, and α ∈ [0, 1),

(Pθ
t )0[B̂(y,t), α ∈ · ]=⇒

t→∞
P

0[Y1−α ∈ · ]. (2.27)

Remark. First notice that for α = 0, the limit law in (2.27) describes the growth of one
component, and is exactly the statement (2.7), and corresponds to Theorem 4.1 in Fleischman
(1978) [19] stated for BBM.

(2.26) is the starting point for different approaches in describing the clusters, and yielding
different branching diffusions Z and Y in the limit which are related via size-biasing. On the
one hand side, by Theorem 2 in Klenke (1997) [28],

PθAt
t [B̂(0,t),α ∈ · ]=⇒

t→∞
P

θ[Z1−α ∈ · ], (2.28)

while on the other side, we obtain (2.27). In particular, part (b) tells us that size-biasing and
rescaling ’commute’.

Notice that, since under (Pθ
t )0 we observe one typical family only, the right hand side of (2.27)

does not depend on θ, of course. Hence, summarizing both approaches, together with (2.23),
one expects that

(PθAt
t )0[B̂(0,t),α ∈ · ]=⇒

t→∞
P

θ[Y1−α ∈ · ]. (2.29)

Moreover, (2.26) suggests indeed a further type of result which is stated in the Theorems 5(a) and
5(b) in Dawson and Greven (1996) [11], where SRW on the hierarchical group are conditioned to
have components with values at least ε > 0. In this context, a third branching diffusion appears
in the limit, which is now time-inhomogeneous, and its distribution is given by that of a Feller
diffusion, Z, conditioned on surviving until the unit time.

We have learned from the genealogical tree that the mass observed from a randomly sampled
particle, called ego, is the superposition of the different family clans which have branched off
ego’s ancestral line. Let now α ∈ (0, 1). Since the total mass of a family which branched off at
time t − tα

′
, α′ ∈ [0, α), is of smaller order than tα, the family clans younger than tα do not

have any effect on the density of ego’s relatives in a block of side length tα. The fact that the
latter phenomenon translates in the limit to a cut of the domain of integration of the limiting
genealogical tree indicates that the offspring of each family clan which branched off at time
t− tγ , γ ∈ (α, 1), and lives at time t in a block of side length tα is at time t uniformly distributed
on that block. In a suitable block ego sees therefore all sites growing on the same scale. 2

2.2 Multiple space-time scaling (Proposition 1 and Theorem 2)

Our next goal is to give a more detailed description of the space-time picture of cluster for-
mation via multiple space-time scales. That means, we describe the common law of surviving
masses/particles which are simultaneously located at spatially rescaled sites and observed at
rescaled times. In order to explain the suitable scales, we need to introduce an object which
contains all information about a cluster’s genealogy. Having the particle picture in mind, a
positive correlation between two components observed at different times is due to a common
ancestor. The historical paths of two particles coincide, hence, up to the death of the most
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recent common ancestor and their increments are independent of each other afterwards. We
expect therefore the rescaling analysis to be described via genealogical trees.

To define these we proceed in several steps: (i) we start by defining a binary tree as a special
graph without any loops. (ii) We label the tree’s vertices by a function which reflects the
exponents of the rescaled degrees of kinship of each pair of two individuals, and (iii) we choose
space-time scales associated with this labeled tree. (iv) Based on the described genealogy, in a
final step we introduce the limiting objects.

(i) Binary tree T. A binary tree T is a finite set of words consisting of finitely many letters
of the alphabet {1, 2} with the following compatibility conditions (see Figure 1(a)):

• ∅ ∈ T,

• for all m ∈ N
+ and for all e2, ..., em ∈ {1, 2}, if (1, e2, ..., em) belongs to T, then, for all

1 ≤ k ≤ m, (1, e2, ..., ek), also does.

• for all m ∈ N
+ , if (e1, ..., em−1, 2) belongs to T, then (e1, ..., em−1, 1) also does.

We root the tree by ∅ and call the exit vertices, T+, the leaves, i.e., all words which are not the
beginning of a longer word in T. For e = (e1, ..., em) and f = (f1, ..., fn), the degree of kinship
is given by

r :=

{
max{k : (e1, ..., ek) = (f1, ..., fk)} e, f 6= ∅

0 else
. (2.30)

We then define the minimum e ∧T f as the maximal common beginning of e and f , i.e.

e ∧T f :=
{

(e1, ..., er) if r > 0
∅ else

. (2.31)

If there are no other trees around, we abbreviate e ∧T f with e ∧ f .

Notice that with ” ∧ ” a partial order relation on T is given in natural way: e ≤ f iff e = e ∧ f .

(ii) Space of scaling exponents (T,A). Fix a tree T, and consider an increasing map on the
vertices of the tree

A : T → [0, 1], A(∅) = 0, (2.32)

which generates the collection of scaling exponents. The tuple (T,A) is then called the space of
scaling exponents (see Figure 1(b)).

s ∅

��
s (1)
@@s(1, 1)
��

s (1, 2)
@@s

s

(1, 2, 1) s (1, 2, 2)

Figure 1. (a) Diagram of the tree T = {∅, (1), (1, 1), (1, 2), (1, 2, 1), (1, 2, 2)}
(b) Same tree combined with a scaling function

s 0

��
s 0.1
@@s0.2
��

s 0.3
@@s

s

0.3 s 0.5
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(iii) Multiple space-time scaling. In order to describe the structure of the complete space-
time process, in particular the parts where survival is observed, in addition to renormalizing
and block-averaging (compare (2.8) and (2.10)) there is a third concept in discussing clustering
phenomena, which is called the multiple space-time scale analysis.

With each space of scaling exponents, (T, A), we can associate a corresponding multiple space-
time scale. Namely, given (T, A), a family of sequences of space-time points Rt ∈

(
R2 × R

)T+

Rt := { re+

t := (ye+

t , se+

t ); e+ ∈ T+ } (2.33)

is said to be on a (T, A)-scale iff for all e+, f+ ∈ T+, the following two conditions hold:

lim
t→∞

log
(
1∨ ‖ ye+

t − yf+

t ‖2 ∨ |se+

t − sf+

t |
)

log t
= 1 − A(e+ ∧ f+), e+ 6= f+.

lim
t→∞

log se+

t

log t
= 1.

(2.34)

Recall the definition of α-block means B(·,·),α from (2.13). We are now interested in the joint
distribution of several of these objects, i.e., we need to investigate the asymptotics of

L[B̂Rt, α] := L
[(

B̂re+

t ,α; e+ ∈ T+

)]
. (2.35)

We expect the genealogies of the limiting objects being the limits of the genealogies corresponding
to (B̂re+

t ,α; e+ ∈ T+), and hence being associated with the same space of scaling exponents. The
candidates for these objects are the so called tree indexed diffusions, which we introduce next.
They will describe different aged subfamilies, and play a role similar to that of Kallenberg’s
backward tree.

(iv) T-indexed diffusion Z(T,A) and Y(e+
0 ), (T,A). Fix a space of scaling exponents (T, A).

The (T, A)-indexed Feller diffusion (TI-FD)

Z := {Ze
t ; e ∈ T }t≥0 (2.36)

is a diffusion on RT with the following dynamic: two branches Zei , i = 1, 2,

- are FD starting in the same value at time t = 0,

- run together until A(e1 ∧ e2),

- and after that time their increments run independently of each other.

We abbreviate
Z(T,A) := {Ze+

A(e+)}e+∈T+ . (2.37)

Analogously we define for a given leaf, e+
0 ∈ T+, the (T, A)-indexed Feller diffusion with size-

biased trunk e+
0 .

Y(e+
0 ) := {Y

(e+
0 ),e

t ; e ∈ T }t≥0 (2.38)
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is a diffusion on RT with the dynamics: the trunk {Y (e+
0 ),e; e ≤ e+

0 } is size-biased FD, but for
e1, e2 6≤ e+

0 , two branches Y (e+
0 ),ei , i = 1, 2, evolve as follows:

- they are FD starting in Y
(e+

0 ),e+
0

A(e+
0 ∧e1∧e2)

at time t = A(e+
0 ∧ e1 ∧ e2),

- run together until A(e1 ∧ e2),

- and after that time their increments run independently of each other and of the trunk.

We again abbreviate

Y(e+
0 ),(T,A) := {Y (e+

0 ),e+

A(e+)
}e+∈T+ . (2.39)

The name of Y is justified by the following property: recall from (2.6) the notation of the Palm
distributions, (P)e.

Proposition 1 (Family of Palm distributions of tree indexed FD)

Fix θ > 0, and let
P

θ := Lθ[Z(T,A)]. (2.40)

(a) Then the family of its Palm distributions, {(P)e+
0
}e+

0 ∈T+ , equals that of TI-FD with size-
biased trunks e+

0 ∈ T+, i.e., for each e+
0 ∈ T+,(

P
θ
)

e+
0

= Lθ[Y(e+
0 ), (T,A)]. (2.41)

(b) P
θ is infinitely divisible, and the family of Palm distributions of its canonical measure,

(Q(T,A))e+
0
, is equal to L0[Y(e+

0 ), (T,A)].

Before we state the next theorem we want to give a motivation. Assume for the moment that
α = 0, and recall from Theorem 1 that the e+

0 -th marginal in (2.35) equals in law P0[Y1 ∈ · ].
Each other component, say B̂(yt

γ
2 ,t±tβ),0, e+ 6= e+

0 , measures ego’s relatives which live at time tβ

before or after ego in a spatial distance of order t
γ
2 to ego. Then it is clear from the central limit

theorem for the underlying motion that the contributions to B̂(yt
γ
2 ,t±tβ),0 came only from those

family clans which branched off at least a time tγ∨β before. Moreover, after the splitting time
both components evolve independently from each other, but in comparison with ego’s ancestral
line, afterwards there is no mass immigrating from the family clans anymore.

If we then look at the block means rather than the single sites, we once more observe that
no family clan younger than tα contributes to the densities. In fact, we expect the limiting
genealogical tree to be cut at time 1 − α.

We are now able to state the result about a cluster’s space-time structure, as t → ∞. Recall
from (1.24) the initial law, Ψ(θ), and from (2.4) the notation of the Palm distribution, (P)(e,y).

Fix a space of scaling exponents (T, A), a leaf e+
0 ∈ T+, and a block length exponent α ∈ [0, 1].
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Theorem 2 (Multiple scaling)

Let Rt := { (ye+

t , se+

t ); e+ ∈ T+ } be on a (T, A)-scale. If

Pθ
t := LΨ(θ)[(X

se+
t

; e+ ∈ T+)], (2.42)

then the following holds as t → ∞:

(Pθ
t )

(e+
0 , y

e+0
t )

[B̂Rt, α ∈ · ]=⇒
t→∞

P
0[Y(e+

0 ), (T,A∧(1−α)) ∈ · ]. (2.43)

Remark. Let us discuss the clustering phenomena described by Theorem 2.

[α = 0].

Look first at the spatial aspect of our theorem. For a fixed t ≡ st, (2.43) is associated
with the statement of Theorem 2 in Klenke (1997) [28] for SBM/BBM on R2 . Since
Klenke blows up the initial state instead of changing to the Palm measure, he obtains a
(T, A)-indexed system of FD, Z(T,A), in the limit.

[α ∈ [0, 1)].

By Corollary 1, stated in the very end of section 4, (2.43) is still true if we replace the

sequence of centers (ye+
0

t ) by any sequence yt ∈ Lα
t + [ye+

0
t ]. As a consequence, since X is

translation invariant, size-biasing with the mass at one single site (the center of the block)
has asymptotically the same effect as size-biasing with a whole block mean. This confirms
that under ego’s perspective all sites grow on the same scale in a suitable block.

(2.43) simply asserts convergence for a given α ∈ [0, 1). It is an open problem to show
that (2.43) actually holds in the sense of weak convergence on path space, but having the
genealogical representation at hand, there is little doubt that indeed weak convergence
takes place. We defer this question to further study. 2

Obviously Theorem 1 and Theorem 2 make resolutely use of the fact that rescaling the branching
model under the Palm distribution is the same as rescaling the relatives of a ’typically sampled’
particle. Hence, whatever contributes to the densities of two different components has a common
history up to some time, and has increments evolving independent of each other afterwards.
While of course the common ancestral line is responsible for the common history, there is more
than one interpretation for the independent increments. So far we have had in mind the one
which is due to the branching mechanism of the model.

But it is also possible that it comes not from one branching model but from a collection of
branching models with the exploited property, i.e., each two of them run together for a certain
time and have independent increments afterwards. The latter appears for instance in two-level
branching models in which the branching concerns not only an individual level, but moreover
it is allowed that a group of individuals may be reproduced or disappear. Since the proof of
the theorems are not influenced by what the independent parts are due to, we will state with
Theorem 2(’) a generalization of Theorem 2 in Proposition 3.1.
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2.3 Outline of the strategy for the proof

We close this section by outlining the strategy for the proofs of our results, which determines
the structure of the rest of this paper.

First, section 3 is devoted to a systematic introduction to the representation of the moment
formulae for SRW by applying the underlying genealogical structure. It will turn out that
the objects these formulae are based on are systems of random walks which are indexed by
the possible genealogical groves. That suggests that instead of rescaling functionals of a single
branching process we rather have to deal with systems of branching models which are itself
indexed by a grove. The latter requires an extension of Theorem 2, and will be stated in
Theorem 2(’) in subsection 3.1. From there we derive the corresponding moment formulae in
subsection 3.2. Finally we prove the representation of the size-biased grove indexed FD which
was given in Proposition 1 in subsection 3.3.

Section 4 is devoted to the asymptotic behavior of the moments of a tree indexed system of
random walks, for which according to the techniques of section 3 the moment formula for tree
indexed SRW is the key. The calculations in section 4 are therefore crucial for the proof of our
results for SRW.

Finally, in section 5 we collect all tools mentioned above to actually prove the Theorems 1 and
2(’).

3 Genealogical representation of SRW-functionals

The main objective in this section is to give explicit moment formulae for the processes appearing
in the theorems, which are simultaneously observed at different scales in space and time. That
means, for t1, ..., tn ∈ R+ , and x1, ..., xn ∈ Zd, we are interested in expressions of the form:

E·[Xt1({x1})Xt2({x2}) · · · Xtn({xn}) ]. (3.1)

To be able to handle the rather complicated formula for SRW, we develop a machinery which
describes collections of such moments graphically. This ansatz was first used by Dynkin (1988)
[16], where the space-time mixed moments are listed systematically in terms of special binary
graphs.

Obviously, the family structure of a branching population is represented by a genealogical tree,
or more generally, in the case of collections of independent families, by what we shall call a
genealogical grove, i.e. a collection of trees.

• For this reason, in subsection 3.1 we start with the construction of groves. Furthermore
due to migration these groves are naturally connected with a grove indexed system of
RW which contains the information about how long two particles/masses have followed
the same path due to a common ancestor. This concept of grove indexed RW extends to
the concept of more general grove indexed systems incorporating the branching property.
These being grove indexed systems of the considered branching models, and grove indexed
FD. We finally use the latter to extend the multiple scale analysis to a system of grove
indexed SRW/BRW (Theorem 2(’)).
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• In subsection 3.2 (Proposition 2) we derive the moment formulae for grove indexed SRW.

• Finally, in subsection 3.3 we give the probabilistic representation of the random object
which is the size-biased grove indexed FD. In particular, we prove Proposition 1.

3.1 χ-grove; grove indexed systems (Theorem 2(’))

The representation of the moments of SRW, which is given in subsection 3.2, relies on the
underlying genealogy due to both, the branching and the migration. It may, therefore, be
described by systems of RW which are indexed by binary groves. In order to introduce this and
other grove indexed systems, in this subsection, we pursue the following steps: (i) given a sample
from the population, we define deterministic binary graphs which contain the information about
whether or not two components of the population are positively correlated due to common
ancestor mass, then (ii) we label these genealogical ’groves’ by the splitting times, and finally
(iii) we introduce grove-indexed systems, what in particular takes into account that during a
particle’s/mass’ life-time it is migrating according to a random walk.

(i) χ-grove G. Recall from Figure 1 that rooted binary trees may be represented as sets of
words consisting of finitely many letters from the alphabet {1, 2}. We then make the following
agreements:

- A grove is a finite collection of rooted binary trees.

- Let χ be a non-empty ordered set containing the names of a sample of individuals, which
we call in the following leaves. Given χ, a χ-grove G is a grove, whose leaves are marked
by the elements of χ.

- We define the following equivalence relation: two marked trees are the same, if they consist
of the same words and if each leaf of the one tree has the same mark as the corresponding
leaf of the other one. Then, two marked groves are seen as equivalent, if they are collections
of the same trees. That means, we allow different families to be exchangeable, but the
individuals within a family have to be fixed.

- For a grove G, let G+ (G−, G0) denote the set of its leaves (roots, internal vertices).

- Notice that each root, e′ ∈ G−, corresponds to a binary tree rooted by e′, i.e.

G
∣∣
e′ := {e ∈ G : e ≥ e′} (3.2)

(compare also the basic notation concerning trees given in section 2.2).

- Recall from (2.31), that on each (family) tree of G a partial order relation is defined,
which extends here to a partial order relation, ∧G, on G by identifying the roots, i.e., for
e, f ∈ G, e ≤ f iff either e ∈ G− or e and f belong to the same family tree, G|e′ , e′ ∈ G−,
and e ∧G|e′ f .

- Let Gχ (G(k)
χ or Gχ1,...,χk

χ ) be the set of distinguishable χ-groves (which consist of exactly k
trees resp. of the k trees χ1, ..., χk). In particular for χ = (1, ..., n), we abbreviate

Gn := G(1,...,n), G(k)
n := G(k)

(1,...,n), (3.3)
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and call Gn (G(1)
n ) the set of n-groves (n-trees). See Figure 2 for an example.
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3 2 1

��@
@��@@

1 2 3
1 3 2
2 1 3
2 3 1
3 1 2
3 2 1

�
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@@
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1 2 3
1 3 2
2 1 3
2 3 1
3 1 2
3 2 1

Figure 2 shows the 19 distinguishable 3-groves

It turns out to be necessary to control the number of binary n-groves, in particular to control
this number from above. For this reason, we state an explicit formula for the cardinalities of
n-groves:

Lemma 1 (Cardinality of binary n-groves)

(a) Let n ≥ 1, k ∈ {1, ..., n}. Then

#G(k)
n =

(2n − (k + 1))!
(k − 1)!(n − k)!

. (3.4)

(b) In particular, for n = 1, 2, 3, 4, as mentioned in [18],

#G1 = 1, #G2 = 3, #G3 = 19, #G4 = 193 . (3.5)

Proof. We follow a standard counting argument based on generating functions. Notice that
it is not difficult to find an explicit formula for the cardinality of G(1)

n . Namely, we get each
element of G(1)

n+1 by adding a new splitting point to each of the 2n − 1 edges of n-trees, and let
an edge turn either to the right or to the left (see Figure 3).
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1 3 2
2 3 1
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3 1 2
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��@@PP
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32 1

��� HHH��

1 3 2
2 3 1

Figure 3 shows how we get the 12 3-trees from the 2 2-trees.

Then, since G(1)
1 = 1,

#G(1)
n+1 = 2 (2n − 1)#G(1)

n = 2n
n∏

k=1

(2k − 1) =
(2n)!
n!

. (3.6)
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Now recall that permuting the labels of the exit vertices within a tree yields a different n-grove,
while the trees themselves are unordered. Hence by (3.6),

#G(m)
n =

1
m!

∑
k:
∑m

i=1 ki=n;ki≥1

n!
k1!...km!

m∏
i=1

#G(1)
ki

=
1
m!

∑
k:
∑m

i=1 ki=n;ki≥1

n!
m∏

i=1

(2(ki − 1))!
ki!(ki − 1)!

.

(3.7)

The proof of (3.4) relies now on a straightforward calculation via exponential generating func-
tions. Fix z ∈ C , |z| < 1

4 , then∑
n≥m

1
n!

zn#G(m)
n

=
∑
n≥m

zn 1
m!

∑
k:
∑m

i=1 ki=n;ki≥1

m∏
i=1

(2(ki − 1))!
ki!(ki − 1)!

=
∑
n≥m

1
m!

∑
k:
∑m

i=1 ki=n;ki≥1

m∏
i=1

zki
(2(ki − 1))!
ki!(ki − 1)!

=
1
m!

∑
k≥1

1
k!

zk (2(k − 1))!
(k − 1)!

m

=
1
m!

(
1 − (1 − 4z)

1
2

2

)m

. (3.8)

Comparison of the coefficients via Taylor’s expansion formula yields

#G(k)
n =

dn

dzn

1
k!

2−k
(
1 − (1 − 4z)

1
2

)k ∣∣
z=0

=
(2n − (k + 1))!
(k − 1)!(n − k)!

. (3.9)

2

So far for a given sample of individuals from the space-time population, we can describe possible
genealogical records in the sense of specifying the exact kinship between the sample’s individuals.
Now, suppose the corresponding genealogical grove is well-known. Since the branching occurs
at random times, different generations may overlap. Hence, we take next a look at the splitting
times from the ancestors, i.e., we need to label the grove by the monotone increasing time points
at which the branchings occurred.

(ii) Labeled grove (G, S). Fix a grove G, and a non-negative starting time s∅ ≥ 0.

- We call

S : G → [ s∅,∞) (3.10)

the labeling function if S is monotone increasing on trees and fulfills the initial condition
on the set of the roots, G−,

S|G− ≡ s∅. (3.11)
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- The tuple (G, S) is called the labeled grove .

Up to now for a given sample of individuals from the space-time population, we can retrieve
all information which is due to branching. We are interested, finally, in the different spatial
paths the sampled individuals respectively all their ancestors have followed due to migration on
Z

d. This leads to a system of RW, which is just indexed by the nodes, i.e. ancestors, of the
underlying genealogical grove, and whose dynamic relies on the information about all branching
times. This is a special example for a grove indexed system of Markov processes, which we want
to introduce now:

(iii) Grove indexed system of Markov processes W. Fix a labeled grove, (G, S). Let W
be a Markov process on E. Then consider the following collections of such processes,

W := {W e
t ; e ∈ G}t≥0, (3.12)

which are such that the branches W e, e ∈ G, are versions of W , and the joint distribution of
two branches W e1 and W e2 depends on whether or not e1 and e2 are related:

• if e1, e2 ∈ G belong to the same tree, the branches W ei , i = 1, 2,

– start at time s∅ in the same point of E,

– run together until S(e1 ∧ e2),

– and their increments after that time are independent of each other.

• if e1, e2 ∈ G belong to different trees, the branches Wei , i = 1, 2,

– start at time s∅ in the same point of E, but

– their increments are independent of each other.

Definition 2 (Grove indexed system of Markov processes (GI-W))

This defines a Markov process on EG, which is called the grove indexed indexed system of
W (GI-W).

Examples. We here want to illustrate these special cases of GI-W which play a role in the
following sections.

(i) Let E := Zd. We choose for W our basic process, ξ. Then we obtain the above motivated
grove indexed systems of RW (GI-RW),

ξ := { ξe
t ; e ∈ G }t≥0, (3.13)

which is illustrated in Figure 4. GI-RW is the object the moment formula in Proposition
2 is based on. We investigate the rescaling analysis for ξ in Proposition 4 in section 4.
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(ii) Let E := l1γ ⊂ M(Zd), and let W stand for our branching models, SRW or BRW, respec-
tively. We then obtain a system of grove indexed SRW/BRW (GI-SRW, GI-BRW),

X := {X e
t ; e ∈ G }t≥0, (3.14)

which is the main object considered in subsection 3.2.

(iii) Let E := R
+ , and let W stand for FD, Z, then the system of grove indexed FD (GI-FD),

Z := {Ze
t ; e ∈ G }t≥0, (3.15)

is the generalization of the tree indexed systems of FD introduced in subsection 2.2. Notice
that its size-biased version,

Y(e+
0 ) := {Y

(e+
0 ),e

t ; e ∈ G }t≥0, (3.16)

can be defined as in (2.38) if for two leaves e and f belonging to different families we agree
on S(e ∧ f) := s∅. 2

Figure 4 shows the trace of a possible realization of GI-RW, where the labeled grove
coincides with the space of scaling exponents from Figure 1b.

-

0.1

0.3

���
---

��
�

--
� --

��

� -

�

�

Zd

?t

ξ(1,1) ξ(1,2,2) ξ(1,2,1)

In section 2 we have stated our main result on the multiple scale analysis in terms of suitable
rescaled finite dimensional marginals of a single BRW/SRW (recall Theorem 2). At this point
we want to generalize this in an obvious way to the grove indexed systems of branching models:
let (G, S) be a labeled grove, and consider the (G, S)-indexed system of SRW/BRW (recall the
second example above). Following (2.37), we abbreviate

X (G,S) := {X e+

S(e+); e+ ∈ G+}. (3.17)

Then we are considering sequences of labeled groves, (G, St), which can be rescaled in a suitable
way.
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For a given space of scaling exponents, (T, A), recall from (2.33) the definition for a sequence
of space-time points being on a (T, A)-scale.

(iv) Extended multiple scale analysis. Fix a labeled grove, (G, A), such that A|G− ≡ 0.
Then a family of sequences of space-time points Rext

t ∈ (R2 × R
+)G

+ ∪ (R+ )G\G+
,

Rext
t := {re+

t := (ye+

t , se+

t ), e+ ∈ G+; se
t , e ∈ G0}, (3.18)

is said to be on an extended (G,A)-scale iff the following three conditions hold: for all e+, f+ ∈
G+, e+ ∧ f+ 6∈ {e+, f+},

log
(
1∨ ‖ ye+

t − yf+

t ‖2 ∨ |se+

t ∨ sf+

t − se+∧f+

t |
)

log t
−→
t→∞

1 − A(e+∧f+), (3.19)

and in addition to (3.19), for e ∈ G \ G−,

lim
t→∞

log se
t

log t
= 1, (3.20)

and for e, f ∈ G,
se
t ≤ sf

t , if e ≤ f. (3.21)

Remark. Given a grove, G, Rext
t equips G with the labeling function

St(e) := se
t , e ∈ G \ G+. (3.22)

2
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Recall the definition of α-block means B(·,·),α from (2.13). We are now interested in the joint dis-
tribution of several of the objects indexed by a grove, i.e., we need to investigate the asymptotics
of

L[B̂Rext
t , α] := L

[(
B̂re+

t ,α; e+ ∈ G+

)]
. (3.23)

Based on that we state the following theorem. Below we define the suitable property of labeled
trees one needs in order to conclude Theorem 2 as a particular case of Theorem 2(’).

Theorem 2 (’) (Multiple scaling extended on grove indexed SRW/BRW)

Let Rext
t := {re+

t := (ye+

t , se+

t ), e+ ∈ G+; se
t , e ∈ G0} be on an extended (G, A)-scale. If

Pθ := LΨ(θ)[X (G,St)], (3.24)

then the following holds as t → ∞:

(Pθ)
(e+

0 , y
e+
0

t )
[B̂Rext

t , α ∈ · ]=⇒
t→∞

P
0[Y(e+

0 ), (G,A∧(1−α)) ∈ · ]. (3.25)

Notice that the concept of grove indexed branching processes includes the description of the
finite-dimensional marginals of the single branching process. To see this, we define labeled trees
with a special structure:

Definition 3 (Linearly ordered tree)

A labeled tree, (T, S), is refered to as linearly ordered iff for each subtree T ′ ⊆ T,

S(∧e∈T ′e) = ∧e∈T ′S(e). (3.26)

Remark. Consider a sequence of linearly ordered trees, (T, St). Since its labels are such that

St(e) ∧ St(f) = St(e ∧ f), (3.27)

we obtain immediately that |St(e) ∨ St(f) − St(e ∧ f)| = |St(f) − St(e)|.
Furthermore, if a family of space-time points Rt is on a (T, A)-scale, it is always possible to
extend to Rext

t by uniting Rt with a family of time points {se
t , e ∈ T 0} such that T equipped with

St given by (3.22) is linearly ordered. Thus, Theorem 2 follows immediately from Theorem 2(’).
2

3.2 Moment formula for the tree indexed SRW

Fix a labeled binary tree, (T, S), a starting time, s∅, and let X be a version of a (T, S)-indexed
SRW. Then the main aim is to obtain a graphical representation of an explicit formula for the
space-time mixed moments of X(T,S) (recall (3.17)).

Due to the underlying genealogical structure, the moment formula for (T, S)-indexed SRW relies
on the corresponding moments for (G, U)-indexed RW. The labeled groves (G, U) run through

30



all possible genealogical records, i.e., in particular G ∈ GT+ (recall (3.3)), and is equipped with
monotone labels, {U(e); e ∈ G}, such that the splitting time, U(e), from a possible common
ancestor, e = e+ ∧T f+, of the two individuals e+, f+ ∈ T+ occurred latest before the branches
Xe+

and Xf+
started to follow an independent dynamic.

To describe this formally, we need more notation.

- For any grove with the same leaves as T, i.e., G ∈ GT+ , we introduce the labeling function
on G prescribed by (T, S) as follows:

U (T,S)(e) :=

{
s∅ e ∈ G−

S(∧T{e+ ∈ T+; e+ ≥G e}) e ∈ G0 ∪ G+
. (3.28)

See the following figure for examples.

e(1,1)

�� @@e(1,2,1)

�� @@e(1,1) e(1,2,2)

Figure 5. Starting with the space of scaling exponents, (T, A), from Figure 1, for
two special choices of G ∈ GT+ , the labeled space (G, U (T,A)) prescribed by
(T, A) is illustrated.
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Furthermore

- For a given labeled grove, (G, U), with G ∈ GT+ , let ξ be a version of a (G, U)-indexed RW.
For s∅ ≥ 0, x∅ ∈ Zd, F (T+) := (F e+

; e+ ∈ T+), F e+ ∈ M+
0 (Zd), S(T+) := (S(e+); e+ ∈

T+), we set
S(G,U)

s∅,S(T+)
[F (T+)](x∅) := Eδ

x∅ , s∅[
∏

e+∈T+

F e+
(ξe+

S(e+))]. (3.29)

In particular, in the simplest case where T := {∅, (1)} has one leaf only, S(G,U)

s∅,S(T+)
coincides

with the semigroup Ss∅,S((1)) defined in (1.9).

- As motivated above, since (G, U) should represent the genealogy, later we want to integrate
expressions of the form (3.29) about all possible labelings U of G ∈ GT+ such that U |G− ≡
s∅ and U |G+ = S|T+ . For e ∈ G0 ∪ G+, let

←
e

G
denotes e’s directed ’predecessor’, i.e.,

←−· G
: (e1, ..., ek) 7→ (e1, ..., ek−1). (3.30)
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We then define the domain prescribed by (T, S).

Λ(T,S)

s∅ :=
{

U : G0 → [s∅,∞) such that U(
←G
e ) ≤ U(e) ≤ U (T,S)(e), for all e ∈ G0

}
.

(3.31)

With the notation (3.29) to (3.31), we are now in a position to state the moment-formula for
X(T,S). It will be illustrated below again in terms of finite-dimensional marginals of a single
SRW:

Proposition 2 (Moment formula; (T,S)-indexed SRW)

(a) For T+-indexed test functions F (T+) := (F e+
; e+ ∈ T+ ), F e+ ∈ M+

0 (Zd), µ ∈ lpγ, and
p ≥ 1,

Eµ,s∅[
∏

e+∈T+

〈Xe+

S(e+), F
e+〉]

=
∑

G∈GT+

(
V

2

)#G+−#G−∏
e′∈G−

∫
Λ

(T,S)

s∅

〈 S(G|e′ ,U)

s∅,S(T+)
[F (T+)], µ 〉d(

∏
e∈(G|e′ )0

U(e)).
(3.32)

(b) Specifically, the first and second moments are

Eµ,s∅ [〈Xt, F 〉] = 〈 S
s∅,t

[F ], µ 〉 (3.33)

and

Eµ,s∅ [〈Xe1

S(e1),F
e1 〉〈Xe2

S(e2), F
e2 〉]

= 〈 Ss∅,S(e1)[F
e1

], µ 〉〈 Ss∅,S(e2)[F
e2

], µ 〉

+V

∫ S(e1∧e2)

s∅

〈
S

s∅,u

[
Su,S(e1)[F

e1
]Su,S(e2)[F

e2
]
]
, µ
〉

du.

(3.34)

Example. Consider once more linearly ordered trees, i.e., (T, S) fulfilling (3.26), then for e ∈ G,
and G ∈ GT+ ,

U (T,S)(e) =

{
s∅ e ∈ G−

∧{S(e+); e+ ∈ T+; e+ >G e} e ∈ G0 ∪ G+
. (3.35)

Hence we obtain from (3.32) just the moment formula for the finite-dimensional marginals of a
single SRW as can be found e.g. in Dynkin (1988) [16]. Here the dU(·)- integrals are restricted
only by monotonicity, i.e.,

U(e1) ≤ U(e2), if e1 ≤ e2. (3.36)

2

Proof of Proposition 2. In the specific situation, where the labeled tree, (T, S), is linearly
ordered, the proof goes back to a finite-dimensional marginal representation of the log-Laplace
equation, (1.18), and can be found e.g. in [16]. For arbitrary binary trees we refer to Winter
(1999) [39]. 2
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3.3 Representation for size-biased grove indexed FD (Proof of Proposition 1)

Fix a labeled grove (G, A).

In this subsection we prove (a generalization of) Proposition 1 (i.e., the analoguous statement
for labeled groves rather than trees). Consider a random vector (Z1, ..., Zn) as well as the vector
(Ẑ1, ..., Ẑn) where for each i ∈ {1, ..., n} the ith marginal Ẑi equals in distribution the size-biased
marginal Zi. Moreover, denote by ((Z1, ..., Zn))i a vector which equals in distribution (Z1, ..., Zn)
size-biased with the ith component, Zi. Then two specific cases are obvious. On the one hand
side, if Z1 = ... = Zn a.s., then ((Z1, ..., Zn))i

d= (Ẑ1, ..., Ẑ1), while on the other hand, if Z1, ...,
Zn are independent then ((Z1, ..., Zn))i

d= (Z1, ..., Ẑi, ..., Zn). Coming back to a (G, A)-indexed
system of FD we now have the situation that the increments of two branches are independent
after the time of the most recent common ancestor. It turns out that the above discussed cases
for grove indexed systems translate as follows: for each e+

0 ∈ G+,

Lθ[Y(e+
0 ),(G,A)] = (Lθ[Z(G,A)])e+

0
. (3.37)

To see the latter, by Definition 1 we need to verify that for each λ := (λe+
; e+ ∈ G+) ∈ (R+)G

+
,

and for all e+
0 ∈ G+,,

E
θ

exp[−
∑

e+∈G+

Y
(e+

0 ),e+

A(e+)
λe+

]

 =
1
θ
E

θ

Z
e+
0

A(e+
0 )

exp[−
∑

e+∈G+

Ze+

A(e+)λ
e+

]

 . (3.38)

Proof of (3.38) (including proof of Proposition 1).

(a) We proceed by induction on the length of G, l(G), i.e., the length of the longest word in G.
Recall from (2.19) that the diffusion Y was defined such that (3.38) became true if l(G) = 1.

Fix n0 ≥ 1. Suppose we can prove (3.38) for each tree of length at most n0, and assume that
l(G) = n0 + 1. Then by conditioning on the trunk at the time of the most recent common

ancestor of all its descendents, Y
(e+

0 ),e+
0

A(∧e+)
, one obtains for each λ := (λe+

; e+ ∈ G+) ∈ (R+)G
+
,

E
θ

exp[−
∑

e+∈G+

Y
(e+

0 ),e+

A(e+)
λe+

]


= E

θ

EY
(e+0 ),e+0

A(∧e+ )
,A(∧e+)

exp[−
∑

e+∈G+

Y
(e+

0 ),e+

A(e+)
λe+

]


= E

θ

(Y (e+
0 ),e+

0

A(∧e+)
)−1

E
Y

(e+
0

),e+
0

A(∧e+)
,A(∧e+)

Z
e+
0

A(e+
0 )

exp[−
∑

e+∈G+

Ze+

A(e+)λ
e+

]

 ,

(3.39)

where we have used the induction hypothesis. Since the trunk, Y (e+
0 ),e+

0 , is a size-biased mar-
tingale, its inverse is a martingale too. By independence of the branches belonging to different
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trees and independence of the increments after A(∧e+), the right hand side is equal to

E
θ

[
(Y (e+

0 ),e+
0

A(∧e+)
)−1

]
E

θ

Z
e+
0

A(e+
0 )

exp[−
∑

e+∈G+

Ze+

A(e+)λ
e+

]


=

1
θ
E

θ

Z
e+
0

A(e+
0 )

exp[−
∑

e+∈G+

Ze+

A(e+)λ
e+

]

 .

(3.40)

(b) Infinitely divisibility follows from the branching property. Hence for each θ ≥ 0,

Lθ[Y (e+
0 ),(G,A)] = Lθ[Z(G,A)] ∗ (Q(G,A))e+

0
, (3.41)

and specifically with θ := 0, (Q(G,A))e+
0

= L0[Y (e+
0 ),(G,A)]. 2

4 Moment asymptotics in the critical dimension

In this section we shall give the asymptotics for the moments among suitable rescaled components
or blocks of components of SRW, (Xt)t≥0, in the critical dimension, d = 2. We proceed as follows.

• The main result is stated in Proposition 3 in subsection 4.1. Its proof will consider two
cases separately, namely: the case without any and the case with block averaging.

• In subsection 4.2 we look at the single components only.

• In subsection 4.3, we then change that microscopic perspective to rather focus our view
on averaging the components over large blocks. The transfer is based on the fact that on
the lattice, the typical tuple of components within a block of side length t

α
2 has mutual

distances of the order t
α
2 . That means that blocks of side length t

α
2 behave as single

components, which are associated with a scaling function truncated at 1 − α.

Fix a space of scaling exponents (T, A) and let Rext
t be on an extended (T, A)-scale. Through

the whole section we are interested in functionals of the two objects:

• (T, St)-indexed SRW, X := {Xe
t ; e ∈ T }t≥0, i.e., TI-SRW which follow the dynamic: two

branches Xei , i = 1, 2,

– run together until St(e1 ∧ e2),

– and their increments are independent of each other after that time.

• (T, A)-indexed FD, Z := {Ze
t ; e ∈ T }t≥0, i.e., TI-FD which follow the dynamic: two

branches Zei , i = 1, 2,

– run together until A(e1 ∧ e2),

– and their increments are independent of each other after that time.

34



4.1 Results for tree indexed systems of SRW (Proposition 3)

For a given (T, A), and G ∈ GT+ , we introduce the coefficients prescribed by (T, A) on G,

c(T,A)(G) :=
∏

e′∈G−

∫
Λ

(T,A)
A(∅)

d(
∏

e∈(G|e′ )0
U(e)), (4.1)

where the U(e), e ∈ G0, run through the domain of integration given in (3.31). In particular, if
G has length 1, we let c(T,A)(G) := 1.

Fix θ > 0 and α ∈ [0, 1). Recall from (2.9) the renormalizing constants At, and from (2.10)
α-block means B(·,·),α. Let Rext

t being on an extended (T, A)-scale (recall (3.18)).

Our main result is then the following:

Proposition 3 (Asymptotics for the moments of (T, St)-indexed systems of SRW)

Let λ be the counting measure.

(a) Then the rescaled moments of the block means are given by

At Eθλ[
∏

e+∈T+

B̂re+

t , α]−→
t→∞

(
V

2

)#T+−1

θ
∑

G∈G(1)

T+

c(T,A∧(1−α))(G). (4.2)

(b) There is a finite constant Γ̂ such that for any family of space-time points
Rext := {re+

:= (ye+
, se+

), e+ ∈ T+; se, e ∈ T \ T+},

Eθλ[
∏

e+∈T+

Bre+ ,α] < (#T+)! (log (∨se+
+ 3))#T+−1 Γ̂#T+

. (4.3)

Remarks. Recall the moment formulae given in Proposition 2. Obviously, if the initial state
has finite total mass, we can let fall down the condition on the compact support property of
test functions. For a given extended space of scaling exponents, (G, A), and θ > 0, in (3.32)
inserting µ = θδ0 and F ≡ 1 yields

Eθ[
∏

e+∈T+

Ze+

A(e+)] = Eθδ0[
∏

e+∈T+

〈Xe+

A(e+), 1〉]

=
∑

G∈GT+

(
V

2

)#T+−#G−

θ#G−
c(T,A)(G).

(4.4)

Hence the limit on the right hand side of (4.2) may be thought of as the limit of the moments
of a system of tree indexed FD. Namely,(

V

2

)#T+−1

θ
∑

G∈G(1)

T+

c(T,A∧(1−α))(G) = lim
t→∞ At Eθ(At)−1

[
∏

e+∈T+

Ze+

1−α]. (4.5)

See [39] for more explicit formulae of c(T,A)(G) and of the moments of tree indexed systems of
FD. 2
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4.2 Moments of the single components

The aim of this subsection is to prove Proposition 3 in the case without any averaging, i.e.,
α = 0. According to the moment formula for tree indexed systems of SRW we proceed as
follows.

• We begin with the analysis of tree indexed RW giving the rescaling analysis of the under-
lying migration. This is formulated in Proposition 4 in subsection 4.2.1.

• Applying Proposition 4, in subsection 4.2.2 we prove Proposition 3, at the present time,
for single components only. Recall from (3.32) that we have to sum up, for all possible
genealogical groves, expressions of the form (3.29). To do this, we use the representation
of TI-FD as total mass process of TI-SRW. We need to ensure that possible error terms
are summable. We establish the latter by using estimates obtained from the knowledge
about the exact cardinalities of binary groves which was given in Lemma 1.

• The biggest part of this subsection is dedicated to the proof of Proposition 4 in subsection
4.2.3. We proceed inductively over the length of a genealogical tree.

4.2.1 Rescaling of tree indexed RW (Proposition 4)

Fix a space of scaling exponents, (T, A), and a set of sequences of space-time points, Rext
t ,

Rext
t := {re+

t := (ye+

t , se+

t ), e+ ∈ T+; se
t , e ∈ T \ T+} (4.6)

being on a (T, A)-scale (compare with (3.18)). For this situation, a labeling function St (compare
(3.22)) and a collection of trees with leaves T+ are induced. Fix one of the trees called G ∈ G(1)

T+.

Our aim in this subsection is to analyze the system of grove indexed systems of RW, ξ(G,·) (given
in (3.13)), via the multiple space-time scales, Rext

t . Recall (3.29) to (3.31). Then we have two
tasks. First we need to look for a suitable renormalizing function, f , such that the sequence

f(t)
∫

Λ
(T,St)

s∅t

S(G,U)

s∅t ,(se+
t ;e+∈G+)

[1{[ye+
t ]}; e

+ ∈ G+](x∅) d(
∏

e∈G0

U(e)) (4.7)

converges to a nontrivial limit, as t → ∞.

Secondly, we need to sum up over the sites x∅ ∈ Z2 and to look for a second suitable renormalizing
function, F , such that the sequence

F (t)
∫

Λ
(T,St)

s∅t

〈 S(G,U)

s∅t ,(se+
t ;e+∈G+)

[1{[ye+
t ]}; e

+ ∈ G+], λ 〉d(
∏

e∈G0

U(e)) (4.8)

converges once more to a non-trivial limit, as t → ∞. It turns out that the latter limit is given
by the coefficients c(T,A)(G) prescribed by (T, A) (compare (4.1)).

Notice that the renormalizing functions, f and F , lead back to the basic rescaling analysis of
RW, i.e., for x ∈ R2 ,

lim
t→∞ t at(0, [x

√
t]) = ϕ(x) (4.9)
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and hence for x ∈ R
2 and α ∈ [0, 1),

lim
t→∞ (log t)−1

∫ t

0
as( 0, [xt

α
2 ] ) ds = ϕ(0) (1 − α). (4.10)

Recall from (1.6) the covariance matrix Q of the migration. Then ϕ(·) denotes the density of a
normal distribution with mean zero and covariance matrix Q, i.e.,

ϕ(x) :=
1

2π
√

det Q
exp[−1

2
‖ x ‖2

Q], x ∈ R
2 , (4.11)

with Q-norm,
‖ x ‖2

Q:= xT Q−1x, x ∈ R
2 . (4.12)

We introduce now the basic notation, which is necessary to state the analogies of (4.9) and
(4.10).

- For Rext = {re+

t := (ye+

t , se+

t ), e+ ∈ T+; se
t , e ∈ T \ T+} ∈ (R2 × R+)T

+ ∪ (R+)T\T+
,

x∅ ∈ R2 , s∅ ≥ 0 and t > 1, we set

M(Rext, x∅, s∅,G) :=
∫

Λ
(T,S)

s∅

S(G,U)

s∅,(se+ ;e+∈T+)
[1{[ye+ ]}; e

+ ∈ T+]([x∅])
∏

e∈G0

dU(e). (4.13)

The restriction on the
∫
Λ

(T,S)
·

-integral has to be taken from (3.31).

- Then for x∅ ∈ R2 , s∅ ≥ 0 and t > 1, let

m(T,A,Rext
t )(x∅, s∅,G) := M(Rext

t , x∅, s∅,G) (4.14)

and

m̃(T,A,Rext
t )(x∅, s∅,G)

:=
St(∧{e+ ∈ T+}) − s∅

(log (St(∧{e+ ∈ T+}) − s∅))#T+−1
m(T,A,Rext

t )(x∅, s∅,G).
(4.15)

In the following we suppress the superscript as long as no problems arise, i.e., we abbreviate
m(T,A,Rext

t ) and m̃(T,A,Rext
t ) by m and m̃, respectively.

- Furthermore we set

∆Rext
t (G) := | ∨ s+

t − St(∧{e+ ∈ T+})| ∨ max
e+,f+∈G+

{‖ ye+

t − yf+

t ‖2
Q} (4.16)

and
∆Rext

t (x∅,G) := ∆Rext
t (G) ∨ max

e+∈T+
{‖ ye+

t − x∅ ‖2
Q}. (4.17)

Fix x∅ ∈ R2 and non-negative sequences (at) ↓ 0, (bt) ↓ 0, (ct) ↓ 0 and (Ct) ↑ ∞.

Proposition 4 (Multiple scaling; grove indexed systems of RW)
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(a) Depending on the order of magnitude of that time period, during which all random walk
branches run together, we distinguish two cases.

(i) (Trunk of a long time period)

(i.i) Uniformly in β ∈ [1 − A(∧{e+ ∈ T+}), 1] and uniformly in the sequence (u∅t ) in
R

+ such that ∣∣ log (St(∧{e+ ∈ T+}) − u∅t )
log t

− β
∣∣ < at (4.18)

with
St(∧{e+ ∈ T+}) − u∅t > Ct

(
∆Rext

t (G) ∨ 1
)
, (4.19)

the following holds:

lim
t→∞

〈 m̃(·, u∅t ,G), λ 〉
(St(∧{e+ ∈ T+}) − u∅t )

=
1

(4π
√

det Q)#T+−1
c(T,(1− 1−A

β
)+)(G). (4.20)

(i.ii) Uniformly in β ∈ [1−A(∧{e+ ∈ T+}), 1] and uniformly in the sequences (x∅t , u
∅
t )

in R2 × R+ such that in addition to (4.18) and (4.19), for all e+ ∈ T+ also,

‖ x∅t − ye+

t√
(St(∧{e+ ∈ T+}) − u∅t )

− x∅ ‖Q< bt, (4.21)

the following holds:

lim
t→∞ m̃(x∅t , u

∅
t ,G) =

ϕ(x∅)
(4π

√
det Q)#T+−1

c
(T,(1− 1−A

β
)+)(G). (4.22)

(ii) (Trunk of a short time period)

(ii.i) Uniformly in the sequence (u∅t ) in R
+ such that

Ct < St(∧{e+ ∈ T+}) − u∅t < ct

(
∆Rext

t (G) ∨ 1
)
, (4.23)

the following holds:

lim
t→∞

〈 m̃(·, u∅t ,G), λ 〉
(St(∧{e+ ∈ T+}) − u∅t )

= 0. (4.24)

(ii.ii) Uniformly in the sequences (x∅t , u
∅
t ) in R2 × R+ such that

Ct < St(∧{e+ ∈ T+}) − u∅t < ct

(
∆Rext

t (x∅t ,G) ∨ 1
)

, (4.25)

the following holds:
lim
t→∞ m̃(x∅t , u

∅
t ,G) = 0. (4.26)
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(b) There is a finite constant Γ̂ such that, for a given family of space-time points Rext :=
{ye+

, e+ ∈ T+; se, e ∈ T 0}, uniformly in #T+ ∈ N, and uniformly in s∅,

sup
x∅∈Z2

M(R,x∅, s∅,G) < Γ#G+ (log (∨se+ − s∅ + 3))#T+−1

∨se+ − s∅ + 3
(4.27)

and

〈M(R, ·, s∅,G), λ 〉 < Γ#G+
(log (∨se+ − s∅ + 3))#T+−1. (4.28)

Remark. Notice that if (4.23) or (4.25) hold, then 1 − A(∧{e+ ∈ T+}) ≥ β, which implies by
(4.1) that

c
(T,(1− 1−A

β
)+)(G) = 0. (4.29)

Thus even in this situation, the right hand sides of (4.24) and (4.26) coincide with those of (4.20)
or (4.22), respectively. 2

4.2.2 Proof of Proposition 3 for single components

Proposition 4 allows us to give a simple proof of Proposition 3 in the case without any block-
averaging.

Proof of Proposition 3. The Case α = 0. Recall from (2.14) that the setting of block-means
guarantees for α = 0, x ∈ Zd and t ≥ 1,

B(x,t), 0 = Xt({[x]}). (4.30)

(a) Hence by Proposition 2, and by Proposition 4,

lim
t→∞ At Eθλ[

∏
e+∈T+

B̂(ye+

t ,se+

t ), 0]

= lim
t→∞ At

∑
G∈GT+

(
V

2

)#G+−#G− (
θ

At

)#G− ∏
e1∈G(1)

〈m(·, 0,G∣∣
e1), λ 〉

(At)(G|e1 )+−1

=
(

V

2

)#T+−1

θ
∑

G∈G(1)

T+

c(T,A)(G). (4.31)

On the other hand, by the representation of FD as the total mass process of SRW,

lim
t→∞ At Eθ(At)−1

[
∏

e+∈T+

Ze+

1 ] =
(

V

2

)#T+−1

θ
∑

G∈G(1)

T+

c(T,A)(G). (4.32)
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(b) For a given set of space-time points Rext = {ye+
, e+ ∈ T+; se, e ∈ T 0}, we fix t ≥

∨e+∈T+se+
+ 3. Once more by the moment formula for tree indexed systems of SRW given

in Proposition 2, and by part (b) of Proposition 4,

1
(#T+)! (log t)#T+−1

Eθλ[
∏

e+∈T+

Xe+

se+ ({[ye+
]})]

≤ 1
(#T+)!

∑
G∈GT+

(
V

2

)#G+−#G−

θ#G−
∏

e1∈G(1)〈m(·, 0,G∣∣
e1), λ〉

(log (∨e+∈T+se+ + 3))#T+−1

≤ 1
(#T+)!

(
(
V

2
∨ 1)Γ

)#T+ ∑
G∈GT+

(
θ

log (∨se+ + 3)

)#G−

≤ 1
(#T+)!

(
(
V

2
∨ 1)(

θ

log 3
∨ 1)Γ

)#T+

#GT+ . (4.33)

Hence, it is sufficient to look for a Γ̃ < ∞ such that for #T+ ≥ 1,

#GT+ ≤ Γ̃#T+
(#T+)! . (4.34)

Recall that the cardinality of T+-groves is explicitly calculated in Lemma 1. By the following
rough estimate,

n∑
k=1

(2n − (k + 1))!
(k − 1)!(n − k)!

≤ (2(n − 1))!
(n − 1)!

n∑
k=1

(
n − 1
k − 1

)
≤ 4n−1 (n − 1)! 2n−1 < 8n n!, n ≥ 1,

(4.35)

the assertion (4.34) is fulfilled if Γ̃ := 8. Then (4.27) and (4.28) are true with Γ̂ := 8 (V
2 ∨

1) ( θ
log 3 ∨ 1) Γ. 2

4.2.3 Inductive proof of Proposition 4

The proof of Proposition 4 follows the idea of the proof of Theorem 8.1 in Durrett (1979) [14]:
we proceed inductively over the length l(G) of G.

To do this induction properly, we need a further technical lemma giving the uniformity in the
central limit theorem, which later allows explicit calculations.

Fix x ∈ R2 and non-negative sequences (at) ↓ 0, (Bt) ↑ ∞, (Ct) ↑ ∞, (dt) ↓ 0, but so slowly that
log dt

log t → 0, and (Kt) ↑ ∞, but so slowly that√
dtKdt t → 0, (4.36)

in each case as t → ∞.

Lemma 2 (One space scale; RW)
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(a) Uniformly in sequences (xt, st) such that, as t → ∞,

‖ xt√
st

− x ‖Q< at, (4.37)

such that
t ≥ st > Ct, (4.38)

uniformly in u ∈ [0, dtst] and uniformly in z ∈ Z
2 with ‖ z ‖Q≤

√
uKu, the following

holds:
lim
t→∞ st ast−u(xt, z) = ϕ(x). (4.39)

(b) Uniformly in sequences (xt, st) such that, as t → ∞, in addition to (4.38),

‖ xt√
st

‖Q> Bt, (4.40)

uniformly in u ∈ [0, dtst] and uniformly in z ∈ Z2 with ‖ z ‖Q≤
√

uKu, the following
holds:

lim
t→∞ st ast−u(xt, z) = 0. (4.41)

Proof of Lemma 2. First we observe that in both situations, (4.37) and (4.40), uniformly in
(xt, st), u and z,

lim
t→∞

∣∣∣∣(st − u) ast−u(xt, z) − ϕ(
xt − z√
st − u

)
∣∣∣∣ = 0. (4.42)

In the proof of (4.42) we make use of a very precise expansion of the migration kernel given by
Corollary 22.3 in Bhattacharya and Rao (1976) [1]. It states that on the assumption that the
discrete kernel is symmetric and possesses finite second order moments, the following holds, as
n → ∞:

sup
y∈Z2

| a(n)(0, y) − n−1ϕ(
y√
n

) | = o(n−1). (4.43)

By a straight forward calculation, (4.43) transfers to the continuous time analogue: as t → ∞,

sup
y∈Z2

| at(0, y) − t−1ϕ(
y√
t
) | = o(t−1). (4.44)

But that implies that for each ε > 0 which is independent of (xt, st), u and z,∣∣∣∣ (st − u) ast−u(xt, z) − ϕ(
xt − z√
st − u

)
∣∣∣∣ ≤ ε. (4.45)

which proves (4.42).

(a) Furthermore, notice that

|st ast−u(xt, z) − ϕ(x)|
≤ st

st − u
|(st − u) ast−u(xt, z) − ϕ(x)| + u

st − u
ϕ(x)

≤ 1
1 − dt

|(st − u) ast−u(xt, z) − ϕ(x)| + dt

1 − dt
ϕ(0).

(4.46)
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Hence our task is to prove that on the assumptions about the sequences (at), (Ct), (dt) and
(Kt), uniformly in (xt, st), u and z fulfilling (4.37) and (4.38),

lim
t→∞ ϕ(

xt − z√
st − u

) = ϕ(x). (4.47)

This, however, holds because

‖ xt − z√
st − u

− x ‖Q

=
√

st

st − u
‖ xt − z√

st
−

√
st − u√

st
x ‖Q

≤ (1 − dt)−
1
2

{
‖ xt√

st
− x ‖Q + ‖ z√

st
‖Q +(1 −

√
1 − dt) ‖ x ‖Q

}
≤ (1 − dt)−

1
2{bt +

√
dtKdt st + (1 −

√
1 − dt) ‖ x ‖Q}.

(4.48)

(b) Since st ast−u(xt, z) ≤ (1 − dt)−1(st − u) ast−u(xt, z), it remains to prove the analogue of
(4.47), i.e. that uniformly in (xt, st) fulfilling (4.38) and (4.40), u and z,

lim
t→∞ ϕ(

xt − z√
st − u

) = 0. (4.49)

This follows because

|ϕ(
xt − z√
st − u

)| ≤ ϕ(0)

(
1 +

‖ xt − z ‖2
Q

2 (st − u)

)−1

≤ ϕ(0)
(

1 +
‖ xt ‖Q (‖ xt ‖Q −2 ‖ z ‖Q)

2 st

)−1

≤ ϕ(0)
(
1 + Bt(Bt − 2

√
dtKdt st)

)−1
,

(4.50)

where the first inequality holds since ex ≥ 1 + x, x ≥ 0. 2

Initial step (l(G) = 1)

Let l(G) = 1, i.e., Rext
t (G) = {yt; st}, and hence specifically, ∆Rext

t (x∅t , G) = ‖ x∅t − yt ‖2
Q, and

∆Rext
t (G) = 0 . Observe that the latter excludes assumption (4.23). Furthermore assertion

(4.20) clearly holds because for all s∅, s, y,

〈 as−s∅(·, y), λ 〉 ≡ 1. (4.51)

Hence it remains to check the assertions (4.22) and (4.26). To see these, apply Lemma 2 on the
following setting: xt := x∅t − yt, st := st − u∅t , u = 0, and z = 0. Notice before that if (x∅t , s

∅
t )

satisfies (4.25), then ‖ x∅t − yt ‖2
Q /(st − u∅t ) > 1/ct, automatically. 2
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Induction step: the basic recursion relation

Let now l(G) ≥ 2. Suppose that the assertions are true for trees of length n′ < l(G). The
induction step is fairly complicated. We begin by giving the basic recursion relation. Then we
outline the three parts in which we split the induction step.

The induction is based on the following recursive formula:

M(R,x∅, s∅,G)

=
∫ U (T,S)(e1)

s∅

∑
ze1∈Z2

a
ue1−s∅(x

∅, ze1
)

{
2∏

i=1

M(R
∣∣
Gi

, ze1
, ue1

,Gi)

}
due1

.
(4.52)

- Here and in the following e1 denotes the unique ’first generation’ vertex of G, i.e., e1 :=
∧e+∈G+e+, and the graph G is supposed to decompose after e1 into two connected binary
components Gi := (G

∣∣
e1)i, i = 1, 2. Compare with Figure 6.

- Recall from (3.28) that in particular for e1 ∈ G(1),

U (T,S)(e1) = S(∧{e+ ∈ T+}). (4.53)

e′

e1

�
��

@
@@��e11 e12

G1 G2

q q p p qp q q p p qp
Figure 6 shows the tree G

∣∣
e′ decomposing into G1 and G2.

To be in a position to apply the induction hypotheses, we need the following three items:

A. We want to truncate the domain of integration from ue1 ∈ [u∅t , U (T,St)(e1) ] to ue1 ∈ It,
for some It ⊆ [u∅t , U (T,St)(e1) ], in a way that ensures that the terms left out are small
enough.

B. For ue1 ∈ It we want to restrict the spatial summation from ze1 ∈ Z2 to z ∈ D
ue1 , for

some D
ue1 ⊆ Z2, again such that the terms left out are small enough.

C. Having done A and B, it remains to evaluate

h(x∅t , u
∅
t , It, (Due1 )

ue1∈It
,G) :=

∫
It

∑
ze1∈D

ue1

a
ue1−u∅

t
(x∅t , z

e1
)

{
2∏

i=1

m(ze1
, ue1

,Gi)

}
due1

(4.54)
and

g(u∅t , It, (Due1 )
ue1∈It

,G) :=
∫

It

∑
ze1∈D

ue1

{
2∏

i=1

m(ze1
, ue1

,Gi)

}
due1

. (4.55)
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Here we make use of the induction hypotheses.

We treat the above parts A – C below after first preparing some tools.

Induction step: preparation (including proof of Proposition 4(b))

To carry out A and B, we need to get upper bounds for the terms we want to remove. For this
we need uniform bounds on M (recall (4.52) with (4.13)). Therefore, we first of all prove the
following uniform estimates, which then imply the proof of Proposition 4(b) immediately:

Lemma 3 (Uniform estimates)

For all kernels fulfilling (1.5) to (1.7), and all trees G, there exists a finite constant, Γ#G+ ,
such that for a given Rext := {ye+

, e+ ∈ G+; se, e ∈ G \ {∅}} and s∅,

sup
x∈R2

M(Rext, x, s∅,G) ≤ Γ#G+
(log (∨e+∈T+se+ − s∅ + 3))#G+−1

∨e+∈T+se+ − s∅ + 3
, (4.56)

and
〈M(Rext, ·, s∅,G), λ 〉 ≤ Γ#G+ (log (∨e+∈T+se+ − s∅ + 3))#G+−1. (4.57)

Proof. We show (4.56) and (4.57) inductively over the number of G’s leaves with

Γn := Γn (4.58)

for some finite Γ.

For #G+ = 1, by (4.51) assertion (4.57) is true for all Γ1 ≥ 1. Furthermore, since the kernel is
bounded from above by 1, (4.56) becomes true with

Γ := sup
s≥0; x∈R2

(s + 3) as(0, [x]) < ∞. (4.59)

Let now #G+ ≥ 2, and suppose that (4.56) and (4.57) are true for trees with n′ < #G+ leaves.
For a given Rext := {ye+

, e+ ∈ G+; se, e ∈ G \ {∅}}, let x∅ ∈ Z2.

- W.l.o.g. suppose that {se+
; e+ ∈ G+} attains its maximum at a leave belonging to G1

(recall Figure 6), i.e.,
∨e+∈G+

1
se+

= ∨e+∈G+se+
:= ∨se+

. (4.60)

The proof of (4.56) and (4.57) reduces to show that∫ S(∧{e+∈T+})

s∅
{sup

ze1

M(Rext, ze1
, ue1

,G2)} due1 ≤ Γ#G+
2

(log (∨e+∈G+
2
se+ − s∅ + 3))#G+

2 .

(4.61)
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Provided that (4.61) is true, by (4.56) and (4.58) we get inductively,

sup
x∅

M(Rext, x∅, s∅,G)

≤ {sup
x∅

M(Rext, x∅, s∅,G1)}
∫ S(∧{e+∈T+})

s∅
{sup

ze1

M(Rext, ze1
, ue1

,G2)} due1

≤ Γ#G+
(log (∨se+ − s∅ + 3))#G+−1

∨se+ − s∅ + 3
,

(4.62)

and

〈M (Rext, ·, s∅,G), λ 〉

≤ 〈M(Rext, ·, s∅,G1), λ 〉
∫ S(∧{e+∈T+})

s∅
{sup

ze1

M(Rext, ze1
, ue1

,G2)} due1

≤ Γ#G+ (log (∨se+ − s∅ + 3))#G+−1,

(4.63)

which proves (4.56) and (4.57).

It remains to show (4.61). We proceed once more by induction on the number of G2’s leaves.

For #G+
2 = 1, by the induction hypothesis (4.56),∫ S(∧{e+∈T+})

s∅
{sup

ze1

a
se+−ue1 (ze1

, [ye1
])} due1

≤ Γ1

∫ S(∧{e+∈T+})

s∅

1
se+ − ue1 + 3

due1

≤ Γ1 (log u)|se+−s∅+3

se+−S(∧{e+∈T+})+3

< Γ1 log (S(∧{e+ ∈ T+}) − s∅ + 3).

(4.64)

In the third line we have used that for x ≥ 0, 0 < a ≤ b,

x + b

x + a
≤ b

a
(4.65)

(applied on a := 3, b := S(∧{e+ ∈ T+}) − s∅ + 3, and x := se+ − S(∧{e+ ∈ T+})).
Let now #G+

2 ≥ 2 and suppose that (4.61) is true for trees which possess less leaves than G2.
Once more by the induction hypothesis (4.56),∫ S(∧{e+∈T+})

s∅
{sup

ze1

M(Rext, ze1
, ue1

,G2)} due1

≤ Γ#G+
2

∫ S(∧{e+∈T+})

s∅

(log (∨e+∈G+
2
se+ − ue1

+ 3))#G+
2 −1

∨e+∈G+
2
se+ − ue1 + 3

due1

≤ 1
#G+

2

Γ#G+
2

(log u)#G+
2
∣∣∨e+∈G+

2
se+−s∅+3

∨
e+∈G

+
2

se+−S(∧{e+∈T+})+3

< Γ#G+
2

(log (S(∧{e+ ∈ T+}) − s∅ + 3))#G+
2 .

(4.66)
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Thus we have proved (4.56) and (4.57). This implies specifically part (b) of Proposition 4. 2

Induction step: part A

- Fix a non-negative sequence (Ct) ↑ ∞.

- Fix a bounded sequence (dt) such that dt ∈ [0, 1/2] with (dt) ↓ 0, but so slowly that

log dt/ log t ↓ 0, (4.67)

and a sequence (Dt) ↑ ∞, but so slowly that

Dt/ log t ↑ 0, (4.68)

as t → ∞.

- To avoid too much indices, we set for s∅ ∈ [ 0, U (T,St)(e1) ],

εt,s∅ := dU (T,St)(e1)−s∅ and δt,s∅ := DU (T,St)(e1)−s∅ . (4.69)

Then uniformly in x∅ ∈ R2 , and in s∅ with U (T,St)(e1) − s∅ ≥ Ct,

h(x∅, s∅, [ s∅, U (T,St)(e1) − εt,s∅(U
(T,St)(e1) − s∅) ], (Z2),G)

+ h(x∅, s∅, [U (T,St)(e1) − δt,s∅ , U (T,St)(e1) ], (Z2),G)

� (log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅
,

(4.70)

and uniformly in s∅ with U (T,St)(e1) − s∅ > Ct, analogously,

g(s∅, [ s∅, U (T,St)(e1) − εt,s∅(U
(T,St)(e1) − s∅) ], (Z2),G)

+ g(s∅, [U (T,St)(e1) − δt,s∅ , U (T,St)(e1) ], (Z2),G)

� (log (U (T,St)(e1) − s∅))#G+−1,

(4.71)

i.e., the above integrals are small enough to be neglected.

- W.l.o.g. suppose that ∨e+∈G+se+

t = ∨e+∈G+
1
se+

t =: ∨se+

t .

Recall m(·, ·, ·) from (4.14). Then applying (4.56) yields

h(x∅, s∅, [ s∅, U (T,St)(e1) − εt,s∅(U
(T,St)(e1) − s∅) ], (Z2),G)

≤ m(x∅, s∅,G2)
∫ U (T,St)(e1)−ε

t,s∅(U (T,St)(e1)−s∅)

s∅
sup

ze1∈Z2

m(ze1
, ue1

,G1) due1

≤ Γ#G+
1

m(x∅, s∅,G2)
∫ ∨se+

t −ε
t,s∅(∨se+

t −s∅)

s∅

(log (∨se+

t − ue1
+ 3))#G+

1 −1

∨se+

t − ue1 + 3
due1

≤
Γ#G+

1

#G+
1

m(x∅, s∅,G2) (log u)#G1

∣∣∣∨se+

t −s∅+3

ε
t,s∅(∨se+

t −s∅)+3

<
Γ#G+

1

#G+
1

(− log εt,s∅)
#G+

1 m(x∅, s∅,G2).

(4.72)
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Since for k ≥ 0, u ≥ ek, (log u)k/u decreases in u, we obtain again by (4.56) for t sufficiently
large,

m(x∅, s∅,G2) ≤ Γ#G+
2

(log (U (T,St)(e1) − s∅ + 3))#G+
2 −1

U (T,St)(e1) − s∅ + 3
. (4.73)

Thus

h(x∅, s∅, [ s∅, U (T,St)(e1) − εt,s∅(U
(T,St)(e1) − s∅) ], (Z2),G)

≤
Γ#G+

1
Γ#G+

2

#G+
1

( − log εt,s∅

log (U (T,St)(e1) − s∅)

)#G+
1 (log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅

≤
Γ#G+

1
Γ#G+

2

#G+
1

(
− log dCt

log Ct
)#G1

(log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅
.

(4.74)

By a similar argument the following holds:

g(s∅, [ s∅, U (T,St)(e1) − εt,s∅(U
(T,St)(e1) − s∅) ], (Z2),G)

≤
∫ U (T,St)(e1)−ε

t,s∅(U (T,St)(e1)−s∅)

s∅
〈m(·, ue1

,G2), λ 〉 {sup
ze1

m(ze1
, ue1

,G1)} due1

≤ Γ#G+
1
Γ#G+

2

∫ ∨se+

t −ε
t,s∅(∨se+

t −s∅)

s∅

(log (∨se+

t − ue1
+ 3))#G+−2

∨se+

t − ue1 + 3
due1

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(log u)#G+−1

∣∣∣∨se+

t −s∅+3

ε
t,s∅(∨se+

t −s∅)+3

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(
− log dCt

log Ct
)#G1−1(log (U (T,St)(e1) − s∅))#G+−1.

(4.75)

An argument like (4.72) works as well in the estimation of the second summand:

h(x∅, s∅, [U (T,St)(e1) − δt,s∅ , U (T,St)(e1) ], (Z2),G)

≤
Γ#G+

1

#G+
1

m(x∅, s∅,G2) (log u)#G1

∣∣∣∨se+

t −U (T,St)(e1)+δ
t,s∅+3

∨se+
t −U (T,St)(e1)+3

≤
Γ#G+

1

#G+
1

m(x∅, s∅,G2) (log (δt,s∅ + 3))#G1 .

<
Γ#G+

1

#G+
1

(
log 2 − log DCt

log Ct
)#G1

(log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅
.

(4.76)

This finishes the proof of (4.70). Analogous calculations, which use an estimate like (4.75), work
as well to finish the proof of (4.71).

- In the following we choose therefore:

Ĩt := [ vt, wt ]

= [U (T,St)(e1) − εt,u∅
t
(U (T,St)(e1) − u∅t ) , U (T,St)(e1) − δt,u∅

t
].

(4.77)
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Recall ∆Rext
t (G) from (4.16). If we restrict our attention to the case (i) of Proposition 4(a)

only, then there are further expressions which can be neglected: uniformly in s∅ fulfilling (4.18)
with (4.19),

g(s∅, [U (T,St)(e1) − Dt (∆Rext
t (G) ∨ 1), ∨e+∈G+se+

t − dt (∆Rext
t (G) ∨ 1)) ], (Z2),G)

� (log (U (T,St)(e1) − s∅))#G+−1.
(4.78)

Namely, again by an estimate like (4.75),

g(s∅, [U (T,St)(e1) − Dt (∆Rext
t (G) ∨ 1), ∨e+∈G+se+

t − dt (∆Rext
t (G) ∨ 1) ], (Z2),G)

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(log u)#G+−1

∣∣∣∨se+

t −U (T,St)(e1)+Dt (∆Rext
t (G)∨1)+3

dt (∆Rext
t (G)∨1)+3

≤
Γ#G+

1
Γ#G+

2

#G+ − 1

(
log (1 + Dt) − log dt

(β − at) log t

)#G+−1

(log (U (T,St)(e1) − u∅t ))
#G+−1.

(4.79)

- Therefore under (4.18) and (4.19), we choose

It := I1
t ∪ I2

t

:=[u∅t , U (T,St)(e1) − Dt (∆Rext
t (G) ∨ 1) ] ∩ Ĩt

∪ [∨e+∈G+s+
t − dt (∆Rext

t (G) ∨ 1), U (T,St)(e1) ] ∩ Ĩt.

(4.80)

Induction step: part B

In the next step we only consider part (i) of Proposition 4(a), and only the sub-case ue1 ∈ I1
t .

We are then going to shrink the spatial summation in (4.54) and in (4.55).

- Motivated by Lemma 2, we fix a non-negative sequence (Kt) ↑ ∞, which fulfills (4.36).

- Let Du denote the block around 0 ∈ Z
2 with side length Ku

√
u, that is

Du := {z ∈ Z
2 : ‖ z ‖Q≤ Ku

√
u}. (4.81)

- As usual its complement is denoted by Dc
u := Z2 \ Du.

Then uniformly in (x∅, s∅) fulfilling (4.18), (4.19) and (4.21),

h
(
x∅, s∅ , I1

t , (Dc
U (T,St)(e1)−ue1 )

ue1∈I1
t
,G
)
� (log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅
, (4.82)

and uniformly in s∅ fulfilling (4.18) and (4.19), analogously,

g
(
s∅ , I1

t , (Dc
U (T,St)(e1)−ue1 )ue1∈I1

t
,G
)
� (log (U (T,St)(e1) − s∅))#G+−1. (4.83)
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To see this, we fall once more back on (4.56). Recall that we have supposed that dt ≤ 1/2. Thus

(U (T,St)(e1) − s∅) h(x∅, s∅, I1
t , (Dc

U (T,St)(e1)−ue1 ),G )

≤ Γ1

1 − εt,s∅

∫
I1
t

{sup
z

m(z, ue1
,G1)}

∑
ze1∈Dc

U(T,St)(e1)−ue1

m(ze1
, ue1

,G2) due1
,

≤ 2Γ1

∫
I1
t

sup
z

m(z, ue1
,G1)

∑
ze1∈Dc

U(T,St)(e1)−ue1

m(ze1
, ue1

,G2) due1
,

(4.84)

and

g( s∅, I1
t , (Dc

U (T,St)(e1)−ue1 ),G ) ≤
∫

I1
t

sup
z

m(z, ue1
,G1)

∑
ze1∈Dc

U(T,St)(e1)−ue1

m(ze1
, ue1

,G2) due1
.

(4.85)

To proceed, suppose we could show that for a given δ > 0, t can be chosen sufficiently large such
that uniformly in β ∈ [ 1 − A(∧e+∈T+e+), 1 ], in s∅ fulfilling (4.18) and (4.19), and in ue1 ∈ I1

t ,

1

(log (∨e+∈G+
2
se+

t − ue1))#G+
2 −1

∑
ze1∈Dc

U(T,St)(e1)−ue1

m(ze1
, ue1

,G2) < δ. (4.86)

Recall (4.60) and (4.65). Then applying (4.56) once more, we see that the expressions in (4.85)
were less than or equal to

δ

∫
I1
t

{sup
z

m(z, ue1
,G1)} (log (∨se+

t − ue1
))#G+

2 −1 due1

≤ δ Γ#G+
1

∫
Ĩt

(log (∨se+

t − ue1
))#G+−2

∨se+

t − ue1
due1

= δ
Γ#G+

1

#G+ − 1
(log u)#G+−1

∣∣∨se+

t −U (T,St)(e1)+ε
t,s∅(U (T,St)(e1)−s∅)

∨se+
t −U (T,St)(e1)+δ

t,s∅

≤ δ
Γ#G+

1

#G+ − 1
(1 +

log dCt − log DCt

log Ct
)#G+−1 (log (U (T,St)(e1) − s∅))#G+−1.

(4.87)

It remains, therefore, to decide, whether (4.86) is true or not. The answer is yes uniformly in all
ue1 ∈ I1

t . To state this in more detail, we fix β ∈ [ 1 − A(∧e+∈T+e+), 1 ], suppose that s∅ fulfills
(4.18) and (4.19), and introduce for β′ ∈ [ (1 − A(∧e+∈T+e+))/β, 1 ],

I1,β′
t :=

{
ue1 ∈ I1

t :

∣∣∣∣∣ log (U (T,St)(e1) − ue1
)

log (U (T,St)(e1) − s∅)
− β′

∣∣∣∣∣ < ãt

}
, (4.88)

where we let for a technical reason,

ãt :=
log Dt

log t − log dt

log t + rt

β − at
+

at(1 − A(∧e+∈G+e+))
β(β − at)

, (4.89)
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and with

rt :=
∣∣∣∣ log (∆Rext

t (G) ∨ 1)
log t

− (1 − A(∧e+∈G+e+)
)∣∣∣∣ . (4.90)

Then we start claiming that (4.86) holds uniformly in

ue1 ∈
⋃

β′∈[ (1−A(∧e+∈G+e+))/β, 1 ]

I1,β′
t . (4.91)

To see this, we start by replacing summation over subsets of the lattice by integration over
subsets of the plane with respect to the Lebesgue measure.

- The extension is defined by

Z
2 ⊇ A 7→ R

2 (A) := {z ∈ R
2 : [z] ∈ A} ⊆ R

2 (4.92)

Then

lim inf
t→∞

1

(log (∨e+∈G+
2
se+

t − ue1))#G+
2 −1

∑
ze1∈D

U(T,St)(e1)−ue1

m(ze1
, ue1

,G2)

= lim inf
t→∞

∫
R2(D

U(T,St)(e1)−ue1 ) m(ze1
, ue1

,G2) dze1

(log (∨e+∈G+
2
se+

t − ue1))#G+
2 −1

≥ lim inf
t→∞

(U (T,St)(e1) − ue1
)
∫
D̃

U(T,St)(e1)−ue1
m((U (T,St)(e1) − ue1

)
1
2 z̃, ue1

,G2) dz̃

(log (∨e+∈G+
2
se+

t − ue1))#G+
2 −1

(4.93)
with

D̃
U (T,St)(e1)−ue1 := {z̃ ∈ R

2 : (U (T,St)(e1) − ue1
)1/2z̃ ∈ R

2 (D
U (T,St)(e1)−ue1 )}. (4.94)

Here we have substituted z := (U (T,St)(e1) − ue1
)

1
2 z̃.

It is noteworthy that

{z̃ : ‖ z̃ ‖Q≤ KDt (∆Rext
t (G)∨1) − 1} ⊆ D̃

U (T,St)(e1)−ue1 , (4.95)

that is, D̃
U (T,St)(e1)−ue1 exhausts the whole plane in the limit as t → ∞.

Observe furthermore that uniformly in ue1 ∈ I1
t ,

1 ≤ U (T,St)(e12) − ue1

U (T,St)(e1) − ue1 ≤ 1 +
∆Rext

t (G) ∨ 1
U (T,St)(e1) − ue1 ≤ 1 +

1
Dt

−→
t→∞

1, (4.96)

and for all e ≥ e1, uniformly in ue1 ∈ I1
t ,

1 ≤ log (U (T,St)(e) − ue1
)

log (U (T,St)(e1) − ue1)
≤

log
(
(∆Rext

t (G) ∨ 1 + (U (T,St)(e1) − ue1
)
)

log (U (T,St)(e1) − ue1)

≤ log (1 + 1
Dt

) + log (U (T,St)(e1) − ue1
)

log (U (T,St)(e1) − ue1)
−→
t→∞

1.

(4.97)
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By (4.96) and (4.97), we are in a position to apply the induction hypothesis (4.22) twice. Fatou’s
Lemma implies that, uniformly in β′ ∈ [ (1 − A(∧e+∈T+e+))/β, 1 ] and in ue1 ∈ I1,β′

t , the right
hand side of (4.93) is

≥ (4πβ′
√

detQ)#G+
2 −1 c

(T,(1− (1−A)

β′β )+)(G2)
∫
R2

ϕ(z̃)dz̃. (4.98)

and uniformly in β′ ∈ [ (1 − A(∧e+∈T+e+))/β, 1 ] and in ue1 ∈ I1,β′
t , by analogous arguments,

lim
t→∞

1

(log (∨se+

t − ue1))#G+
2 −1

〈m(·, ue1
,G2), λ 〉

= (4πβ′
√

detQ)#G+
2 −1 c

(T,(1− (1−A)

β′β )+)(G2).

(4.99)

Hence, for a given δ > 0, we may, therefore, choose t sufficiently large such that uniformly in
β ∈ [ 1−A(∧e+∈G+e+), 1 ], in β′ ∈ [ (1−A(∧e+∈T+e+))/β, 1 ], in s∅ fulfilling (4.18) and (4.19),
and in ue1

fulfilling (4.91), (4.86) becomes true.

Since δ > 0 was arbitrary, (4.86) would imply (4.82), if we verify that uniformly in β′ ∈ [ (1 −
A(∧e+∈T+e+))/β, 1 ] and in s∅ fulfilling (4.18) and (4.19),

g
(
s∅ , I1

t \ ∪
β′∈[ 1−A(∧

e+∈G+e+)

β
, 1]

I1,β′
t , (Z2),G

)� (log (U (T,St)(e1) − s∅))#G+−1. (4.100)

To see this, we set

- for β′ ∈ ((1 − A(∧e+∈G+e+))/β, 1),

Jβ′
t := [U (T,St)(e1)−Dt(U (T,St)(e1) − s∅)β

′
, U (T,St)(e1) − dt(U (T,St)(e1) − s∅)β

′
],

(4.101)

- and

Jt

1−A(∧
e+∈G+e+)

β := I1
t \ [ s∅, U (T,St)(e1) − Dt(U (T,St)(e1) − s∅)

1−A(∧
e+∈G+e+)

β ], (4.102)

- and
J1

t := [ s∅, U (T,St)(e1) − dt(U (T,St)(e1) − s∅)]. (4.103)

It is not hard to check that ãt is chosen such that for all β′ ∈ [ (1 − A(∧e+∈G+e+))/β, 1 ],

Jβ′
t ∩ I1

t ⊆ I1,β′
t . (4.104)

Thus
I1
t \ ∪

β′∈[ 1−A(∧
e+∈G+e+)

β
, 1]

I1,β′
t ⊆ I1

t \ ∪
β′∈[ 1−A(∧

e+∈G+e+)

β
, 1]∩Q

Jβ′
t , (4.105)

where the set on the right hand side consists of an union of disjunct open intervals. Since the
index set is at the most countable and dense in [ (1 − A(∧e+∈G+e+))/β, 1 ], we may enumerate
its elements by β′1, β

′
2, β
′
3, · · ·
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For a given δ > 0 and n ∈ N, set

β̃′ = β̃′(δ, n) := (β′n +
δ

2n
) ∧ 1. (4.106)

Then there are two possibilities: either

[U (T,St)(e1)−dt(U (T,St)(e1) − s∅)β̃′
, U (T,St)(e1) − Dt(U (T,St)(e1) − s∅)β

′
n ] = ∅ (4.107)

or
log Dt − log dt

log (U (T,St)(e1) − s∅)
≤ β̃′ − β′n. (4.108)

By an estimate like (4.75), for t sufficiently large (i.e., given by (4.56), (4.57), (4.96) and (4.97),
while independent of β′n and δ), the following holds uniformly in s∅ fulfilling (4.18) and (4.19):

g(s∅, [U (T,St)(e1) − dt(U (T,St)(e1) − s∅)β̃′
, U (T,St)(e1) − Dt(U (T,St)(e1) − s∅)β

′
n ], (Z2),G)

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(log u)#G+−1

∣∣∣dt (U (T,St)(e1)−s∅)
˜β′

Dt (U (T,St)(e1)−s∅)β′
n

≤
Γ#G+

1
Γ#G+

2

#G+ − 1

(
2

δ

2n

)#G+−1

(log (U (T,St)(e1) − s∅))#G+−1.

(4.109)

Hence, for a given 0 < δ < 1/2 and t sufficiently large, uniformly in s∅ fulfilling (4.18) and
(4.19),

g
(
s∅ , I1

t \ ∪
β′∈[ 1−A(∧

e+∈G+e+)

β
, 1]

I1,β′
t , (Z2),G

) ≤ 2 δ
Γ#G+

1
Γ#G+

2

#G+ − 1
(log (U (T,St)(e1) − s∅))#G+−1.

(4.110)
Since δ was arbitrary, (4.100) is proven.

Induction step: part C

In the last step we want to investigate the ’main terms’. That will be expressions of the form
(4.54) and (4.55), on which we may apply our induction hypothesis. Motivated by Proposi-
tion 4(a) we consider two parts, in each of which we need to distinguish different cases.

Part (i) (Trunk of a long time period). We suppose that s∅ is such that

St(∧{e+ ∈ T+}) − s∅ > Ct (∆Rext
t (G)) ∨ 1). (4.111)

According to (4.80) we distinguish between the two cases: (i(a)) ue1 ∈ I1
t , and (i(b)) ue1 ∈

I2
t . Recall from Figure 6 that a binary tree G is decomposed by e1 ∈ G(1) into two subtrees

G
∣∣
e1 = {G1,G2}. In the first case our task is to show that for both subtrees Gi, i = 1, 2, ue1

assumption (4.19) is satisfied. This is therefore the only case, where the actual calculation is
carried out. On the other hand, the second case implies that for at least one of these subtrees
Gi, i = 1, 2, ue1

satisfies assumption (4.25).
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Case (i(a)). Suppose that ue1 ∈ I1
t , i.e., in particular

U (T,St)(e1) − ue1
> Dt (∆Rext

t (G) ∨ 1). (4.112)

This is the only case where the main terms will not disappear in the limit, i.e., in this case the
principle calculations take place.

(4.112) implies specifically that even for e1i, i = 1, 2,

U (T,St)(e1i) − ue1
> Dt (∆Rext

t (Gi) ∨ 1). (4.113)

Thus by (4.96) and (4.97), we are once more in a position to apply the induction hypothesis
(4.22).

Fix β ∈ [ 1−U (T,A)(e1), 1 ] and β′ ∈ [ (1−U (T,A)(e1))/β, 1 ]. Then by the theorem of dominated
convergence the following holds: uniformly in s∅ fulfilling (4.18) and (4.19), and in ue1 ∈ I1,β′

t

(U (T,St)(e1) − ue1
)

(log (U (T,St)(e1) − ue1))#G+−2

∫
R2(D

U(T,St)(e1)−ue1 )

∏2

i=1
m(z, ue1

,Gi) dz

=
(U (T,St)(e1) − ue1

)2

(log (U (T,St)(e1) − ue1))#G+−2

∫
D̃

U(T,St)(e1)−ue1

2∏
i=1

m((U (T,St)(e1) − ue1
)

1
2 z̃, ue1

,Gi) dz̃

−→
t→∞

(4π
√

detQ)−(#G+−2)
2∏

i=1

c
(T,(1− 1−A

ββ′ )+)(Gi)
∫
R2

ϕ2(z̃) dz̃.

(4.114)
Recall D̃

U (T,St)(e1)−ue1 from (4.94).

Observe next the following identities: for β ≥ 1 − A(∧e+∈G+e+),

∆U (T,(1− 1−A
β

)+)(e) =

{
∆U

(T,(1− 1−A
β

)+)(e1) e = e1

1
β ∆U (T,A∨(1−β))(e) e >G e1

. (4.115)

Hence for each tree G and β ≥ 1 − A(∧e+∈G+e+),

c(T,(1− 1−A
β

)+)(G) = β−(#G+−1) c(T,A∨(1−β))(G). (4.116)

Thus the right hand side of (4.114) is equal to

ββ′ (4πββ′
√

detQ)−(#G+−1)
2∏

i=1

c(T,A∨(1−ββ′))(Gi). (4.117)

In the next step we substitute (U (T,St)(e1) − ue1
) := (U (T,St)(e1) − s∅)β′

, that is,

d (U (T,St)(e1) − ue1
) = (U (T,St)(e1) − ue1

) log (U (T,St)(e1) − s∅) dβ′, (4.118)

53



Thus

lim
t→∞

1
(log (U (T,St)(e1) − s∅))#G+−1

∫
I1
t

∫
R2(D

U(T,St)(e1)−ue1 )

2∏
i=1

m(z, ue1
,Gi) dzdue1

= lim
t→∞

1
(log (U (T,St)(e1) − s∅))#G+−1

∫
I1
t

{
(log (U (T,St)(e1) − ue1

))#G+−2

(U (T,St)(e1) − ue1)

(U (T,St)(e1) − ue1
)

(log (U (T,St)(e1) − ue1))#G+−2

∫
R2(D

U(T,St)(e1)−ue1 )

2∏
i=1

m(z, ue1
,Gi) dz

 due1

= lim
t→∞ β (4πβ

√
det Q)−(#G+−1)

∫ 1+

log ε
t,u∅

t

log (U(T,St)(e1)−s∅)

log Dt (∆Rext
t (G)∨1)

log (U(T,St)(e1)−s∅)

2∏
i=1

c(T,A∨(1−β′β))(Gi)dβ′.

(4.119)

By an estimate like (4.130), the domain of integration converges uniformly in s∅ fulfilling (4.18)
and (4.19). Hence

∫ 1+

log ε
t,u∅

t

log (U(T,St)(e1)−s∅)

log Dt (∆Rext
t (G)∨1)

log (U(T,St)(e1)−s∅)

2∏
i=1

c(T,A∨(1−β′β))(Gi) dβ′−→
t→∞

∫ 1

1
β
(1−A(∧e+∈T+e+))

2∏
i=1

c(T,A∨(1−β′β))(Gi) dβ′

=
1
β

∫ A(∧e+∈T+e+)

1−β

2∏
i=1

c(T,A∨γ)(Gi) dγ

=
1
β

c(T,A∨(1−β))(G).

(4.120)

This yields finally that uniformly in β ∈ [ 1 − A(∧e+∈T+e+)), 1 ], and in s∅ fulfilling (4.18) and
(4.19),

(log(U (T,St)(e1) − s∅))−(#G+−1) g(s∅, I1
t , (D

U (T,St)(e1)−ue1 ),G)

−→
t→∞

(4πβ
√

detQ)−(#G+−1) c(T,A∨(1−β))(G)

= (4π
√

detQ)−(#G+−1) c
(T,(1− 1−A

β
)+)(G).

(4.121)

This finally proves (4.20).

To obtain (4.22), recall in addition to the calculations given above that by part (a) of Lemma
2, uniformly in the sequences (x∅t , u

∅
t ) fulfilling (4.18), (4.19) and (4.21), in ue1 ∈ It and in

ze1 ∈ D
U (T,St)(e1)−ue1 ,

(U (T,St)(e1) − u∅t ) a
u∅

t , ue1 (x∅t , z
e1

)−→
t→∞

ϕ(x∅). (4.122)

Case (i(b)). Next suppose that ue1 ∈ I2
t . Since this implies in particular that

∨e+∈G+se+

t − U (T,St)(e1) ≤ ∨e+∈G+se+

t − ue1 ≤ dt (∆Rext
t (G) ∨ 1), (4.123)
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in this situation, ∆Rext
t (G) is dominated by the spatial distances. That is, for some e+, f+ ∈ T+,

∆Rext
t (G) =‖ ye+

t − yf+

t ‖2
Q . (4.124)

On the other hand, by the triangle inequality,

Kc
1
2
‖ye+

t −yf+

t ‖Q
(ye+

t ) ∪ Kc
1
2
‖ye+

t −yf+

t ‖Q
(yf+

t ) = Z
2, (4.125)

where as usual Kr(y) and Kc
r(y) denote the Q-ball with radius r centered in y or its complement,

respectively.

Suppose w.l.o.g. that e+ ∈ G+
1 and f+ ∈ G+

2 . Then it is easy to check that we are in a position
to apply the induction hypothesis (4.26). Namely uniformly in s∅ fulfilling (4.19), in ue1 ∈ I2

t

and in ze1 ∈ Kc
1
2
‖ye+

t −yf+

t ‖Q
(ye+

t ),

(U (T,St)(e11) − ue1
) ≤ dt (∆Rext

t (G) ∨ 1) ≤ 4 dt (∆Rext
t (ze1

,G1) ∨ 1), (4.126)

and
(U (T,St)(e11) − ue1

) ≥ δt,s∅ ≥ DCt . (4.127)

Hence by (4.26), for a given δ > 0 and t sufficiently large, for all ue1 ∈ I2
t ,

sup
ze1∈Kc

1
2 ‖ye+

t −y
f+

t ‖Q

(ye+
t )

m(ze1
, ue1

,G1) ≤ δ
(log (U (T,St)(e11) − ue1

))#G+
1 −1

U (T,St)(e11) − ue1 . (4.128)

We will use the latter result to show that uniformly in s∅ fulfilling (4.111),

g(s∅, I2
t , (Dc

U (T,St)(e1)−s∅),G) � (log (U (T,St)(e1) − s∅))#G+−1. (4.129)

Notice that for t sufficiently large,∫
I2
t

∑
ze1∈Kc

1
2 ‖ye+

t −y
f+

t ‖Q

(ye+
t )

{
2∏

i=1

m(ze1
, ue1

,Gi)

}
due1

≤ 〈m(·, s∅,G2), λ 〉
∫

I2
t

sup
ze1∈Kc

1
2 ‖ye+

t −y
f+

t ‖Q

(ye+
t )

m(ze1
, ue1

,G1) due1

≤ δ 〈m(·, s∅,G2), λ 〉
∫

I2
t

(log (U (T,St)(e11) − ue1
))#G+

1 −1

U (T,St)(e11) − ue1 due1

≤ δ
1

#G+
1

〈m(·, s∅,G2), λ 〉 (log u)#G+
1

∣∣∣U (T,St)(e11)−U (T,St)(e1)+dt (∆Rext
t (G)∨1)

U (T,St)(e11)−U (T,St)(e1)+δ
t,u∅

t

≤ δ
1

#G+
1

〈m(·, s∅,G2), λ 〉
(

log
dt (∆Rext

t (G) ∨ 1)
δt,u∅

t

)#G+
1

.
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Recall rt from (4.90). Then uniformly in s∅ fulfilling (4.111),

log dt

log t + 1 − A(∧e+∈G+e+) − rt

β + bt
− log Dt

log t
≤ log dt (∆Rext

t (G) ∨ 1) − log δt,s∅

log(U (T,St)(e1) − s∅)

≤ 1 − A(∧e+∈G+e+) + rt

β − bt
,

(4.130)

and

1 ≤ log (U (T,St)(e12) − s∅)
log (U (T,St)(e1) − s∅)

≤ log ((∆Rext
t (G) ∨ 1) + (U (T,St)(e1) − s∅))
log (U (T,St)(e1) − s∅)

≤ log (1 + 1
Ct

)
log Ct

+ 1.

(4.131)

Since δ > 0 was arbitrary, by (4.130), (4.131), and again by (4.56), uniformly in the sequences
(s∅) fulfilling (4.111),

g(s∅, I2
t , (Kc

1
2
‖ye+

t −yf+

t ‖Q
(ye+

t )),G) � (log (U (T,St)(e1) − s∅))#G+−1. (4.132)

Symmetric arguments yield that the Q-ball centered in ye+

t may be replaced by that centered
in yf+

t . Recall (4.125) to finally obtain (4.20).

To see (4.22), apply (4.122) to the effect that uniformly in the x∅, in s∅ fulfilling (4.19), in
ue1 ∈ Ĩt and in ze1 ∈ Z

2,

lim
t→∞ (U (T,St)(e1) − u∅t ) a

u∅
t , ue1 (x∅, ze1

) ≤ 1. (4.133)

Part (ii) (Trunk of a short time period). Suppose now that (s∅) is such that (4.23), and
(x∅, s∅) such that (4.25) is fulfilled, respectively. In the following we distinguish between these
assumptions.

Part (ii.i). We suppose that s∅ is such that

Ct < St(∧{e+ ∈ T+}) − s∅ < ct(∆Rext
t (G) ∨ 1). (4.134)

We need to prove that here even for the ’main terms’ hold: uniformly in

g( s∅, Ĩt, (Z2),G ) � (log (U (T,St)(e1) − s∅))#G+−1. (4.135)

Under the condition, which underlies this part, two branches run together only over a small time
period, U (T,St)(e1) − s∅. Hence, their increments either (ii.i(a)) are independent of each other
for at least the same time period, (ii.i(b)) or after U (T,St)(e1) they do not have time to move far
enough away. According to these possibilities, we distinguish here the following two cases.

Case (ii.i(a)). Let (tn) ↑ ∞ be a subsequence such that

∨e+∈T+se+

tn − U (T,Stn)(e1) ≥ U (T,Stn)(e1) − s∅. (4.136)
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Observe that (4.134) is essential at this point in the sense that (4.136) would not appear in the
case where the trunk comprises a long time period, i.e., U (T,St)(e1) − s∅ > Ct (∆Rext

t (G) ∨ 1).

Then by an estimate like (4.75), we may show even a bit more than required in (4.135). Namely,

g(s∅, [U (T,Stn)(e1) − εtn,s∅(U
(T,Stn )(e1) − s∅), U (T,Stn )(e1) ], (Z2),G)

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(log u)#G+−1

∣∣∣∨se+

tn
−U (T,Stn )(e1)+ε

tn,s∅(U (T,Stn )(e1)−s∅)+3

∨se+
tn
−U (T,Stn )(e1)+3

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(log (1 + εtn,s∅))

#G+−1

≤
Γ#G+

1
Γ#G+

2

#G+ − 1
(

2
log Ct

)#G+−1 (log (U (T,Stn)(e1) − s∅))#G+−1.

(4.137)

Case (ii.i(b)). Let (tn) ↑ ∞ be a subsequence such that

∨e+∈T+s+
tn − U (T,Stn)(e1) < U (T,Stn)(e1) − s∅. (4.138)

Since this implies in particular that ∆Rext
tn (G) is dominated by the spatial distances, we may

w.l.o.g. assume that e+ ∈ G+
1 and f+ ∈ G+ are such that

∆Rext
tn (G) =‖ ye+

tn − yf+

tn ‖2
Q . (4.139)

Hence we follow similar arguments as in (4.126) and (4.127) to check that we are once more in
a position to apply the hypothesis (4.26). Namely, uniformly in s∅ fulfilling (4.134) and (4.138),
in ue1 ∈ [ vtn , wtn ] (recall (4.77)), and in z ∈ Kc

1
2
‖ye+

tn
−yf+

tn
‖Q

(ye+

tn ),

DCtn
≤ (U (T,Stn)(e11) − ue1

)

≤ (U (T,Stn)(e11) − U (T,Stn)(e1)) + (U (T,Stn)(e1) − ue1
)

≤ ctn (1 + εtn,s∅) (∆Rext
tn (G) ∨ 1)

≤ 4 ctn (1 + εtn,s∅) (∆Rext
tn (ze1

,G1) ∨ 1)

≤ 8 ctn (∆Rext
tn (ze1

,G1) ∨ 1).

(4.140)

Thus for a given δ > 0 and n sufficiently large, for ue1 ∈ [vtn , wtn ],

sup
ze1∈Kc

1
2 ‖ye+

tn
−y

f+

tn
‖Q

(ye+
tn

)

m(ze1
, ue1

,G1) ≤ δ
(log (U (T,Stn)(e11) − ue1

))#G+
1 −1

U (T,Stn)(e11) − ue1 . (4.141)
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Then

g(s∅, [ vtn , wtn ], (Kc
1
2
‖ye+

tn
−yf+

tn
‖Q

(ye+

tn )),G)

≤ 〈m(·, s∅,G2), λ 〉
∫ wtn

vtn

sup
ze1∈Kc

1
2 ‖ye+

tn
−y

f+

tn
‖Q

(ye+
tn

)

m(ze1
, ue1

,G1) due1

≤ δ 〈m(·, s∅,G2), λ 〉
∫ wtn

vtn

(log (U (T,Stn)(e11) − ue1
))#G+

1 −1

U (T,Stn)(e11) − ue1 due1
.

(4.142)

Recall the estimate (4.87). Similar to this we obtain immediately that∫ wtn

vtn

(log (U (T,Stn)(e11) − ue1
))#G+

1 −1

U (T,Stn)(e11) − ue1 due1

≤ 1
#G+

1

(1 +
log dCtn

log Ctn

)#G+
1 (log (U (T,Stn)(e1) − s∅))#G+

1 .

(4.143)

On the other hand, by (4.57) and (4.138), for t sufficiently large,

〈m(·, s∅,G2), λ 〉 ≤ Γ#G+
2

(log (U (T,Stn)(e12) − s∅ + 3))#G+
2 −1

≤ Γ#G+
2

(log 2 + log (U (T,Stn )(e1) − s∅))#G+
2 −1.

(4.144)

Hence, since δ > 0 was arbitrary, uniformly in s∅ fulfilling (4.134) the following holds:

g(s∅, [ vtn , wtn ], (Kc
1
2
‖ye+

tn
−yf+

tn
‖Q

(ye+

tn )),G) � (log (U (T,Stn )(e1) − s∅))#G+−1, (4.145)

and by a symmetric argumentation together with (4.125),

g(s∅, [ vtn , wtn ], (Z2),G) � (log (U (T,Stn)(e1) − s∅))#G+−1. (4.146)

Part (ii.ii). Suppose finally that (x∅, s∅) satisfies (4.25), i.e.,

Ct ≤ St(∧{e+ ∈ T+}) − s∅ < ct (∆Rext
t (x∅,G) ∨ 1). (4.147)

We need to prove that uniformly in (x∅, s∅) fulfilling (4.147),

h(x∅, s∅, Ĩt, (Z2), G ) � (log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅
. (4.148)

By different arguments in each of the two subcases, we have actually more or less proved that
under (4.134), for some finite constant, Γ̄,∫

Ĩt

{sup
ze1

m(ze1
, ue1

,G2)} due1 ≤ Γ̄
#G+

2

(log (U (T,St)(e1) − s∅))#G+
2 . (4.149)
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Furthermore by Lemma 2, (4.133) holds uniformly in (x∅, s∅) fulfilling (4.134), in ue1 ∈
[ vt, U (T,St)(e1) ] and in z ∈ Z

2. That is, (4.148) holds under the stronger assumption (4.134)
more than ever.

Hence we concentrate our attention on the gap which occurs if for some ê+ ∈ G+, and (D̃t) ↑ ∞,

‖ x∅t − yê+

t ‖2
Q= ∆Rext

t (x∅,G) > D̃t ∆Rext
t (G). (4.150)

W.l.o.g. suppose that ê+ ∈ G+
1 . Then by the induction hypothesis (4.26), for a given δ > 0 and

t sufficiently large, uniformly in (x∅, s∅) fulfilling (4.147),

m(x∅, s∅,G1) ≤ δ
(log (U (T,St)(e11) − s∅))#G+

1 −1

U (T,St)(e11) − s∅

≤ δ
(log (U (T,St)(e1) − s∅))#G+

1 −1

U (T,St)(e1) − s∅
.

(4.151)

Thus uniformly in (x∅, s∅ ) fulfilling (4.147),

h(x∅, s∅, [ vt, wt ],G) ≤ sup
x∅

m(x∅, s∅,G1)
∫

Ĩt

{sup
ze1

m(ze1
, ue1

,G2)} due1

≤ δ
Γ̄

#G+
2

(log (U (T,St)(e1) − s∅))#G+−1

U (T,St)(e1) − s∅
.

(4.152)

Since δ > 0 was arbitrary, that is, (4.148) holds. At this point the proof of Proposition 4 is
done. 2

4.3 Asymptotics of block means (Lemma 4)

In this subsection we change the approach: we leave the microscopic perspective of describing
the correlation structure among single components. Instead we focus our view on the more
macroscopic perspective of averaging components over large blocks. It turns out that on the
lattice a typical tuple of components within a t

α
2 -block (compare (2.11)) has mutual distances of

spatial scaling exponent α. Hence, the perceptible effect of block averaging depends on whether
the blocks are large in comparison to their centers’ distances or not: if, for two averaged blocks,
(a) the block length is of a smaller order than their centers’ distance, they behave like their
non-averaged center components while (b) averaged blocks of a bigger order than the distance
of their centers behave like two (non-averaged) components observed at a distance which is of
block length order.

To become more precise, recall that we are in a position where we have fixed a space of scaling
exponents, (T, A), as well as a family of space-time points being on an extended (T, A)-scale,
Rext

t (compare (3.18)).

- Fix α ∈ [0, 1). Recall from (2.11) the space block, Lα
t . Choose a sequence of space points

{ỹe+

t ; e+ ∈ T+} ∈ (Lα
t )#T+

(4.153)
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such that the corresponding set of space-time points

R̃ext
t := {se

t , e ∈ T 0; (ỹe+

t , se+

t ), e+ ∈ T+} (4.154)

is on an extended (T, A ∧ (1 − α))-scale.

Fix θ > 0. We are then in a position to formulate the result, which we show in subsection 4.3.2
and which allows immediately to complete the proof of Proposition 3 in subsection 4.3.1.

Fix a sequence (Ct) ↑ ∞.

Lemma 4 (Asymptotics of block means; tree indexed systems of SRW)

Uniformly in the initial times s∅ in R+ such that

St(∧e+∈T+e+) − s∅ > Ct (∆Rext
t (G) ∨ tα), (4.155)

as t → ∞, the following holds:

t−#T+α Eθλ, s∅ [
∏

e+∈T+

B(ye+

t ,se+

t ),α] ∼ Eθλ,s∅ [
∏

e+∈T+

Xe+

se+
t

({[ỹe+

t ]})]. (4.156)

From Lemma 4 we obtain immediately the proof of Proposition 3 in the case α ∈ (0, 1) left out
so far.

Proof of Proposition 3. The Case α ∈ (0, 1).

(a) Since se
t ≈ t, for all e ∈ T \ ∅, and α ∈ [0, 1),

Ct :=
St(∧e+∈T+e+)
∆Rext

t (G) ∨ tα
−→
t→∞

∞. (4.157)

W.l.o.g. we are therefore in a position to apply Lemma 4 with s∅ := 0. Thus

At Eθλ [
∏

e+∈T+

B̂(ye+

t ,se+

t ),α] ∼ At Eθλ [
∏

e+∈T+

B̂(ỹe+

t ,se+

t ),0], as t → ∞. (4.158)

But for the case without any block averaging (recall (4.31) and (4.32)) it is already verified that
the right hand side of (4.158) tends to

−→
t→∞

(
V

2

)#T+−1

θ
∑

G∈G(1)

T+

c(T,A∧(1−α))(G) = lim
t→∞ At Eθ(At)−1

[
∏

e+∈T+

Ze+

1−α]. (4.159)

(b) The same reasoning works out for part (b) as well. 2

Proof of Lemma 4. Suppose that Rext
t is on an extended (T, A)-scale. The aim is to show

that then for the most of the tuples (ze+
, e+ ∈ T+) in

⊗
e+∈T+ Lα

t + [ye+

t ], the families

{ze+
, e+ ∈ T+; se

t , e ∈ T \ {∅}} (4.160)
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lie on an extended (T, A ∧ (1 − α))-scale.

Notice first that there is a finite constant, Cdet Q, such that for all ze+ ∈ Lα
t + [ye+

t ],

‖ ze+ − [ye+

t ] ‖2
Q≤ Cdet Q tα (4.161)

and hence for ze+ ∈ Lα
t + [ye+

t ] and zf+ ∈ Lα
t + [yf+

t ], e+, f+ ∈ T+,

‖ ze+ − zf+ ‖2
Q ≤ (‖ ze+ − [ye+

t ] ‖Q + ‖ zf+ − [yf+

t ] ‖Q + ‖ [yf+

t ] − [ye+

t ] ‖Q)2

≤ 3 (Cdet Qtα ∨ ‖ [yf+

t ] − [ye+

t ] ‖2
Q).

(4.162)

Thus

lim sup
t→∞

log
(
(se+

t ∨ sf+

t − St(e+ ∧ f+))∨ ‖ ze+ − zf+ ‖2
Q ∨1

)
log t

≤ lim sup
t→∞

log 3
log t

+ (α + lim sup
t→∞

log Cdet Q

log t
) ∨ (1 − A(e+ ∧ f+))

= (1 − A(e+ ∧ f+)) ∨ α.

(4.163)

To obtain the lower bound, we set

Ft :=
{

z = (ze+
, e+ ∈ T+) ∈

⊗
e+∈T+

Lα
t + [ye+

t ] such that ∀ e+, f+ ∈ T+

log t ‖ ze+ − zf+ ‖2
Q ≥‖ [yf+

t ] − [ye+

t ] ‖2
Q ∨ (5Cdet Qtα)

}
.

(4.164)

Then at least on Ft, we are in a position to apply Proposition 4. Namely for points in Ft, we
obtain that

lim inf
t→∞

log
(
(se+

t ∨ sf+

t − St(∧e+∈T+))∨ ‖ ze+ − zf+ ‖2
Q ∨1

)
log t

≥ − lim
t→∞

log log t

log t
+ (1 − A(e+ ∧ f+)) ∨ (lim inf

t→∞
log 5Cdet Q

log t
+ α)

= (1 − A(e+ ∧ f+)) ∨ α.

(4.165)

Hence uniformly in s∅ satisfying (4.155), as long as ze+ ∈ Ft, the families of space-time points
from (4.160) lie on an extended (T, A ∧ (1 − α))-scale. This implies then

Eθλ,s∅[
∏

e+∈T+ Xe+

se+
t

({ze+})]
(log (St(∧e+∈T+e+) − s∅))#T+−1

−→
t→∞

(
V

8π
√

det Q

)#T+−1

θ
∑

G∈G(1)

T+

c(T,A∧(1−α))(G)

= lim
t→∞

Eθλ,s∅[
∏

e+∈T+ Xe+

se+
t

({[ỹe+

t ]})]
(log (St(∧e+∈T+e+) − s∅))#T+−1

.

(4.166)
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Hence our task is to show that the complement of Ft is small enough to be neglected, i.e., as
t → ∞,

λ(F c
t ) � λ

 ⊗
e+∈T+

Lα
t + [ye+

t ]

 . (4.167)

This would imply that uniformly in those s∅ fulfilling (4.155),

lim
t→∞ t−#T+α

Eθλ,s∅[
∏

e+∈T+ Xe+

se+
t

(Lα
t + [ye+

t ])]

(log (St(∧e+∈T+e+) − s∅))#T+−1

= lim
t→∞

Eθλ,s∅ [
∏

e+∈T+

Xe+

se+
t

({ỹe+

t })]

(log (St(∧e+∈T+e+) − s∅))#T+−1
+ t−#T+α

∑
z∈F c

t

lim
t→∞

Eθλ,s∅[
∏

e+∈T+

Xe+

se+
t

({ze+})]

(log (St(∧e+∈T+e+) − s∅))#T+−1
,

(4.168)
while by (4.57) uniformly in s∅ fulfilling (4.155),

t−#T+α
∑
z∈F c

t

Eθλ,s∅[
∏

e+∈T+ Xe+

se+
t

({ze+})]
(log (St(∧e+∈T+e+) − s∅))#T+−1

≤ θ Γ#T+
λ(F c

t )
t#T+α

(
log (∨se+

t − s∅ + 3)
log (St(∧e+∈T+e+) − s∅ + 3)

)#T+−1

≤ θ Γ#T+
λ(F c

t )
t#T+α

(
log (1 + Ct) + log (∆Rext

t (G) ∨ tα) + log 2
log Ct + log (∆Rext

t (G) ∨ tα)

)#T+−1

,

(4.169)

where we have used again that for x > 0 and a > 0, f(x) := log (a + x)/ log x decreases as x
increases.

Let us therefore prove (4.167). By (4.164),

F c
t = ∪(f+

1 ,f+
2 )∈T+×T+

z ∈
⊗

e+∈T+

Lα
t + [ye+

t ] such that

‖ zf+
1 − zf+

2 ‖2
Q< (log t)−1(‖ [yf+

1
t ] − [yf+

2
t ] ‖2

Q ∨(5Cdet Qtα))
}

.

(4.170)

That is, it is sufficient to verify that

λ(F c
t ) ≤ t(#T+−2) α

∑
(f+

1 ,f+
2 )∈T+×T+

λ
(
F c

t (f+
1 , f+

2 )
)

(4.171)

with

F c
t (f+

1 , f+
2 ) :=

{
(zf+

1 , zf+
2 ) ∈ Lα

t × Lα
t such that

‖ (zf+
1 − zf+

2 ) − ([yf+
2

t ] − [yf+
1

t ]) ‖2
Q< (log t)−1(‖ [yf+

1
t ] − [yf+

2
t ] ‖2

Q ∨(5Cdet Qtα))
}

.

(4.172)
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To see (4.171), we fix f+
1 , f+

2 ∈ T+ and distinguish two cases for which of the distances is
dominating the right hand side of (4.172).

Case (a). Suppose that the subsequence (tn) ↑ ∞ is such that the spatial distance between the
centers of the boxes dominates the length of the block, i.e.,

‖ [yf+
1

tn ] − [yf+
2

tn ] ‖2
Q≥ 5Cdet Q(tn)α. (4.173)

Then for zf+
1 , zf+

2 ∈ Lα
t ,

‖ (zf+
1 − zf+

2 ) − ([yf+
2

tn ] − [yf+
1

tn ]) ‖Q

=‖ [yf+
2

tn ] − [yf+
1

tn ] ‖Q − ‖ zf+
1 − zf+

2 ‖Q

≥‖ [yf+
2

tn ] − [yf+
1

tn ] ‖Q

1 −
max

zf+
1 ,zf+

2
‖ zf+

1 − zf+
2 ‖Q

min
y

f+
1

t ,y
f+
2

t

‖ [yf+
1

t ] − [yf+
2

t ] ‖Q


=‖ [yf+

2
tn ] − [yf+

1
tn ] ‖Q (1 − 2√

5
).

(4.174)

That means, along a subsequence (tn) with (4.173), F c
tn(f+

1 , f+
2 ) = ∅.

Case (b). On the other hand, suppose that the subsequence (tn) ↑ ∞ is such that the length
of the block dominates the spatial distance, i.e,

‖ [yf+
1

tn ] − [yf+
2

tn ] ‖2
Q< 5Cdet Qtαn. (4.175)

In this case,
λ(F c

tn(f+
1 , f+

2 )) ≤ λ(Lα
t )λ(K√

5Cdet Q(log tn)−1tαn
(0)) � t2α

n . (4.176)

Combining both cases, we conclude that for f+
1 , f+

2 ∈ T+, λ(F c
t (f+

1 , f+
2 )) � t2α. Hence by

(4.171), λ(F c
t ) � t#T+α. This finishes the proof. 2

A similar reasoning extends to asymptotics under the Palm distribution:

Corollary 1 (Asymptotics under the Palm distribution)

Fix e+
0 ∈ T+. Then for each sequence yt := yt(e+

0 ) in Lα + [ye+
0

t ],

lim
t→∞ Eθλ[X

s
e
+
0

t

({[yt]})
∏

e+∈T+

B̂(ye+

t ,se+

t ),α] = E0[
∏

e+∈T+

Y
(e+

0 ),e+

1−α ]. (4.177)

5 Proof of the theorems

The proof splits into two steps: (i) Starting with the moment asymptotics for grove indexed
systems of SRW we formulate the associated asymptotics for the Laplace transforms, and identify
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the limit distributions via the uniqueness of Laplace transforms. Then convergence under the
Palm distribution is established by discussing the corresponding moment problem.

(ii) We then transfer the rescaling procedure for the grove indexed superprocesses to correspond-
ing systems of particle models by estimating its space-time moments from below and from above
by that of the continuous model.

Fix a space of scaling exponents, (G, A), and let Rext
t := {re+

t := (ye+

t , se+

t ), e+ ∈ G+; se
t , e ∈ G0}

be on an extended (G, A)-scale (see (3.18)). Recall from (2.9) the normalizing constants, At,
from (2.35) the block-means, BRext

t , α, and from (3.15) the system of (G, A)-indexed FD, Z(G,A),
where the initial intensity θ and the block length exponent α are assumed to be in (0,∞) and
[0, 1), respectively.

Recall from (3.22) that Rext
t equips G with a labeling function St. As a preparation, we then

begin by establishing the statements contained in the theorems in terms of Laplace-transforms
of (G, St)-indexed systems of SRW.

Proposition 5 (Laplace asymptotics; SRW)

Both collectionsϕX
t (κ) := At

1 − Eδθλ [exp−
∑

e+∈G+

κe+
B̂re+

t ,α]


t∈R+

(5.1)

and ϕZ
t (κ) := At

1 − E
θ(At )−1

[exp−
∑

e+∈G+

κe+
Ze+

1−α]


t∈R+

(5.2)

of functions on
D := {κ ∈ C

G+
: Re(κ) ∈ [0,∞)G

+}, (5.3)

converge pointwise, as t → ∞, and have the same limit function.

Proof of Proposition 5. As we will see, we are in a situation where Vitali’s theorem (see
e.g. Hurwitz (1964) [24]) is apt to be helpful. That is, if (ϕt)t≥0 is a family of functions which
are locally bounded and analytic in a domain D, and pointwise convergence takes place in some
subdomain D′ which contains an accumulation point belonging to D, then (ϕt)t≥0 converges
locally uniformly on D.

First, notice that the functions ϕX
t (κ) (and ϕZ

t (κ)) are locally bounded, i.e., for κ chosen in a
compact set, K,

∣∣ϕX
t (κ)

∣∣ = At Eδθλ

∣∣1 − exp−{t−α (At)−1
∑

e+∈G+

κe+ 〈Xe+

se+
t

, 1{[− 1
2
t

α
2 , 1

2
t

α
2 ]+[ye+

t ]}〉}
∣∣∣


≤ At 2 (At)−1{ sup
y∈[− 1

2
t

α
2 , 1

2
t

α
2 ]+[ye+

t ]

Eδθλ[〈Xe+

se+
t

, 1{y}〉]}
∑

e+∈G+

∣∣κe+∣∣
≤ 2θ #G+ max

z∈K
|z|,

(5.4)
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and ∣∣ϕZ
t (κ)

∣∣ ≤ At 2 θ(At)−1 #G+ max
z∈K

|z| = 2θ #G+ max
z∈K

|z|. (5.5)

Secondly, since B·, α and Z1−α are non-negative with Eθλ[B·, α] ≡ θ < ∞ and E
θ [Z1−α] ≡ θ < ∞,

the functions ϕX
t and ϕZ

t are analytic in the half space D.

By Theorem 1.1 in [16], in some non-trivial neighborhood of the origin 0 ∈ C T+
, the following

power series expansion holds:

ϕX
t (κ) =

At

1 −
∏

e′∈G−

1 +
∑

ν(e′)∈N(G|
e′)+

|ν(e′)|≥1

(−κ)ν(e′)

ν(e′)!
Eδθλ [

∏
e+∈(G|e′ )+

(B̂re+

t , α)ν
e+ (e′)]


 .

(5.6)

Let Γ̂ ∈ (0,∞) as in (4.3), Proposition 3(b). Then (4.3) allows to control the moments such
that the expansion holds even in the subdomain

D′ :=
{

κ ∈ C
T+

: max
e+∈T+

|κe+ | < 1/Γ̂
}

, (5.7)

and the diameter of D′ does not depend on t.

In order to be in a position to apply Proposition 3 on the right hand side of (5.6), notice that
there is no need to worry about the appearing multiplicities in (5.6) because we can always find
an other genealogical grove, which fits in the assumptions on Proposition 3, i.e., which avoid
multiplicities, but yields the same mixed moments (compare this with figure 7.). Then by (4.2)
and the dominated convergence theorem, for all κ ∈ D′, the right hand side of (5.6) tends to

−→
t→∞

θ −
∑

e′∈G−
ν(e′)∈N(G|e′)+ ; |ν(e′)|≥1

(−κ)ν(e′)

ν(e′)!

(
V

2

)|ν(e′)|−1 ∑
G′∈G(1)

(G|ν(e′)
e′ )+

c((G|e′)ν(e′),(A∧(1−α))ν(e′))(G′), (5.8)

where for a given labeled (sub)tree, (T, A), and for ν ∈ NT+
; |ν| ≥ 1, the labeled ν-tree, (Tν , Aν),

is explained in the following figure:
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Figure 7. Fix a labeled tree, (T, A), and let Rext
t be on an extended (T, A)-scale. We

enumerate the leaves, e+(i), i = 1, ...#T+, in some way. For given multi-
index ν ∈ NT+

, the ν-set of space-time points, Rν
t , consisting of the points

belonging to Rext
t , but such that each leaf appears with multiplicity νe+

, lie
then on a (Tν , Aν)-scale.

We have learned from (4.5) that for all κ ∈ D′, the same calculation yields also the limit for
ϕZt (κ) as on the right hand side of (5.8).

Hence by Vitali’s theorem, uniformly convergence takes place on the whole half space D. That
implies in particular pointwise convergence on R+ . 2

Proof of Theorem 1 and 2(’) for (G, St)-indexed SRW (including Proof of Theo-
rem 2). (a) Because of uniqueness of Laplace transforms we may write Proposition 5 in terms
of distributions. Hence for given strictly positive numbers ε := {εe+

; e+ ∈ G+}, both collections{
(At)G

−
Pδθλ

[
{B̂re+

t , α ≥ εe+
; e+ ∈ G+}

]}
t≥0

, (5.9)

and {
(At)G

−
P

θ(At)−1
[
{Ze+

1−α ≥ εe+
; e+ ∈ G+}

]}
t≥0

(5.10)

converge, and have the same limit.

In particular, if #G+ = 1 then

lim
t→∞ At Pδθλ [B̂(y,t),α ≥ ε] = lim

t→∞ At P
θ(At)−1

[Z1−α ≥ ε], (5.11)

which yields the first part of (2.26).

By the scaling property of FD, i.e., for α, β, θ ∈ [0,∞) (α 6= 0),

Lαθ[Zαβ ] = Lθ[αZβ ], (5.12)
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the right hand side of (5.11) is equal to

At P
θ(At)−1

[Z1−α ≥ ε] = At P
θ[

Z(1−α)At

(1 − α)At
≥ ε

1 − α
]

= At P
θ[Z(1−α)At

> 0] Pθ[
Z(1−α)At

(1 − α)At
≥ ε

1 − α
|Z(1−α)At

> 0]

−→
t→∞

θ
V
2 (1 − α)

exp[− ε
V
2 (1 − α)

],

(5.13)

which proves (2.26).

(b) Fix κ := (κe+
; e+ ∈ G+) ∈ R

G+
, and let

X̂(G,St),α(κ) :=
∑

e+∈G+

κe+
B̂re+

t , α. (5.14)

Then X̂(G,St),α(κ) is a random variable with values in R+ which under the Palm distribution
possesses n-th moments:

µ̂n := (Eδθλ)
(e+

0 ,y
e+
0

t )
[ (X̂(G,St),α(κ) )n]

=
∑

ν∈NG+ ; |ν|=n

n!
ν!

κν (Eδθλ)
(e+

0 ,y
e+0
t )

 ∏
e+∈G+

(
B̂re+

t , α

)νe+
 .

(5.15)

Observe from Definition 1 that for all measurable g : M(G+ × Z
2) → R

+ ,

θ (Eδθλ)
(e+

0 ,y
e+0
t )

[
g
(
X(G,St)

)]
= Eδθλ

[
X

e+
0

s
e+
0

t

({[ye+
0

t ]}) g
(
X(G,St)

)]
. (5.16)

Recall that size-biasing a random vector of independent components with one of its components
effects only the distinguished component. Hence by Corollary 1, applied on the ν-space of scaling
exponents (Gν , Aν) (recall Figure 7), and the dominated convergence theorem, the right hand
side of (5.15) converges to

−→
t→∞

∑
ν∈NG+ ; |ν|=n

n!
ν!

κν
E

0 [
∏

e+∈G+

(Y (e+
0 ),e+

1−α )ν
e+

]. (5.17)

By part (b) of Proposition 3, the moments of normalized SRW under the Palm distribution are
uniformly integrable. Hence for a given space of scaling exponents, (G,A), provided that the
moments of Y (G,A),(e+

0 ) determine its distribution uniquely, (5.15) and (5.17) imply that

(Pθ
t )

(e+
0 ,y

e+
0

t )
[X̂(G,St),α(κ) ∈ · ]−→

t→∞
P

0

 ∑
e+∈G+

κe+
Y

(e+
0 ),e+

1−α ∈ ·
 . (5.18)

The best result concerning uniqueness of the moment problem is the theorem of Carleman (see
e.g. in Shirjaev (1988) [38]) to the effect that a sequence {µn}n≥1 determines a distribution on

67



[0,∞) uniquely iff
∑

n≥1 µ
−1/2n
2n diverges. Notice that by (2.22), E0 [(Y (e+

0 ),e+

1−α )n] = (n + 1)!((1 −
α)V/2)n, and thus

E
0 [(

∑
e+∈G+

κe+
Y

(e+
0 ),e+

1−α )n] ≤ (n + 1)!
(

V

2
(1 − α) max

e+∈G+
κe+

)n

, (5.19)

and that ∑
n≥1

((2n + 1)!)−
1
2n ≥

∑
n≥1

(2n + 1)−1 = ∞. (5.20)

Since (5.18) holds for κ arbitrary in RG+
, by Cramer-Wold device (see e.g. Durrett (1991) [15]),

(Pθ)
(e+

0 , y
e+0
t )

[B̂Rext
t , α ∈ · ]=⇒

t→∞
P

0[Y(e+
0 ), (G,A∧(1−α)) ∈ · ]. (5.21)

2

In order to prove the theorems for (G, St)-indexed systems of BRW it is enough to compare
their space-time mixed moments with those for (G, St)-indexed systems of SRW. Since by the
diffusion limit procedure the underlying motion became deterministic, and due to common
ancestor particles/mass the components in branching models are positively correlated, it is
obvious that for each labeled grove, (G, S), and for each family of test functions F := (F e+

; e+ ∈
G+) such that for each e ∈ G+, F e+ ∈ M+

0 , and for each µ ∈ l1γ (compare with (1.12))

EPOISµ [
∏

e+∈G+

〈ηe+

S(e+), F
e+〉] ≥ EPOISµ [

∏
e+∈G+

〈Xe+

S(e+), F
e+〉] ≥ Eµ[

∏
e+∈G+

〈Xe+

S(e+), F
e+〉], (5.22)

and furthermore for each η ∈ N (Zd),

EPOISη [
∏

e+∈G+

〈ηe+

S(e+), F
e+〉] ≥ Eδη [

∏
e+∈G+

〈ηe+

S(e+), F
e+〉] ≥ Eδη [

∏
e+∈G+

〈Xe+

S(e+), F
e+〉]. (5.23)

On the other hand, for the particular translation invariant initial states, we find the following:

Lemma 5 (A moment comparison estimate)

Let (G, S) be a labeled grove. For each family of test boxes L := (Le+
; e+ ∈ G+) such that

for each e ∈ G+, Le+
is a finite subset of Zd,

EPOISθλ [
∏

e+∈G+

〈ηe+

S(e+), 1Le+ 〉] ≤ EPOISθλ [
∏

e+∈G+

〈Xe+

S(e+) + (#G+ − 1)λ, 1
Le+ 〉]. (5.24)

Proof of the theorems ((G, St)-BRW). Fix κ := (κe+
; e+ ∈ G+) ∈ RG+

, and recall
X̂(G,St),α(κ) from (5.14). So far we have shown (5.18). Since the right hand side of (5.18) does
not depend on θ, and since the intensity measures of SRW started with δθλ and POISθλ (recall
(1.3)), respectively, coincide, we also have

(EPOISθλ)
(e+

0 ,y
e+
0

t )
[(X̂(G,St),α(κ))n]−→

t→∞
E

0

 ∑
e+∈G+

κe+
Y

(e+
0 ),e+

1−α

n . (5.25)
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Set now (with Lα
t as defined in (2.11)),

η̂(G,St),α(κ) := t−α
∑

e+∈G+

κe+
η̂

se+
t

(Lα
t + [y

se+
t

]). (5.26)

Then by Lemma 5,
(Eδθλ)

(e+
0 ,y

e+
0

t )
[ (X̂(G,St),α(κ) )n]

(EPOISθλ)
(e+

0 ,y
e+
0

t )
[ (η̂(G,St),α(κ) )n]

−→
t→∞

1. (5.27)

Inserting the latter into (5.15) yields

(EPOISθλ)
(e+

0 ,y
e+0
t )

[(η̂(G,St),α(κ))n]−→
t→∞

E
0

 ∑
e+∈G+

κe+
Y

(e+
0 ),e+

1−α

n , (5.28)

and proves Theorem 2(’).

The same reasoning works for part(a) of Theorem 1. 2

We still have to show Lemma 5.

Proof of Lemma 5. We proceed inductively on the length, l(G), of the grove, i.e., the length
of the longest word in G. First let G be of length l(G) = 1. This implies that for a given initial
state all branches are independent. Hence by conditioning on the initial state,

EPOISθλ [
∏

e+∈G+

〈ηe+

S(e+), 1Le+ 〉] = EPOISθλ [
∏

e+∈G+

Eηe+

S(∅),S(∅)[〈ηe+

S(e+), 1Le+ 〉]]

= E[
∏

e+∈G+

〈H(θλ), 1
Le+ 〉],

(5.29)

where, as introduced in (1.3), H(θλ) denotes a Poisson random field with intensity measure θλ.
By its independence property,

E[
∏

e+∈G+

〈H(θλ), 1Le+ 〉] =
∑

(xe+∈Le+ ; e+∈G+)

E[
∏

e+∈G+

H(θλ)(xe+
)]

≤
∑

(xe+∈Le+ ; e+∈G+)

(θ + #G+ − 1)#G+

≤ Eδθλ [
∏

e+∈G+

〈Xe+

S(e+) + (#G+ − 1)λ, 1
Le+ 〉].

(5.30)

Assume next that (5.24) holds for groves of length at most n0 ≥ 1, and that l(G) = n0 + 1.
Then by conditioning each tree on the most recent common ancestor of all its leaves,

EPOISθλ [
∏

e+∈G+

〈ηe+

S(e+), 1Le+ 〉]

= EPOISθλ [
∏

e′∈G−
E

η
∧{e+∈(G|

e′ )
+}

S(∧{e+∈(G|e′ )+}),S(∧{e+∈(G|e′ )+})[
∏

e+∈(G|e′)+
〈ηe+

S(e+), 1Le+ 〉]].
(5.31)
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Applying (5.23) and the induction hypothesis yields

E
η
∧{e+∈(G|

e′ )
+}

S(∧{e+∈(G|
e′ )+}),S(∧{e+∈(G|e′ )+})[

∏
e+∈(G|e′ )+

〈ηe+

S(e+), 1Le+ 〉]

≤ E
η
∧{e+∈(G|

e′ )
+}

S(∧{e+∈(G|
e′ )+}),S(∧{e+∈(G|e′ )+})[

∏
e+∈(G|e′ )+

〈Xe+

S(e+) + (#G+ − 1)λ, 1
Le+ 〉].

(5.32)

Inserting the latter in the right hand side of (5.31) gives the claimed assertion. 2
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