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Abstract

Quadratic harnesses are typically non-homogeneous Markov processes with time-
dependent state space. Motivated by a question raised in [14, (4.4)] we give ex-
plicit formulas for bridges of such processes. Using an appropriately defined f -
transformation we show that all bridges of a given quadratic harness can be trans-
formed into other standard quadratic harnesses. Conversely, each such bridge is an
f -transformation of a standard quadratic harness. We describe quadratic harnesses
that correspond to bridges of some Lévy processes. We determine all quadratic har-
nesses that may arise from stitching together a pair of q-Meixner processes.
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1 Introduction

The celebrated Paul Lévy’s Brownian bridge of the Wiener process (Wt) is Xt =

Wt − tW1, t ∈ [0, 1]. It is clear that X0 = X1 = 0, that the trajectories are continuous,
and that (Xt) is a Gaussian process with mean zero and covariance E(XsXt) = s(1− t)
for 0 ≤ s ≤ t ≤ 1. A well-known transformation (see, e.g., [3, pg 68])

Yt = (1 + t)Xt/(1+t) (1.1)

converts the Brownian bridge into another Wiener process.
In this paper we extend this representation to bridges of a class of processes with

linear regressions and quadratic conditional variances which we call quadratic har-
nesses, using an f -transformation of a stochastic process introduced in Definition 2.1.
Our main result, Theorem 2.2, shows how to transform a bridge of a quadratic harness
into another quadratic harness on (0,∞). The inverse of this f -transformation gives
an explicit formula for the bridge in terms of a quadratic harness; the formula is more
involved but similar in spirit to [14, (4.4)]. It is conjectured, and confirmed in many
specific instances, that such quadratic harnesses are determined uniquely. We give two
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Bridges of quadratic harnesses

applications of Theorem 2.2: in Section 2.1 we describe quadratic harnesses that arise
as f -transformations of bridges of Meixner processes. In Section 2.2 we determine
parameters of all quadratic harnesses that may arise from a construction that stitches
together pairs of Meixner processes with random parameters. Theorem 3.1 shows how
the parameters of a quadratic harness change under group action of the affine trans-
formations. Section 4 contains more technical proofs.

1.1 Bridges

A heuristic description of a bridge of a process (Zt) is that it behaves like (Zt) con-
ditioned to start at time r at a prescribed point zr and to end at time v at a prescribed
point zv.

For t1 < t2 < · · · < tm in an open interval T ⊂ (−∞,∞), denote Zt = (Zt1 , . . . , Ztm).

The bridges are often constructed as families (X
(zr,zv)
t )t∈[r,v] of processes indexed

by pairs (zr, zv) and the above intuition can then be formalized as the requirement that

E (f(Zr)g(Zt)h(Zv)) =

∫
E
(
g(X

(zr,zv)
t )

)
f(zr)h(zv) Pr(Zr ∈ dzr, Zv ∈ dzv) (1.2)

for r < t1 < t2 < · · · < tm < v and positive measurable functions f, g, h, together with
the requirement that X(zr,zs)

r = zr and X(zr,zs)
v = zv.

Unfortunately, adopting (1.2) as a definition of a bridge would make it difficult to
make judgements for specific pairs (zr, zv); in particular, we would not be able to
use this definition to construct quadratic harnesses with prescribed parameters, as in
Proposition 2.7. This issue is less important in specific constructions of bridges, which
often produce a bridge for all admissible pairs (zr, zv). However, our goal is to study
representations of the bridges for a class of processes that we expect (but do not know)
to be Markov. In our main results we assume that a bridge exists rather than construct
it. So we choose the weakest useful definition of a bridge.

Definition 1.1. A stochastic process (Xt)t∈(r,v) is a bridge between points (r, zr) and
(v, zv) of a process (Zt)t∈T such that (r, v) ⊂ T , if:

(i) limt→r+Xt = zr and limt→v−Xt = zv in probability.

(ii) For r < t1 < t2 < · · · < tm < v the distribution of the vector Xt is absolutely
continuous with respect to the distribution of the vector Zt.

(iii) For r < s1 < · · · < sk < t1 < t2 < · · · < tm < u1 < u2 < · · · < un < v and integrable
function g, if

E(g(Zt)|Zs,Zu) = h(Zs,Zu), (1.3)

for some measurable function h (that depends on s, t,u)) then

E(g(Xt)|Xs,Xu) = h(Xs,Xu). (1.4)

(The equalities hold almost surely on the respective probability spaces.)

The "standard" construction of bridges of Markov processes based on Doob h-transform
and duality is presented in [17, Proposition 1]. A Feller property framework for exis-
tence of bridges appears in [12], see also [1]. There is also a related construction
of more general "reciprocal processes" in [21], where one may prescribe the initial
and final laws instead of the point masses. These constructions usually assume time-
homogeneous Markov property, and/or existence of a σ-finite reference measure. How-
ever, the processes we are interested in are often not time-homogeneous, and the den-
sities with respect to a fixed σ-finite measure may fail to exist. We therefore state the
following proposition which applies e.g. to many examples of Markov quadratic har-
nesses, see Remark 1.3.
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Proposition 1.2. Suppose (Zt)t∈T is a (non-homogeneous) Markov process with uni-
variate distributions πt. We assume that there is a family of Borel sets {Mt : t ∈ T } such
that πt(Mt) = 1 and that Zt has transition probabilities Ps,t(x, dy) defined for x ∈ Ms.
We assume that

(i) transition probabilities Ps,t(x, dy) are absolutely continuous with respect to the
univariate laws πt: for x ∈Ms and s < t, the transition probabilities are

Ps,t(x, dy) = p(s, x; t, y)πt(dy), (1.5)

where (x, y) 7→ p(s, x; t, y) is a measurable function Ms ×Mt → [0,∞).

(ii) there are r < v in T and a pair (zr, zv) ∈Mr ×Mv such that 0 < p(r, zr; v, zv) <∞,
and for any ε > 0, we have

lim
t→r+

∫
{y:|y−zr|>ε}

p(r, zr; t, y)p(t, y; v, zv)πt(dy) = 0, (1.6)

lim
t→v−

∫
{y:|y−zv|>ε}

p(r, zr; t, y)p(t, y; v, zv)πt(dy) = 0. (1.7)

Then there is a Markov process (Xt)t∈(r,v) which is a bridge between points (r, zr) and
(v, zv) of the process (Zt). If in addition 0 < p(r, zr; v, zv) <∞ for all (zr, zv) ∈Mr ×Mv,
then (1.2) holds.

In the proof, which appears in Section 4.1, we give explicit formulas for the transition
probabilities of such a bridge.

Remark 1.3. Condition (ii) of Proposition 1.2 holds under the following assumptions.
Suppose that the following integrals exist:

a(t) =

∫
yp(r, zr; t, y)p(t, y; v, zv)πt(dy)

b(t) =

∫
(y −mt)

2p(r, zr; t, y)p(t, y; v, zv)πt(dy)

and that with m(t) = a(t)/p(r, zr; v, zv), σ2(t) = b(t)/p(r, zr; v, zv) we have

lim
t→r+

m(t) = zr, lim
t→v−

m(t) = zv, lim
t→r+

σ2(t) = lim
t→v−

σ2(t) = 0. (1.8)

Then (1.6) and (1.7) hold.

In particular, conditions (1.8) are easy to verify for quadratic harnesses, since (1.11)
below implies

m(t) =
t− r
v − r

zv +
v − t
v − r

zr, (1.9)

and (1.14) below implies that there is a constant C = C(r, v, zr, zv) such that

σ2(t) = C(v − t)(t− r). (1.10)

Remark 1.4. We will also want to consider one-sided "bridges" corresponding to v =

∞. For a process (Zt) such that limt→∞ Zt/t = 0 in probability, we define a one sided
bridge from (r, zr) as the time-inversion of the bridge between (0, 0) and (1/r, zr/r) of
the time-inverted process (tZ1/t)t>0.
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1.2 Quadratic harnesses

Throughout the paper the past-future filtration (Fs,t) is a family of sigma fields with
s < t from a nonempty open interval T = (T0, T1) ⊂ (−∞,∞) such that Fr,u ⊂ Fs,t for
r, s, t, u ∈ T with r ≤ s ≤ t ≤ u. We allow T0 = −∞ or T1 =∞.

An integrable stochastic process X = {Xt : t ∈ T } such that Xs, Xt are Fs,t-
measurable, is called a harness [18, 22, 28] on T with respect to (Fs,t) if for any
s, t, u ∈ T with s < t < u,

E(Xt|Fs,u) =
u− t
u− s

Xs +
t− s
u− s

Xu. (1.11)

All integrable Lévy processes are harnesses with respect to their natural past-future
filtration ([19, (2.8)]); additional examples are mentioned after Definition 1.5.

For a square-integrable process, a natural second-order analog of (1.11) is the ad-
ditional requirement that Var(Xt|Fs,u) is a quadratic function of Xs, Xu. It turns out
that under additional assumptions, conditional variance of such a process is given by
expressions (1.14) and (1.15) below, see [7, Theorem 2.2]. This motivates the follow-
ing definition, in which we specify the form of the conditional variance in terms of six
parameters.

Definition 1.5. We will say that a square-integrable stochastic process X = (Xt)t∈T is
a quadratic harness on T with respect to (Fs,t), if (Xt) is a harness, and there are six
constants χ, η, θ, σ, τ, ρ and a non-random function Ft,s,u of s < t < u such that

Var[Xt|Fs,u] = Ft,s,u

(
χ+ η

uXs − sXu

u− s
+ θ

Xu −Xs

u− s

+σ
(uXs − sXu)2

(u− s)2
+ τ

(Xu −Xs)
2

(u− s)2
+ ρ

(Xu −Xs)(uXs − sXu)

(u− s)2

)
. (1.12)

We will say that (Xt) is a standard quadratic harness, if χ 6= 0, T ⊂ (0,∞), and

E(Xt) = 0, E(XsXt) = min{s, t}. (1.13)

Examples of quadratic harnesses on (0,∞) are five Lévy processes with quadratic
conditional variances from [27]. Other examples include the classical versions of some
free Lévy processes ([10, Theorem 4.3]), classical versions of q-Brownian motion ([10,
Theorem 4.1]), bi-Poisson process [8, 11], and Markov processes with Askey-Wilson laws
([5, Theorem 1.1]).

For standard quadratic harnesses it will be convenient to re-write (1.12) with ρ =

γ − 1, so that

Var[Xt|Fs,u] = Ft,s,u

(
1 + η

uXs − sXu

u− s
+ θ

Xu −Xs

u− s

+ σ
(uXs − sXu)2

(u− s)2
+τ

(Xu −Xs)
2

(u− s)2
− (1− γ)

(Xu −Xs)(uXs − sXu)

(u− s)2

)
. (1.14)

(This change of notation matches better matrix representation in Section 3 and is con-
sistent with [7, Theorem 2.2].) By taking the expected value of (1.14), see Proposition
3.6, we have

Ft,s,u =
(u− t)(t− s)

u(1 + sσ) + τ − sγ
. (1.15)

When we want to indicate the parameters of a standard quadratic harness, refer-
ring to representation (1.14) we shall write X ∈ QH(η, θ;σ, τ ; γ). Unless specified oth-
erwise, we will use the natural past-future filtration (Fs,t), that is Fs,t = σ(Xr : r ∈
((0, s] ∪ [t,∞)) ∩ T ).

The importance of the standard form of a quadratic harness lies in the following.
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Conjecture 1.6. The parameters η, θ, σ, τ, γ of a standard quadratic harness on (0,∞)

determine uniquely its finite dimensional distributions.

This conjecture is known to be true under additional, seemingly technical, conditions
that include restricting the range of values of the parameters, see [7, 10, 9, 27]. In
particular, for τ ≥ 0 and −1 ≤ q ≤ 1, a quadratic harness in QH(0, θ; 0, τ ; q) is a Markov
process, called q-Meixner process in [10]; for the Meixner processes with γ = 1, see
[27].

We now introduce additional notation for the right hand side of (1.14). For a (random
or deterministic) real function X of real parameter t, denote

∆s,u(X) =

[
∆s,u(X)

∆̃s,u(X)

]
with

∆s,u(X) =
Xu −Xs

u− s
and ∆̃s,u(X) =

uXs − sXu

u− s
. (1.16)

In the sequel, if X is clear from the context, we will write ∆s,u instead of ∆s,u(X).
The right hand side of (1.14) is a multiple of a quadratic polynomial in two real

variables which we will write as

K(∆s,u) = 1 + η∆̃s,u + θ∆s,u + σ∆̃2
s,u + τ∆2

s,u − (1− γ)∆s,u∆̃s,u. (1.17)

We will write K(a, b) instead of K

([
a

b

])
.

2 f-transformation of a bridge

Formula (1.1) describes a bridge X between points (0, 0) and (1, 0) of a quadratic
harness (Wt) ∈ QH(0, 0; 0, 0; 1) by indicating how to transform it into another quadratic
harness V ∈ QH(0, 0; 0, 0; 1) on (0,∞). This relation can be generalized as follows.

Let f : R2 → R2 be a non-degenerate affine function f : R2 → R2, written in matrix
notation as

f(x, y) = [x, y]A+ mT , (2.1)

where mT = [m1,m2] and

A =

[
a b

c d

]
∈ GL2(R). (2.2)

Let ϕ(t) = (at + b)/(ct + d) be the associated Möbius transform, t ∈ R \ {−d/c}. We
note that ϕ is increasing on subintervals of R\{−d/c} if det(A) > 0, and ϕ is decreasing
otherwise.

Definition 2.1. If X = (Xt)t∈T is a stochastic process on an open interval T ⊂ ϕ(R \
{−d/c}), and f is the function in (2.1), we define the f -transformation Xf of the stochas-
tic process X as the process Y = Xf on the open interval S = ϕ−1(T ) such that

Yt = (ct+ d)Xϕ(t) + 〈t,m〉, t ∈ S, (2.3)

where 〈a,b〉 = aTb and t = [t, 1]T .

For example, formula (1.1) describes f -transformation V = Xf with a = c = d = 1,
b = m1 = m2 = 0. Another well known f -transformation is time inversion Yt = tX1/t

which can be written as Y = Xf with b = c = 1, a = d = m1 = m2 = 0. Similarly, re-
scaling transformation Yt = αXβt with α, β 6= 0 can be written as Y = Xf with non-zero
parameters given by a = αβ, d = α.
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A calculation verifies that as long as the time domains of the processes match,

(Xf )g = Xg◦f . (2.4)

This allows us to build more complicated transformations from simpler components,
and gives us the flexibility to consider either Y = Xf or X = Yf−1

as needed.
By [27, Theorem 1(i)], see also [10, Theorem 4.2] and [24], if V is a quadratic har-

ness in QH(0, 0; 0, 0; 1) on (0,∞) then V is the Wiener process. So formula (1.1) says
that if X is a Brownian bridge then an appropriate f -transformation V = Xf gives
V ∈ QH(0, 0; 0, 0; 1). Our next result is an analogous property of bridges of more
general quadratic harnesses. For every bridge of a quadratic harnesses we give an
f -transformation turning this bridge into a standard quadratic harness on (0,∞).

Theorem 2.2. Let Z = (Zt)t∈T be a standard quadratic harness with respect to its
natural past-future filtration, with parameters specified by Z ∈ QH(η, θ;σ, τ ; γ). Fix
r < v in T and zr, zv such that there exists a bridge X = (Xt)t∈(r,v) of process Z

between points (r, zr) and (v, zv). Denote

∆r,v =
zv − zr
v − r

, ∆̃r,v =
vzr − rzv
v − r

, (2.5)

and assume that K(∆r,v, ∆̃r,v) > 0 (recall (1.17)).
Then v(1 + rσ) + τ − rγ > 0, so Y = Xf with f given by

A =

√
v

(v − r)M

[
1 r

1/v 1

]
, mT = −

√
v

(v − r)M

[zv
v
, zr

]
, M2 =

K(∆r,v, ∆̃r,v)

v(1 + rσ) + τ − rγ
(2.6)

is well defined. Moreover, Y ∈ QH(η̃, θ̃; σ̃, τ̃ ; γ̃) on (0,∞) with

η̃ =
vη − θ − 2τ∆r,v + 2σv∆̃r,v − (1− γ)(v∆r,v − ∆̃r,v)√

vM(v(rσ + 1) + τ − rγ)
, (2.7)

θ̃ =

√
v
(
θ − rη + 2τ∆r,v − 2rσ∆̃r,v − (1− γ)(∆̃r,v − r∆r,v)

)
M(v(rσ + 1) + τ − rγ)

, (2.8)

σ̃ =
σv2 + (1− γ)v + τ

v(v(rσ + 1) + τ − rγ)
, (2.9)

τ̃ = v
σr2 + (1− γ)r + τ

v(rσ + 1) + τ − rγ
, (2.10)

γ̃ =
vγ − r(vσ + 1)− τ
v(rσ + 1) + τ − rγ

. (2.11)

The simplest way to handle the calculations needed for the proof of Theorem 2.2 is
to use matrix notation from Section 3.1; the proof appears in Section 4.4.

The explicit formula for Y is

Yt =

√
v

(v − r)M

((
1 + t

v

)
X

(t+r)/(1+
t
v )
− (t zvv + zr)

)
.

Conversely, we can express the bridge X in terms of a standard quadratic harness
Y ∈ QH(η̃, θ̃; σ̃, τ̃ ; γ̃) by an explicit formula

Xt = a(t, v, r, zr, zv)Yv(t−r)/(v−t) + b(t, v, r, zr, zv), (2.12)
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compare [14, Section (4.4)]. In Proposition 2.10 we describe bridges that can be ob-
tained in this way from Poisson, negative binomial, gamma and hyperbolic secant pro-
cesses.

Next we give an example of how one can use Theorem 2.2 to construct quadratic
harnesses. (This subject is continued in Section 2.1.)

Example 2.3. Markov process Z ∈ QH(0, 0; 0, 0; 0) is a classical version of the free
Brownian motion, see [4, Example 4.9] and [2, 5.3]. One can check that the assumptions
of Proposition 1.2 are satisfied, so the bridges of this process between (r, zr) and (v, zv)

exist for all r < v, with zr ∈ (−2
√
r, 2
√
r) and zv ∈ (−2

√
v, 2
√
v). If X is such a bridge,

then with f from (2.6), the transformation Xf is a quadratic harness in QH(η, θ;σ, τ ; γ)

with

η =
∆̃r,v − v∆r,v

v
√

1−∆r,v∆̃r,v

, θ =
r∆r,v − ∆̃r,v√
1−∆r,v∆̃r,v

, σ =
1

v
, τ = r, γ = − r

v
.

These are free quadratic harnesses, γ = −στ , without atoms from [9, 26].

For bridges between points (0, 0) and (v, zv) and for one-sided bridges from (r, zr),
formulas for parameters correspond to Theorem 2.2 after taking (r, zr) = (0, 0) or by
taking the limit as v →∞, while keeping zr, zv fixed. These two situations are described
in the following remark.

Remark 2.4. Suppose Z is a quadratic harness on (0,∞) in QH(η, θ;σ, τ ; γ).

(i) Let X = (Xt)t∈(0,v) be the bridge between points (0, 0) and (v, zv) of the process Z.
Assume that

κ2 =
(

1 +
τ

v

)(
1 + θ

zv
v

+ τ
z2
v

v2

)
> 0.

Then process Y = Xf with

A =
v + τ

vκ

[
1 0

1/v 1

]
, m = −v + τ

vκ

[
zv/v

0

]
,

written explicitly as

Yt =
v + τ

vκ

(
(1 + t

v )Xvt/(t+v) − t
v zv
)
, (2.13)

is a quadratic harness with parameters

θY =
θ + 2τzv/v

κ
, (2.14)

ηY =
vη − θ − 2τzv/v − (1− γ)zv

vκ
, (2.15)

τY =
vτ

v + τ
, (2.16)

σY =
σv2 + (1− γ)v + τ

v(v + τ)
, (2.17)

γY =
vγ − τ
v + τ

. (2.18)

(ii) Let X = (Xt)t∈(r,∞) be the one-sided bridge from (r, zr) of process Z, see Remark
1.4. Assume that κ2 = (1 + rσ)(1 + ηzr + σz2

r ) > 0. For 0 < t <∞, let Y = Xf with

A = 1+rσ
κ

[
1 r

0 1

]
, m = − 1+rσ

κ

[
0

zr

]
,

EJP 17 (2012), paper 105.
Page 7/25

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v17-1866
http://ejp.ejpecp.org/


Bridges of quadratic harnesses

which can be explicitly written as

Yt = 1+rσ
κ (Xt+r − zr). (2.19)

Then Y is a quadratic harness with parameters

θY =
θ − rη − 2rσzr − (1− γ)zr

κ
, (2.20)

ηY =
η + 2σzr

κ
, (2.21)

τY =
σr2 + (1− γ)r + τ

1 + rσ
, (2.22)

σY =
σ

1 + rσ
, (2.23)

γY =
γ − rσ
1 + rσ

. (2.24)

The f -transformation into the "standard form" is unique up to some special f -transformation.

Proposition 2.5. Suppose f is given by (2.1) with m = 0. If Y is a standard quadratic
harness then Yf is also a standard quadratic harness iff either b = c = 0 and ad = 1 or
a = d = 0 and bc = 1.

In addition, if Y ∈ QH(η, θ;σ, τ ; ρ), then

Yf ∈ QH(η/d, θd;σ/d2, d2τ ; ρ). (2.25)

in the first case, and
Yf ∈ QH(θ/c, ηc; τ/c2, c2σ; ρ)

with swapped parameters θ, η and τ , σ.

Proof. This is of course an elementary calculation, but the simplest way is to apply
(3.17) to check that

E(Y fs Y
f
t ) =

{
(as+ b)(ct+ d) if ad− bc > 0

(at+ b)(cs+ d) if ad− bc < 0

This proves the first part. The second part is again an elementary calculation, which is
also covered by the more general formula (3.18).

Next we present relations between the parameters of the original quadratic harness
that are preserved by the f -transformation (2.6) of its bridge.

Proposition 2.6. Let X be a bridge between points (r, zr) and (v, zv) of a process Z ∈
QH(ηZ , θZ ;σZ , τZ ; γZ). Let Y = Xf with f defined in (2.6), so that Y ∈ QH(ηY , θY ;σY , τY ; γY ).

(i) Then γZ = −1 if and only if γY = −1.

(ii) If γZ > −1, then
(1− γY )2 − 4σY τY

(1 + γY )2
=

(1− γZ)2 − 4σZτZ
(1 + γZ)2

. (2.26)

(iii) If (r, zr) = (0, 0), then

sign(θ2
Y − 4τY) = sign(θ2

Z − 4τZ) . (2.27)

Proof. The first statement follows from (2.11). Formula (2.26) follows by a direct com-
putation from (2.9–2.11). Formula (2.27) follows from formulas (2.14) and (2.16), which
give θ2

Y − 4τY = (θ2
Z − 4τZ)/κ2.
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2.1 Application: bridges of Meixner processes

By the Meixner processes we mean Lévy processes for which the univariate laws
belong to the natural exponential families with quadratic variance functions, [23]. This
class consists of the Wiener, Poisson, negative binomial, gamma, and hyperbolic secant
processes. Some authors use the name Meixner process for the hyperbolic secant pro-
cess only; [25, Section 4.3] calls the whole class the Lévy-Meixner systems. According
to [27], up to affine transformations this class coincides with the standard quadratic
harnesses such that η = σ = 0 and γ = 1.

From Proposition 1.2 together with Remark 1.3, see also [17, Proposition 1], it fol-
lows that bridges with endpoints in the support of the univariate laws exist for all five
quadratic harnesses in QH(0, θ; 0, τ ; 1). Such bridges are quadratic harnesses, and from
Theorem 2.2 we read out their standard form. It turns out that their parameters satisfy
relations 0 ≤ στ < 1, γ = 1− 2

√
στ and η

√
τ + θ

√
σ = 0.

Proposition 2.7. Fix τ ≥ 0 and θ ∈ R. Suppose Z ∈ QH(0, θ; 0, τ ; 1) i.e., Z is a Meixner
process. Let X be a bridge between points (r, zr) and (v, zv) of Z, and Y = Xf with

A =

√
v − r + τ

(v − r)
√

1 + θ∆r,v + τ∆2
r,v

[
v r

1 1

]
,

m = −
√
v − r + τ

(v − r)
√

1 + θ∆r,v + τ∆2
r,v

[
zv
zr

]
,

(recall (2.5)), i.e., explicitly

Yt =

√
v − r + τ

(v − r)
√

1 + θ∆r,v + τ∆2
r,v

(
(1 + t)X(vt+r)/(1+t) − tzv − zr

)
. (2.28)

Then Y ∈ QH(ηY , θY ;σY , τY ; γY ) with parameters

γY =
v − r − τ
v − r + τ

, τY = σY =
τ

v − r + τ
, (2.29)

θY = −ηY =
θ + 2τ∆r,v

√
v − r + τ

√
1 + θ∆r,v + τ∆2

r,v

. (2.30)

Proof. From Theorem 2.2 we read out the transformation that leads to parameters

γ′ =
v − r − τ
v − r + τ

, τ ′ =
τv

v − r + τ
, σ′ =

τ

v(v − r + τ)
,

θ′ =
√
v

θ + 2τ∆r,v
√
v − r + τ

√
1 + θ∆r,v + τ∆2

r,v

,

η′ = − θ + 2τ∆r,v
√
v
√
v − r + τ

√
1 + θ∆r,v + τ∆2

r,v

.

Composing the f -transformation from (2.25) with the f -transformation from Theorem
2.2, see (2.4), we get (2.28) and parameters as claimed.

Example 2.8 (Dirichlet process). For any σ0, τ0 > 0 with σ0τ0 < 1, there exists a stan-
dard quadratic harness Y (namely, a Dirichlet process) on (0,∞) which has parameters
σY = σ0, τY = τ0, θY = 2

√
τ0, ηY = −2

√
σ0, and γY = 1− 2

√
σ0τ0.
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Indeed, consider a bridge of a gamma process (Gt)t>0. The gamma process (Gt) is
a non-negative Lévy processes with two parameters α, β > 0. The density of Gt is given
by

βαt

Γ(α)x
αt−1e−βx1(0,∞)(x). (2.31)

As a Lévy process, (Gt) is a harness with mean E(Gt) = tα/β and variance Var(Gt) =

tα/β2. It is also known (see (2.34) below) that

Var(Gt|Fs,u) =
(t− s)(u− t)

(u− s)2((u− s)/α+ 1)
(Gu −Gs)2 . (2.32)

Then

Zt =
β

α
Gαt − αt

is a quadratic harness in QH(0, 2/α; 0, 1/α2; 1) which by further scaling as in (2.25) can
be transformed into a quadratic harness in QH(0, 2; 0, 1; 1). So instead of considering
bridges of (Gt), we consider bridges of Z ∈ QH(0, 2; 0, 1; 1). To apply Proposition 2.7 we
choose v − r = 1/

√
σ0τ0 − 1 so that 1/(1 + v − r) =

√
σ0τ0. From (2.29) we have

γY = 1− 2

v − r + 1
= 1− 2

√
σ0τ0 .

Transformation (2.25) with d2 =
√
σ0/τ0 gives

τY =
√
σ0τ0/d

2 = τ0, σY = d2√σ0τ0 = σ0.

By (2.30) with any ∆ = ∆r,v ≥ 0,

θY d =
2(1 + ∆)

√
v − r + 1

√
1 + 2∆ + ∆2

=
2√

v − r + 1
= 2 4
√
σ0τ0,

so θY = 2
√
τ0. Similarly, ηY /d = −2 4

√
σ0τ0, so ηY = −2

√
σ0.

Since bridges of the gamma process are Dirichlet processes, the same conclusion
can be obtained directly by a fairly natural reparameterization (2.35) without invok-
ing explicitly any of the transformations. Let a1, . . . , an, an+1 be positive numbers. A
Dirichlet distribution is defined through its density

f(x1, . . . , xn) =
Γ(a1 + . . .+ an+1)∏n+1

i=1 Γ(ai)

n∏
i=1

xai−1
i

(
1−

n∑
i=1

xi

)an+1

1Un(x1, . . . , xn) ,

where Un = {(x1, . . . , xn) ∈ (0,∞)n :
∑n
i=1 xi < 1}. A stochastic process X = (Xt)t∈(0,v)

is called a Dirichlet process if there exists a finite nonzero measure µ on (0, v) such that
for any n and any 0 = t0 < t1 < . . . < tn < v the distribution of the vector of increments
(Xt1 , Xt2 − Xt1 , . . . , Xtn − Xtn−1

) is Dirichlet with aj = µ((tj−1, tj ]), 1 ≤ j ≤ n and
an+1 = µ((tn, v)). This is one of the basic objects of non-parametric Bayesian statistics -
see [13, 15]. Let µ = cλ, where λ is a Lebesgue measure on (0, v) and c = 1/α > 0 is a
number. Recall that the beta distribution, BI(a, b), is defined by the density

f(x) =
Γ(a+ b)

Γ(a)Γ(b)
xa−1(1− x)b−11(0,1)(x) ,

and if X ∼ BI(a, b) then

E(X) =
a

a+ b
, and Var(X) =

ab

(a+ b)2(a+ b+ 1)
. (2.33)
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Since Xt has the beta distribution BI(ct, c(v − t)) the formulas (2.33) give

E(Xt) = t
v and Cov(Xs, Xt) = s(v−t)

v2(cv+1) .

Note that to compute E(XsXt) it is convenient to use the classical fact, that Xs/Xt

and Xt are independent and Xs/Xt is a beta BI(cs, c(t − s)) random variable. Note
also that X is a Markov process with transition distribution defined by the fact that
(Xt −Xs)/(1−Xs) and Xs are independent, and (Xt − Xs)/(1−Xs) is beta BI(c(t −
s), c(v − t)). It is also known that

Xt −Xs

Xu −Xs
∼ BI(c(t− s), c(u− t)).

Moreover, (Xt − Xs)/(Xu − Xs) and (Xs, Xu) are independent. Therefore, from (2.33)
we get

E(Xt|Fs,u) = Xs + (Xu −Xs)
t− s
u− s

and thus X is a harness. The second formula in (2.33) gives

Var(Xt|Fs,u) = (Xu −Xs)
2 (t− s)(u− t)

(u− s)2(c(u− s) + 1)
. (2.34)

This is an example of a quadratic harness with χ = 0.
Define now

Yt =
√

1+cv
v

(
(v + t)X tv

v+t
− t
)
, t ∈ (0,∞) . (2.35)

Note that Y is an f -transformation of X with f defined by

A =
√

1+cv
v

[
v 0

1 v

]
, m = −

√
1+cv
v

[
1

0

]
.

It is elementary to check that (Yt)t∈(0,∞) is a quadratic harness and the parameters are
as follows

θY =
2
√
v√

1 + cv
, ηY =

−2
√
v
√

1 + cv
,

τY =
v

1 + cv
, σY =

1

v(1 + cv)
, γY = 1− 2

(1 + cv)2
.

(Note that this agrees with the answers deduced from Proposition 2.7 which implies
that θ2

Y = 4τY , η2
Y = 4σY and γY = 1− 2

√
σY τY .)

On the other hand, it can be easily seen that the process X is a bridge of the gamma
process (Gt)t∈(0,∞) governed by the gamma distribution with the shape parameter 1/c

and the scale equal 1. More precisely, process X is equal in distribution to the gamma
bridge (Gt/Gv)t∈(0,v)|Gv ∼ (Gt/Gv)t∈(0,v) between points (0, 0) and (v, 1), see [16, Defi-
nition 2], see also [14].

Example 2.9 (Binomial process). Fix n ∈ N and real η0, θ0 such that η0θ0 = −1/n. Then
there exist a standard quadratic harness Y (namely, the Binomial process described
here) on (0,∞) which has parameters σY = τY = 0, θY = θ0, ηY = η0, and γY = 1.

Indeed, consider standard quadratic harnesses arising from bridges of a Poisson
process. Poisson process Nt with parameter λ > 0 is a harness with mean E(Nt) = λt

variance Var(Nt) = λt, and with conditional variance with respect to the natural past-
future filtration given by

Var(Nt|Fs,u) =
(u− t)(t− s)

(u− s)2
(Nu −Ns).
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Then
Zt = Nt/λ − t

is in QH(0, 1; 0, 0; 1). So instead of considering bridges of (Nt)t>0 we consider a bridge
of Z between points (0, 0) and (v, n). From (2.29) we see that γY = 1, σY = τY = 0.
Since ∆0,v = (n− v)/v, from (2.30) we see that θY = −ηY = 1/

√
n. So ηY θY = −1/n.

The same conclusion can be obtained more directly without invoking explicitly any
of the transformations. Let b(m, p) denote the binomial distribution with sample size m
and probability of success p. For a fixed n ∈ N, define a Markov process X = (Xt)t∈(0,v)

by the following (consistent) family of marginal and conditional distributions:

Xt ∼ b
(
n, tv

)
and Xt −Xs|Xs ∼ b

(
n−Xs,

t−s
v−s

)
, 0 < s ≤ t < v .

Then process X is called a binomial process with parameter n. (Compare [10, Proposi-

tion 4.4].) It is elementary to see that the conditional distributionXt|Fs,u ∼ b
(
Xu −Xs,

t−s
u−s

)
.

Therefore X is a harness i.e. (1.11) holds, and for any s, t, u ∈ (0, v), s < t < u

Var(Xt|Fs,u) =
(u− t)(t− s)

(u− s)2
(Xu −Xs) .

This is again an example of quadratic harness with χ = 0.
Let

Yt =
(v + t)X tv

v+t
− nt

√
nv

, t ∈ (0,∞),

i.e., Y is an f -transformation of X with f defined by

A = 1√
nv

[
v 0

1 v

]
, m =

√
n
v

[
1

0

]
.

Then an easy computation shows that process (Yt)t>0 is a quadratic harness and the
parameters are θY =

√
v/n, ηY = −1/

√
nv, τY = σY = 0 and γY = 1.

On the other hand, it is immediate that X is a bridge obtained by conditioning a
Poisson process (Nt)t>0 at Nv = n.

2.2 Application: stitching construction

This section is motivated by the construction of a classical bi-Poisson process from
a pair of two conditionally independent Poisson processes in [11, Proposition 4.1], and
by the construction of a quadratic harness from two conditionally independent negative
binomial processes in [20, Proposition 5.1]. These constructions essentially consist
of choosing an appropriate time T and an appropriate law for random variable ZT .
For zT in the support of ZT , the bridge X+ between (0, 0) and (T, zT ) of process Z

transforms into a Poisson process (a negative binomial process) by f -transformation
(2.13). Similarly, the one-sided bridge X− from (T, zT ) transforms into another Poisson
process (another negative binomial process). The two Poisson processes, or the two
negative binomial processes, used in the stitching construction are ZT -conditionally
independent.

We use Theorem 2.2 and Remark 2.4(i) to determine parameters of all quadratic har-
nesses that might arise from such a stitching construction from more general q-Meixner
processes, which are quadratic harnesses that generalize the Meixner processes by al-
lowing arbitrary γ ∈ [−1, 1], see [10]. Namely, if a quadratic harness Z comes from
stitching together two q-Meixner processes, then there is at least one pair (T, zT ) such
that the bridge X− between (0, 0) and (T, zT ) exists and can be transformed back into
a q-Meixner process Y with parameters given in Remark 2.4(i). The following result
describes the parameters of the standard quadratic harness Z in such situation.
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Proposition 2.10. Let Z ∈ QH(η, θ;σ, τ ; γ) be defined on (0,∞). Suppose that there
are real numbers T > 0 and zT such that the bridge X− between points (0, 0) and (T, zT )

of Z, transforms by formula (2.13) into a q-Meixner process Y. Then Y is a Meixner
process and one of the following cases must happen:

(i) γ = 1, σ = τ = 0 and η = θ = 0;

(ii) γ = 1, σ = τ = 0 and ηθ > 0;

(iii) σ, τ > 0, γ = 1 + 2
√
στ and η

√
τ = θ

√
σ.

Proof. The only possibility for (2.17) to correspond to a q-Meixner process is when the
parameters of Z satisfy

σT 2 + (1− γ)T + τ = 0. (2.36)

Since σ, τ ≥ 0 (see [7, Theorem 2.2]), the only solution with γ ≤ 1 is γ = 1, σ = τ = 0.
Then from (2.15) we see that Y is indeed a Meixner process when we set T = θ/η or
when T > 0 is arbitrary but η = θ = 0.

Other solutions of (2.36) interpreted as a quadratic equation in T are possible only
when (1 − γ)2 ≥ 4στ . However, since γ ≤ 1 + 2

√
στ by [7, Theorem 2.2], this gives

γ = 1 + 2
√
στ and T =

√
τ/σ. Then from (2.15), the coefficient at zT vanishes when

η
√
τ = θ

√
σ, so Y is indeed a Meixner process.

Remark 2.11. As expected, stitching constructions work in all of the cases described
in Proposition 2.10. Case (i) is trivial, with Y being the Wiener process. In case (ii)
T = θ/η, Y is the Poisson processes with parameter λ which depends on zT and the
stitching construction is described in [11, Proposition 4.1]. In case (iii) with T =

√
τ/σ,

γ = 1 + 2
√
στ , by (2.27) the sign of θ2 − 4τ is preserved. From [27, Theorem 1] we see

that Y is either a negative binomial (θ2 > 4τ ), or a gamma (θ2 = 4τ ), or a hyperbolic
secant (θ2 < 4τ ) process. The stitching construction for the negative binomial process
appears in [20, Proposition 5.1]. The general case appears in [6].

3 Transforming quadratic harnesses into standard form

Bridges of standard quadratic harnesses are quadratic harness but they are not in
the standard form because their means are affine functions of time and they have prod-
uct covariances. In our next theorem we present f -transformations (2.3) that convert
such quadratic harnesses into standard form.

Theorem 3.1. Let X be a harness (1.11) with respect to a past-future filtration (Fs,t)
on an interval (T0, T1) ⊂ R with mean

E(Xt) = α+ βt

and with covariance

Cov(Xs, Xt) = (as+ b)(ct+ d), s < t, (3.1)

such that ad− bc > 0 and (at+ b)(ct+ d) > 0 for t ∈ (T0, T1). Suppose that (1.12) holds,
and that

χ̃ := χ+ αη + θβ + σα2 + τβ2 + ραβ > 0. (3.2)

Let ψ(t) = (dt− b)/(a− ct). Then stochastic process

Yt =
a− ct
ad− bc

(
Xψ(t) − α− βψ(t)

)
(3.3)
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is a quadratic harness in QH(η′, θ′;σ′, τ ′; ρ′) on the interval
(
aT0+b
cT0+d ,

aT1+b
cT1+d

)
⊂ (0,∞), and

has parameters

η′ = (d(η + βρ+ 2ασ) + c(θ + αρ+ 2βτ))/χ̃ , (3.4)

θ′ = (b(η + βρ+ 2ασ) + a(θ + αρ+ 2βτ))/χ̃ , (3.5)

σ′ = (τc2 + dρc+ d2σ)/χ̃ , (3.6)

τ ′ = (τa2 + bρa+ b2σ)/χ̃ , (3.7)

ρ′ = (bcρ+ adρ+ 2bdσ + 2acτ)/χ̃ . (3.8)

We remark that the f -transformation used in Theorem 3.1 is reversible, so X = Yf

with

A =

[
a b

c d

]
, m =

[
β

α

]
,

that is

Xt = (ct+ d)Y(at+b)/(ct+d) + α+ βt.

The proof of Theorem 3.1 uses matrix notation and is postponed until Section 4.2.
Here we use Theorem 3.1 to give examples which show that Conjecture 1.6 does not
hold on finite intervals.

Example 3.2. Let (Wt)t>0 be the Wiener process and ξ be a centered random variable
independent of W with Eξ2 = v2. Let

Xt = Wt + ξt, t > 0.

Then E(Xt) = 0 and Cov(Xs, Xt) = s(1+v2t). Furthermore, Xt is a harness with respect
to its natural past-future filtration, and

Var(Xt|Fs,u) = Var(Wt|Ws,Wu) = Ft,s,u.

So from Theorem 3.1 (or by direct calculation) we see that

Yt = (1− tv2)Xt/(1−tv2)

is a standard quadratic harness on (0, 1/v2) and has parameters η = θ = σ = τ = 0,
γ = 1.

Next, we give a simple example of a quadratic harnesses with γ > 1 and στ > 1;
such examples are interesting because most of the general theory developed in [7] does
not apply.

Example 3.3. Suppose (Gt)t>0 is a gamma process with both parameters in (2.31)
equal 1. Let ξ be an independent random variable with mean E(ξ) = β > 0 and Eξ2 = v2.
Let

Xt = ξGt .

Then E(Xt) = βt. From

Cov(Xs, Xt) = E(Cov(Xs, Xt|ξ)) + Cov(E(Xs|ξ),E(Xt|ξ))

we see that for s ≤ t, Cov(Xs, Xt) = s(v2t + β). Let (Fs,u) be the natural past-future

filtration associated with (Xt). Consider auxiliary σ-fields F̃s,u generated by ξ and
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{Gt : t ∈ (0, s] ∪ [u,∞)}. Then E(Xt|F̃s,u) = ξ
(
u−t
u−sGs + t−s

u−sGu

)
= u−t

u−sXs + t−s
u−sXu

so E(Xt|Fs,u) = u−t
u−sXs + t−s

u−sXu. Similarly, using (2.32) with α = 1 we get

Var(Xt|F̃s,u) = ξ2Var(Gt|Gs, Gu) = ξ2 (u− t)(t− s)
(u− s+ 1)(u− s)2

(Gu −Gs)2

=
(u− t)(t− s)

(u− s+ 1)(u− s)2
(Xu −Xs)

2,

so

Var(Xt|Fs,u) =
(u− t)(t− s)

(u− s+ 1)(u− s)2
(Xu −Xs)

2.

From Theorem 3.1 applied with

a = v, b = 0, c = v, d = β/v ,

we see that

Zt = v(1− t)X βt

v2(1−t)
− β2

v
t

is a standard quadratic harness on (0, 1) with parameters

η = θ = 2v/β, σ = τ = v2/β2, γ = 1 + 2
√
στ.

In particular, γ = 1 + 2
√
στ and στ = v4/β4 = (E(ξ2))2/(E(ξ))4 ≥ 1 can be arbitrarily

large.
Of course, the distribution of ξ is arbitrary so the higher moments of Zt are not

determined uniquely and may fail to exist. In particular, Conjecture 1.6 does not hold
for quadratic harnesses on finite intervals.

3.1 Matrix notation

For calculations, it will be convenient to parameterize time as a subset of the projec-

tive plane, i.e. using t =
[
t, 1
]T

. Throughout this section, letters s, t, u ∈ T are reserved
to denote time, and s, t, and also u = [u, 1]T have this special meaning also when used
with subscripts or primed. We also use the convention that s ≤ t ≤ u.

We rewrite (1.11) in vector form as

E(Xt|Fs,u) = 〈t,∆s,u(X)〉 , (3.9)

where the components of ∆s,u(X) are defined by (1.16).
It follows from (1.11) that admissible expectations of a harness X are affine in t, i.e.,

E(Xt) = 〈t, µ〉 , t ∈ T , (3.10)

where µ = [µ1, µ2]T . Moreover, if X is a square integrable harness then by [7, Proposi-
tion 2.1] the admissible covariances are of the form

Cov(Xs, Xt) = 〈s, Σt〉 , s, t ∈ T , s ≤ t , (3.11)

where

Σ =

[
c0 c1
c2 c3

]
.

Note that under our convention s ≤ t so Σ is not a symmetric matrix; for example,

covariance min{s, t} is represented by matrix Σ =

[
0 1

0 0

]
. We also remark that if c3 ≥ 0,
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c1 > c2, and c0c3 > c22 then the right hand side of (3.11) indeed defines a positive definite
function on T = (0,∞), and that processes with c1 = c2 are degenerate in the sense that
Xt is a linear combination of Xs, Xu.

Formula (1.14) can be written in matrix form as

Var(Xt|Fs,u) = Ft,s,u
(
1 + 〈θ,∆s,u〉+ 〈∆s,u,Γ∆s,u〉

)
, (3.12)

where

θ =

[
θ

η

]
, Γ =

[
τ −1

γ σ

]
. (3.13)

Here η, θ, σ, τ, γ are constants independent of s, t, u.

Remark 3.4. Of course, any matrix

Γ =

[
τ Γ12

Γ21 σ

]
with Γ12 + Γ21 = γ − 1 gives the same right hand side of (3.12). The standard choice
of symmetric Γ is in fact inconvenient, see Proposition 3.6. The choice made in (3.13)
matches the notation we used in previous papers: after substituting q for γ, the resulting
parametrization of the conditional variance is identical to [7, (2.14)].

The non-random constant Ft,s,u is determined uniquely by taking the average of both
sides of (3.12). According to [7, (2.15)], with the choice of Γ as in (3.13), formula (1.15)
holds.

3.2 Transformations of quadratic harnesses

For a non-degenerate affine function f , as defined in (2.1) and (2.2) with Möbius
transform ϕ : S → T , and for s < u in S, the transformed σ-fields are

Ffs,u =

{
Fϕ(s),ϕ(u) if det(A) > 0 ,

Fϕ(u),ϕ(s) if det(A) < 0 .
(3.14)

It is clear that if X has linear regressions and quadratic conditional variances with
respect to past-future filtration (Fs,u), then Xf has linear regressions and quadratic
conditional variances with respect to the past-future filtration (Ffs,u).

The following technical result describes how the parameters of a quadratic harness
change under the f -transformation.

Proposition 3.5. Let X be a harness (1.11) with respect to a past-future filtration
(Fs,u) on an open interval T with the first two moments given by (3.10) and (3.11).
Suppose that

Var(Xt|Fs,u) = Ft,s,u
(
χ+ 〈θ,∆s,u〉+ 〈∆s,u,Γ∆s,u〉

)
, (3.15)

with non-random Ft,s,u, χ ∈ R, θ ∈ R2, and arbitrary 2 × 2 matrix Γ. Let f be a non-
degenerate affine function (2.1) such that ϕ is onto T .

Then the process X̃ := Xf on S = ϕ−1(T ), see (2.3), satisfies (3.10), (3.11) with µ

and Σ replaced by

µ̃ = ATµ+ m. (3.16)

Σ̃ =

{
ATΣA if det(A) > 0 ,

ATΣTA if det(A) < 0 .
(3.17)
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With respect to past-future filtration (Ffs,u), formulas (1.11) and (3.15) hold for X̃ with

Γ̃ =

{
A−1Γ(A−1)T if det(A) > 0 ,

(A−1)TΓA−1 if det(A) < 0 ,
(3.18)

θ̃ = A−1θ − (Γ̃ + Γ̃T )m , (3.19)

and

χ̃ = χ− 〈θ̃,m〉 − 〈m, Γ̃m〉 . (3.20)

We remark that transformation (3.17) preserves a product form of the covariance.
That is, suppose that

Cov(Xs, Xt) = (εs+ δ)(φt+ ψ), s < t, (3.21)

so that

Σ =

[
εφ εψ

δφ δψ

]
.

If for book-keeping we write the coefficients of (3.21) as

Θ =

[
ε δ

φ ψ

]
, (3.22)

then a calculation based on (3.17) shows that for detA > 0 the covariance of X̃ corre-
sponds to Θ̃ = ΘA.

We postpone the proof of Proposition 3.5 until Section 4.2, so that we can first clarify
the role of non-random constant Ft,s,u. The main point is that in the non-degenerate
case with c1 > c2, this constant is determined uniquely by taking the average of both
sides of (3.15). Furthermore, we explain when Ft,s,u is given by formula (1.15).

Proposition 3.6. Suppose a harness X has mean (3.10) and non-degenerate covari-
ance (3.11) with c1 > c2. If X has quadratic conditional variance (3.15) and the off-
diagonal entries of matrix Γ, see Remark 3.4, are chosen so that

χ+ 〈θ, µ〉+ 〈µ,Γµ〉+ tr(ΓΣT ) = 0, (3.23)

then u(1+sσ)+τ−sγ 6= 0 and Ft,s,u is given by formula (1.15). Moreover, transformation
formulas in Proposition 3.5 preserve (1.15).

Formulas (1.14) and (3.13) illustrate the choice of such Γ.

4 Proofs

4.1 Proof of Proposition 1.2

Let Nt = {y : p(t, y; v, zv) > 0} ⊂Mt and denote by A a generic Borel set. Let

fs,t(x, y) =
p(s, x; t, y)p(t, y; v, zv)

p(s, x; v, zv)
1Ns(x). (4.1)

For any s < t in [r, v) and x ∈ Ns, define probability measure νs,x,t by

νs,x,t(A) =

∫
A

fs,t(x, y)πt(dy). (4.2)

For any t ∈ (r, v), we let νt = νr,zr,t.
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To prove that the above probabilities define a Markov process we verify Chapman-
Kolmogorov equations. We need to show that for x ∈ Ns,∫

A

fs,u(x, z)πu(dz) =

∫
Nt

fs,t(x, y)

(∫
A

ft,u(y, z)πu(dz)

)
πt(dy). (4.3)

To this end, we use algebraic identity that holds for all (x, y) ∈ Ns ×Nt,

fs,t(x, y)ft,u(y, z) =
p(s, x; t, y)p(t, y;u, z)p(u, z; v, zv)

p(s, x; v, zv)
. (4.4)

By (4.4) and Chapman-Kolmogorov equations for process (Zt), the right hand side of
(4.3) is∫

Nt

(∫
A

p(s, x; t, y)p(t, y;u, z)p(u, z; v, zv)

p(s, x; v, zv)
πu(dz)

)
πt(dy) =

∫
A

fs,u(x, z)πu(dz)

−
∫
Nct

(∫
A

p(s, x; t, y)p(t, y;u, z)p(u, z; v, zv)

p(s, x; v, zv)
πu(dz)

)
πt(dy). (4.5)

So to end the proof of (4.3), it is enough to show that for y ∈ N c
t , A ⊂ Nu ⊂Mu,∫

A

p(t, y;u, z)p(u, z; v, zv)πu(dz) = 0. (4.6)

To see this, note that for y ∈ N c
t we have p(t, y; v, zv) = 0. Therefore,

0 ≤
∫
A

p(t, y;u, z)p(u, z; v, zv)πu(dz)

≤
∫
Mu

p(t, y;u, z)p(u, z; v, zv)πu(dz) = p(t, y; v, zv) = 0. (4.7)

The same argument with (s, x) = (r, zr) shows that Chapman-Kolmogorov equations
hold for νt.

Let (Xt)t∈(r,v) be a Markov process with univariate laws (νt) and transition proba-
bilities (νs,x,t). We now verify that (Xt) is a bridge. Since νt = νr,zr,t, assumption (1.6)

implies that Xt
P−→ zr as t→ r+, and similarly (1.7) implies that Xt

P−→ zv as t→ v−.
Due to Markov property, it suffices to verify the implication (1.3)⇒(1.4) for s < t < u.

Fix g ≥ 0. Assumption (1.3) implies that for any measurable function ψ : Ms ×Mu →
[0,∞),∫

Ms×Mt×Mu

g(y)ψ(x, z)p(s, x; t, y)p(t, y;u, z)πs(dx)πt(dy)πu(dz)

=

∫
Ms×Mu

h(x, z)ψ(x, z)p(s, x;u, z)πs(dx)πu(dz). (4.8)

To prove (1.4), it is enough to show that for any measurable ϕ : Ns × Nu → [0, 1], we
have

E(g(Xt)ϕ(Xs, Xu)) = E(h(Xs, Xu)ϕ(Xs, Xu)),

which is the same as∫
Ns×Nt×Nu

g(y)ϕ(x, z)fs,t(x, y)ft,u(y, z)fr,s(zr, x)πs(dx)πt(dy)πu(dz)

=

∫
Ns×Nu

h(x, z)ϕ(x, z)fs,u(x, z)fr,s(zr, x)πs(dx)πu(dz). (4.9)
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Since p(r, zr; v, zv) > 0, from (4.1) and (4.4) we see that (4.9) is equivalent to∫
Ns×Nt×Nu

g(y)ϕ(x, z)p(r, zr; s, x)p(u, z; v, zv)

× p(s, x; t, y)p(t, y;u, z)πs(dx)πt(dy)πu(dz)

=

∫
Ns×Nu

h(x, z)ϕ(x, z)p(r, zr; s, x)p(u, z; v, zv)p(s, x;u, z)πs(dx)πu(dz).

Using (4.6), we can enlarge the region of integration on the left hand side to Ns ×Mt ×
Nu. Thus, the identity follows from (4.8) applied to

ψ(x, z) = ϕ(x, z)p(r, zr; s, x)p(u, z; v, zv)1Ns(x)1Nu(z).

Now we prove (1.2). By Markov property we can consider a single moment of time.
That is, writing µ(x,z)

t for the univariate law of the bridge when zr = x, zv = z (note that

µ
(x,z)
t = νr,x,t(dy)), we want to prove that∫

Mr×R×Mv

f(x)g(y)h(z)µ
(x,z)
t (dy)πr(dx)p(r, x; v, z)πv(dz)

=

∫
Mr×Mt×Mv

f(x)g(y)h(z)πr(dx)p(r, x; t, y)πt(dy)p(t, y; v, z)πv(dz).

Since we assume p(r, zr; v, zv) > 0, this holds true by (4.1) and (4.2).

4.2 Proof of Propositions 3.5 and 3.6

We re-write formula (1.15) in matrix notation using a special matrix

J =

[
0 1

−1 0

]
. (4.10)

It is easy to see that J2 = −I, JT = −J . For ease of reference we state also two less
obvious properties: for A ∈ GL2(R),

ATJA = det(A)J and JTAJ = det(A)(A−1)T . (4.11)

Formula (1.15) can now be written as

Ft,s,u =
〈t, Ju〉〈s, Jt〉
〈s, JTΓJu〉

. (4.12)

This formula makes sense for any 2×2 matrix Γ as long as the denominator is non-zero.

Lemma 4.1. Let f be a non-degenerate affine function (2.1) with Möbius transform ϕ.
If s′ = ϕ(s), u′ = ϕ(u), then

∆s,u(Xf ) = AT∆s′,u′(X) + m . (4.13)

Proof. Let g(x, y) = [x, y]A denote the linear part of f . Since ∆s,u(a) = m on a linear
function a(t) = 〈t,m〉, and Xf (t) = Xg(t) + 〈t,m〉, we have ∆s,u(Xf ) = ∆s,u(Xg) + m.
Since Xs′ = Xg(s)/(cs+ d), and from the matrix form of (1.16) we have

∆s′,u′(X) =
J(Xu′s

′ −Xs′u
′)

〈u′, Js′〉
, (4.14)
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we get

∆s′,u′(X) = J

Xg(u)
cu+d s′ − Xg(s)

cs+d u′

〈u′, Js′〉
= J

Xg(u)(cs+ d)s′ −Xg(s)(cu+ d)u′

〈(cu+ d)u′, J(cs+ d)s′〉
.

Noting that
(cs+ d)s′ = As, (4.15)

and using (4.11) we get

∆s′,u′(X) = JA
Xg(u)s−Xg(s)u

〈u, ATJAs〉
= (A−1)TATJA

Xg(u)s−Xg(s)u

〈u, ATJAs〉
= (A−1)T∆s,u(Xg).

Thus ∆s,u(Xf ) = ∆s,u(Xg) + m = AT∆s′,u′(X) + m.

Proof of Proposition 3.5. Throughout the proof we write t′ = ϕ(t) as in Lemma 4.1. If ϕ
is increasing, by (3.9) and the definition of X̃ = Xf we have

E(X̃t|Ffs,u) = (ct+ d)E(Xt′ |Fs′,u′) + 〈t,m〉 (4.16)

= (ct+ d)〈t′,∆s′,u′(X)〉+ 〈t,m〉 .

By (4.15) and (4.13) we get

E(X̃t|Ffs,u) = 〈At, (A−1)T
(
∆s,u(X̃)−m

)
〉+ 〈t,m〉 = 〈t,∆s,u(X̃)〉 .

Thus the condition (1.11) holds true and X̃ is a harness. Similarly, one can verify that
(1.11) holds when ϕ is a decreasing function.

We use (4.15) to compute the mean of X̃

E(X̃t) = (ct+ d)〈t′, µ〉+ 〈t,m〉 = 〈At, µ〉+ 〈t,m〉 = 〈t,m +ATµ〉 ,

and (3.16) follows.
To find the covariance we again use (4.15) and the fact that Cov (Xs′ , Xt′) is either

〈s′,Σt′〉 or 〈t′,Σs′〉 = 〈s′,ΣT t′〉 depending whether s′ < t′ (case det(A) > 0) or s′ > t′

(case det(A) < 0). For example, if det(A) > 0 then

Cov(X̃s, X̃t) = (cs+ d)(ct+ d)Cov (Xs′ , Xt′)

= (cs+ d)(ct+ d)〈s′,Σt′〉 = 〈As,ΣAt〉 = 〈s, ATΣAt〉 ,

and thus (3.17) follows. (We omit the proof when detA < 0.)
Next we tackle the conditional variance. Since φ is monotone on S,

Var(X̃t|Ffs,u) =


(ct+ d)2Var(Xt′ |Fs′,u′) if det(A) > 0 ,

(ct+ d)2Var(Xt′ |Fu′,s′) if det(A) < 0 .

(4.17)

Consider the case det(A) < 0 so that u′ < t′ < s′. Since ∆a,b = ∆b,a, by (4.17) and
Lemma 4.1, the conditional variance is

Var(X̃t|Ffs,u) = (ct+ d)2Ft′,u′,s′
(
χ+

〈
A−1θ,∆s,u(X̃)−m

〉
+
〈
∆s,u(X̃)−m, A−1Γ(A−1)T (∆s,u(X̃)−m)

〉)
. (4.18)
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Using (4.12), (4.15) and (4.11), we get

(ct+ d)2Ft′,u′,s′ = (ct+ d)2 〈u′, Jt′〉〈t′, Js′〉
〈u′, JTΓJs′〉

=
〈(cu+ d)u′, J(ct+ d)t′〉〈(ct+ d)t′, J(cs+ d)s′〉

〈(cu+ d)u′, JTΓJ(cs+ d)s′〉

=
〈Au, JAt〉〈At, JAs〉
〈Au, JTΓJAs〉

=
〈s, Jt〉〈t, Ju〉
〈s, JT Γ̃Ju〉

.

So formula (4.18) rewrites as

Var(X̃t|Ffs,u) = (ct+ d)2Ft′,u′,s′
(
χ− 〈A−1θ,m〉+ 〈m, Γ̃Tm〉

+
〈
∆s,u(X̃), A−1θ − (Γ̃ + Γ̃T )m

〉
+ 〈∆s,u(X̃), Γ̃∆s,u(X̃)

)
=
〈s, Jt〉〈t, Ju〉
〈s, JT Γ̃Ju〉

(
χ̃+

〈
∆s,u(X̃), A−1θ − (Γ̃ + Γ̃T )m

〉
+ 〈∆s,u(X̃), Γ̃T∆s,u(X̃)〉

)
.

Since the last term is invariant under transposition, we get (3.19) and (3.18). The case
det(A) > 0 is handled similarly and the proof is omitted.

The proof of Proposition 3.6 is based on the formula for the covariance matrix of
vector ∆s,u.

Lemma 4.2.

Cov ∆s,u =
c1 − c2
u− s

Ju sTJT + ΣT . (4.19)

Proof. From (4.14) we get

Cov ∆s,u = E
(
∆s,u∆

T
s,u

)
− E

(
∆s,u

)
E
(
∆T
s,u

)
=
JsuTΣusTJT − JusTΣusTJT + JusTΣsutJT − JssTΣuuTJT

(u− s)2
.

Note that since sTΣu = uTΣT s and s uT − u sT = (u − s)JT , the numerator can be
written as

J(s uT − u sT )Σu sTJT − J(s uT − u sT )ΣT s uTJT = (u− s)(Σu sT − ΣT s uT )JT

(recall that JT = −J and JJT = I). Further we write the above expression as

(u− s)[(Σ− ΣT )u sT + ΣT (u sT − s uT )]JT = (u− s)(c1 − c2)Ju sTJT + (u− s)2ΣTJJT

and thus (4.19) follows.

Proof of Proposition 3.6. We first remark that formulas (3.17) and (3.18) imply that

tr(ΓΣT ) = tr(Γ̃Σ̃).

Next, we note that
χ+ 〈θ, µ〉+ 〈µ,Γµ〉 = χ̃+ 〈θ̃, µ̃〉+ 〈µ̃, Γ̃µ̃〉.

(This follows from a longer calculation based on the formulas from Proposition 3.5.)
Therefore, transformation formulas preserve (3.23).
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Next, we show that (3.23) implies (4.12). This will be accomplished by computing
the averages of both sides of (3.15).

We first note that for any harness with covariance (3.11), the expected value of the
left hand side of (3.15) is

E (Var(Xt|Fs,u)) =
(t− s)(u− t)

u− s
(c1 − c2). (4.20)

To prove (4.20), we use (4.19). From (3.9) we get

EVar(Xt|Fs,u) = VarXt −Var(E(Xt|Fs,u)) = VarXt − tTCov(∆s,u)t

= tTΣt− c1 − c2
u− s

tTJu sTJT t− tTΣT t =
c1 − c2
u− s

(sTJt)(tTJu)

=
c1 − c2
u− s

(t− s)(u− s).

Next, we compute the right hand side of (3.15). With K(∆s,u) = χ + 〈θ,∆s,u〉 +

〈∆s,u,Γ∆s,u〉, we have

E
(
K(∆s,u)

)
= tr(ΓΣT ) +K(µ) + (c1 − c2)

〈s, JTΓJu〉
u− s

. (4.21)

To prove (4.21) we note that E∆s,u = µ, so

EK(∆s,u) = χ+ E θT∆s,u + E
(
∆T
s,uΓ∆s,u

)
= χ+ θTµ+ µTΓµ+ tr

(
ΓCov ∆s,u

)
= K(µ) + tr

(
ΓCov ∆s,u

)
. (4.22)

From (4.19) we get

tr
(
ΓCov ∆s,u

)
=
c1 − c2
u− s

tr
(
Γ Ju sTJT

)
+ tr

(
ΓΣT

)
. (4.23)

Since
tr
(
Γ Ju sTJT

)
= tr

(
sTJTΓJu

)
= 〈s, JTΓJu〉,

(4.21) follows from (4.22) and (4.23).
Since tr(ΓΣT ) + K(µ) = 0 by (3.23), and E (Var(Xt|Fs,u)) = Ft,s,uE

(
K(∆s,u)

)
, in

the non-degenerate case c1 > c2, formula (4.20) implies that E
(
K(∆s,u)

)
6= 0 so from

(4.21) we see that 〈s, JTΓJu〉 = u(1 + sσ) + τ − sγ 6= 0. We also see that Ft,s,u is given
by formula (4.12), which is just a matrix form of (1.15).

4.3 Proof of Theorem 3.1

Let A = 1
ad−bc

[
d −b
−c a

]
so that its inverse is B =

[
a b

c d

]
. We apply Proposition 3.5

with f(x, y) = ([x, y]− [α, β])B to

µ =

[
β

α

]
, Σ =

[
ac ad

bc bd

]
, Γ =

[
τ ρ/2

ρ/2 σ

]
, θ =

[
θ

η

]
.

From the transformation formulas we get µ̃ = 0, Σ̃ =

[
0 1

0 0

]
, and χ̃ = χ + αη + θβ +

σα2 + τβ2 + 2ραβ > 0 by (3.2). We also get

θ̃ =

[
b(η + βρ+ 2ασ) + a(θ + αρ+ 2βτ)

d(η + βρ+ 2ασ) + c(θ + αρ+ 2βτ)

]
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and

Γ̃ =

[
τa2 + bρa+ b2σ 1

2 (bcρ+ adρ+ 2bdσ + 2acτ)
1
2 (bcρ+ adρ+ 2bdσ + 2acτ) τc2 + dρc+ d2σ

]
.

The quadratic polynomial K remains unchanged if we replace Γ̃ by

Γ′ =

[
τa2 + bρa+ b2σ −χ̃

χ̃+ bcρ+ adρ+ 2bdσ + 2acτ τc2 + dρc+ d2σ

]
,

see Remark 3.4. Rewriting K as

K(x) = χ̃+ 〈θ̃,x〉+ 〈x,Γ′x〉 = χ̃

(
1 + 〈 1

χ̃
θ̃,x〉+ 〈x, 1

χ̃
Γ′x〉

)
,

we get the parameters as claimed.

4.4 Proof of Theorem 2.2

With s < t1 < t2 < u, the conditional covariance of a standard quadratic harness is

Cov
(
Xt1 , Xt2

∣∣Fs,u) =
〈t2, Ju〉 〈s, Jt1〉
〈s, JTΓJu〉

K(∆s,u), (4.24)

where K(a) = 1 + 〈θ,a〉 + 〈a,Γa〉 is the quadratic polynomial from (1.17) and (3.12). A
quick way to see this is to notice that (1.11) implies

Cov
(
Xt1 , Xt2

∣∣Fs,u) =
u− t2
u− t1

Var(Xt1 |Fs,u) =
〈t2, Ju〉
〈t1, Ju〉

Var(Xt1 |Fs,u).

Proof of Theorem 2.2. To prove that v(1 + rσ) + τ − rγ > 0 we note that v 7→ v(1 + rσ) +

τ − rγ is a continuous function on R which by Proposition 3.6 applied to Z cannot cross
zero on (r,∞).

To determine the mean and the variance of X, we use Definition 1.1. Denote by FXs,u
the natural past-future filtration of X. By taking g(x) = x, from Definition 1.1(iii) we
see that for t ∈ (r, v), we have E(Xt|FXs,u) = hs,t,u(Xs, Xu), where

hs,t,u(x, y) =
u− t
u− s

x+
t− s
u− s

y.

Thus by Definition 1.1(i), E(Xt|FXs,u)
P−→ hr,t,v(zr, zv) as (s, u)→ (r, v).

We note that as s ↘ r and u ↗ v, say over rational numbers, the filtration FXs,u
decrease. So by the martingale convergence theorem,

E(Xt) = E

(
lim

(s,u)→(r+,v−)
E
(
Xt|FXs,u

))
=
v − t
v − r

zr +
t− r
v − r

zv = 〈∆r,v, t〉 .

Similarly, by martingale convergence theorem, for fixed t1 < t2 in (r, v),

E(Xt1Xt2) = E

(
lim

(s,u)→(r+,v−)
E
(
Xt1Xt2 |FXs,u

))
Using again Definition 1.1 with g : R2 → R defined by g(x1, x2) = x1x2, we see that

E
(
Xt1Xt2 |FXs,u

)
= h̃s,u(Xs, Xu),

where h̃, defined through

E (Zt1Zt2 |Fs,u) = h̃s,u(Zs, Zu),
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is computed from (4.24) as

h̃s,u(x, y) = (u−t2)(t1−s)
u(1+sσ)+τ−sγK

(
y−x
u−s ,

ux−sy
u−s

)
+ hs,t1,u(x, y)hs,t2,u(x, y).

Since h̃s,u(Xs, Xu)
P−→ h̃r,v(zr, zv) as (s, u) → (r+, v−), we get Cov(Xt1 , Xt2) = M2(v −

t2)(t1 − r) with

M =

√
K(∆r,v, ∆̃r,v)√

v(1 + rσ) + τ − rγ
> 0 . (4.25)

The above reasoning also shows that for r < s < t < u < v the conditional moments
E(Xt|FXs,u) and Var(Xt|FXs,u) are given by the same polynomials as the corresponding
conditional moments of Z. Thus the assumptions of Theorem 3.1 hold, and we apply it
with

α = ∆̃r,v, β = ∆r,v, χ = 1, ρ = γ − 1,

a = M
√
v, b = −rM

√
v, c = −M/

√
v, d = M

√
v.

(There are other possible choices that lead to "equivalent" quadratic harnesses as
in (2.25).) With the above choice of a, b, c, d, formula (3.3) gives (2.6). Since χ̃ =

K(∆r,v, ∆̃r,v) > 0, assumption (3.2) holds, and the parameters of the resulting quadratic
harness are as claimed.
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