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1 Introduction

Nonlinear wave equations

ut t =A u+ f (x , u, ut ,∇xu) + g(x , u, ut ,∇xu) Ẇ (1.1)

subject to random excitations have been thoroughly studied recently under various sets of hypothe-
ses (see e.g. [6], [7], [8], [10], [12], [13], [14], [22], [23], [25], [26], [27], [28], [29], [30],
[32], [35], [36], [37] and references therein) with possible applications in physics (e.g. in relativis-
tic quantum mechanics or oceanography) in view.

The random perturbation has been usually modelled by a spatially homogeneous Wiener process
which corresponds to a centered Gaussian random field (W (t, x) : t ≥ 0, x ∈ Rd) satisfying

EW (t, x)W (s, y) = (t ∧ s)Γ(x − y), t, s ≥ 0, x , y ∈ Rd

for some function or even a distribution Γ called the spatial correlation of W (see e.g. [37] for de-
tails). The operatorA in (1.1) is a second order elliptic differential operator, usually the Laplacian.
(More general elliptic operators are considered only in [29]).

Functions f and g dependent only on u are dealt predominantly and their global Lipschitz continuity
is assumed in most of the papers cited above. Then the Nemytskii operators associated with f and
g are also globally Lipschitzian and existence (and uniqueness) of solutions to (1.1) may be proved
for rather general spatial correlations Γ (which may be a distribution, e.g. the standard cylindrical
Wiener process is allowed if the space dimension is one, or at least a continuous function unbounded
at the origin), the state space (to which the pair (u, ut) belongs) being L2(Rd)⊕W−1,2(Rd). If Γ is
more regular then solutions live in the so called “energy space” W 1,2(Rd)⊕ L2(Rd) (see e.g. [38]
for a discussion of the role of the energy space in the deterministic case).

Locally Lipschitz (or even continuous) real functions f and g are considered in the papers [10],
[27], [29], [30], [31] and [32].

Various techniques including Lyapunov functions, energy estimates, Sobolev embeddings, Strichartz
inequalities or compactness methods - have been employed to show existence of global solutions
in this case. These methods require the state space to be the energy space W 1,2(Rd)⊕ L2(Rd) and

the spatial correlation Γ to be a bounded function, i.e. the spectral measure µ = (2π)
d
2 bΓ is a finite

measure (cf. equality (3.1) below). The assumptions on Γ are relaxed in [27] in the case of the
planar domain at a price of assuming g bounded and globally Lipschitz while f (u) = −u|u|p−1,
1≤ p ≤ 3.

Let us survey the available results in the most important case of a wave equation with polynomial
nonlinearities

ut t =∆u− u|u|p−1+ |u|q Ẇ , u(0) = u0, ut(0) = v0 (1.2)

according to particular ranges of the exponents p, q ∈ (0,∞): It is known that global weak solutions
(weak both in the probabilistic and in the PDE sense) exist provided that (u0, v0) is anF0-measurable
[W 1,2(Rd) ∩ Lp+1(Rd)] ⊕ L2(Rd)-valued random variable, W is a spatially homogeneous Wiener

process with bounded spectral correlation Γ (i.e. µ= (2π)
d
2 bΓ must be a finite measure) and

1≤ q <
p+ 1

2
<∞. (1.3)
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Under (1.3), paths of (u, ut) take values in [W 1,2(Rd)∩ Lp+1(Rd)]⊕ L2(Rd) and are weakly contin-
uous in W 1,2(Rd)⊕ L2(Rd) (see [29]). In the critical case q = p+1

2
, existence of solutions was shown

if d ∈ {1,2} or d ≥ 3 and p ≤ d
d−2

(see [30]). Pathwise uniqueness and pathwise norm continuity

of solutions in W 1,2(Rd)⊕ L2(Rd) are known to hold if d ∈ {1, 2} or if d ≥ 3 and p ≤ d+2
d−2

, q ≤ d+1
d−2

,
irrespective of (1.3). These results were proved in [29], [30], [31] and [32] in a more general
setting (that is, for more general non-linearities). In case d

d−2
< p ≤ d+2

d−2
or d

d−2
< q ≤ d+1

d−2
some

small additional assumptions are needed. In the subcritical case p < d+2
d−2

, q < d+1
d−2

, these results
correspond to the present state of art for the deterministic Cauchy problem

ut t =∆u− u|u|p−1, u(0) = u0, ut(0) = v0 (1.4)

on Rd (see [19], [41], [43] and [44]) exactly, whereas there are still some open problems in the
(stochastic) critical case p = d+2

d−2
, q = d+1

d−2
(see the discussion in [31]).

The aim of the present paper is fivefold. We want to prove

1. existence of weak solutions up to the critical case q = p+1
2

independently of the dimension of
the spatial domain Rd ,

2. global weak solutions exist for data in the local Sobolev space W 1,2
loc (R

d)⊕ L2
loc(R

d) and have
trajectories weakly continuous in this local space,

3. solutions in the local Sobolev space satisfy a local energy inequality (Theorem 5.2),

4. include dependence on first derivatives in the non-linearities in the equation (1.1)

5. study systems of stochastic wave equations, i.e. when f and g are Rn-valued.

Let us briefly comment on the issues.

Ad (1): As mentioned above, existence of weak solutions in the critical case q = p+1
2

is known
to hold only in particular cases depending on the dimension d. We will prove that no additional
assumption is, in fact, necessary.

Ad (2): To our knowledge, stochastic equations with polynomially growing non-linearities have not
been studied in local spaces yet despite it is well known that solutions of wave equations propagate
at finite speed and the commonly used restriction to global spaces is therefore unimportant. Nota
bene, existence of solutions in global spaces follows trivially from existence of solutions in local
spaces by the energy estimate in Theorem 5.2, as demonstrated e.g. in Example 5.5.

As a consequence of the “local” approach to the wave equation (1.1), the second order differential
operatorA in (1.1) need not be uniformly elliptic (as is usually assumed) and mere ellipticity ofA
is sufficient (see (2.1)). In particular,A may even decay or explode at infinity, cf. Example 5.4 and
5.5.

The localization of the wave problem is interesting by itself, though it is not very difficult to establish.
The main importance of the local approach to the wave equation dwells in our primary interest to
prove the subtle existence result in the critical case. We remark at this point that attempts to prove
existence of solutions of (1.1) in the critical case while studying the wave equation in global spaces
failed (see [29]).
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Ad (3): Energy inequalities are a sort of a twin result to any existence theorem in the theory of wave
equations as the solutions of the wave equation are, in fact, stationary points of certain Lagrangians
and the energy functionals represent their conservation laws (see e.g. Chapter 2 in [42]). On the
other hand, energy inequalities also describe basic behaviour of the solution such as the finite speed
of propagation mentioned above, long time behaviour of the paths or the conditional dependence
on the initial condition (see Theorem 5.2).

Ad (4) & (5): We are not aware of existence results for stochastic wave equations with non-linearities
depending on first derivatives of the solution (the velocity and the spatial gradient). This issue
is closely related to the fact that we aim at studying systems of stochastic wave equations (1.1).
Such generality is not very substantial for the present paper, however, the corresponding results
are essential in the newly started research in the field of stochastic wave equations in Riemannian
manifolds with possible applications in physical theories and models such as harmonic gauges in
general relativity, non-linear σ-models in particle systems, electro-vacuum Einstein equations or
Yang-Mills field theory. These models require the target space of the solutions to be a Riemannian
manifold (see [18], [42] for deterministic systems and [3], [4] for stochastic ones). For instance, if
the unit sphere Sn−1 is the considered Riemannian manifold, the stochastic geometric wave equation
has the form

ut t =∆u+ (|∇xu|2− |ut |2)u+ g(u, ut ,∇xu) Ẇ , |u|Rn = 1

where g(p, ·, ·) ∈ TpSn−1, p ∈ Sn−1, see e.g. [4]. We do not cover these particular equations here
but the present paper is partly intended as a preparation for further applications and as a cita-
tion/reference paper for a companion paper on stochastic wave equations in compact Riemannian
homogeneous space by Z. Brzeźniak and the author.

Finally, we remark that our proof of the main theorem is based on a new general method of con-
structing weak solutions of SPDEs, that does not rely on any kind of martingale representation
theorem and that might be of interest itself. First applications were done already in [4] and, in the
finite-dimensional case, also in [20].

The author wishes to thank Jan Seidler and the referee for a kind helping on the redaction of the
paper.

2 Notation and Conventions

We consider complete filtrations in this paper. We say that a filtration (Ft) on a probability space
(Ω,F ,P) is complete provided that F0 contains all P-negligible sets of F . We denote by

• R+ the set of all nonnegative real numbers, i.e. R+ = [0,∞),

• B(X ) the Borel σ-algebra on a topological space X ,

• BR the open ball in Rd with center at the origin and of radius R,

• Lp = Lp(Rd ,Rn), W k,p =W k,p(Rd ,Rn),

• Lp
loc = Lp

loc(R
d ,Rn) and W k,p

loc =W k,p
loc (R

d ,Rn) equipped with the metrics

(u, v) 7→
∞
∑

j=1

1

2 j min {1,‖u− v‖Lp(B j)}, (u, v) 7→
∞
∑

j=1

1

2 j min {1,‖u− v‖W k,p(B j)},
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• H k
R =W k+1,2(BR)⊕W k,2(BR),HR :=H 0

R ,

• H k =W k+1,2⊕W k,2,H :=H 0,

• Hloc =W 1,2
loc ⊕ L2

loc,

• D = D(Rd ,Rn) is the space of Rn-valued compactly supported C∞-functions,

• S is the Schwartz spaces of complex rapidly decreasing C∞-functions on Rd ([40]),

• S ′ is the space of tempered distributions on S , i.e. the real dual space to S ,

• ξ 7→ bξ the Fourier transformation on S ′,

• Ck
b the space of k-times continuously differentiable functions on Rd with bounded derivatives up

to order k equipped with the supremum norm of all derivatives up to order k,

• Cγ([a, b], X ) the Banach space of X -valued γ-Hölder continuous functions on [a, b] with the norm

‖h‖= sup {‖h(t)‖X : t ∈ [a, b]}+ sup
�‖h(t)− h(s)‖X

(t − s)γ
: a ≤ s < t ≤ b

�

where X is a Banach space,

• A a second order elliptic operator

A =
d
∑

k=1

d
∑

l=1

∂

∂ xk

�

akl(x)
∂

∂ x l

�

where a(x) is a symmetric, strictly positive, (d × d)-real-matrix for every x ∈ Rd and a is a continu-
ous, W 1,∞

loc (R
d)-valued function such that

inf
¦

t−2 sup
¦�

�a(x)y
�

�

Rd : |x |Rd < t, |y|Rd = 1
©

: t > 0
©

= 0, (2.1)

see also Remark 2.1.

• πR various restriction maps to the ball BR, for example

πR : L2
loc 3 v 7→ v|BR

∈ L2(BR) or πR :Hloc 3 z 7→ z|BR
∈HR

• L (X , Y ) the space of continuous linear operators from a topological vector space X to a topological
vector space Y and we equip it with the strong σ-algebra, i.e. the σ-algebra generated by the family
of maps L (X , Y ) 3 B 7→ Bx ∈ Y , x ∈ X . If X and Y are Banach spaces then L (X , Y ) is equipped
with the usual operator norm,

• L2(X , Y ) the space of Hilbert-Schmidt operators from a Hilbert space X to a Hilbert space Y and is
equipped with the strong σ-algebra, i.e. the σ-algebra generated by the family of maps L2(X , Y ) 3
B 7→ Bx ∈ Y , x ∈ X ,

• C(R+, Z) the space of continuous functions from R+ to a metric space (Z ,ρ) and we equip it with
the metric

(a, b) 7→
∞
∑

j=1

1

2 j min {1, sup
t∈[0, j]

ρ(a(t), b(t))}.

If, in addition, Z is a vector space, C0(R+; Z) = {h ∈ C(R+; Z) : h(0) = 0},
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• Cw(R+; X ) the space of weakly continuous functions from R+ to a locally convex space X and we
equip it with the locally convex topology generated by the a family ‖ · ‖m,ϕ of pseudonorms defined
by

‖a‖m,ϕ = sup
t∈[0,m]

|ϕ(a(t))|, m ∈ N, ϕ ∈ X ∗,

• ζ a symmetric C∞-density on Rd supported in the unit ball and we define

ζm(x) = mdζ(mx), x ∈ Rd ,

• Z = Cw(R+, W 1,2
loc )× Cw(R+, L2

loc),

• capital bold scripts the conic energy functions, i.e. if a measurable function F : Rd × Rn → R+,
x ∈ Rd , λ > 0 and T > 0 are given then

Fλ,x ,T (t, u, v) =

∫

B(x ,T−λt)

(

1

2

d
∑

k=1

d
∑

l=1

akl

¬

uxk
, ux l

¶

Rn +
1

2
|v|2Rn + F(y, u)

)

d y (2.2)

is defined for t ∈ [0, T
λ
] and (u, v) ∈Hloc .

Remark 2.1. The condition (2.1) is equivalent with the following: given R > 0, there exists T > 0
such that the cylinder {(t, x) ∈ R+×Rd : t ∈ [0, R], |x |Rd ≤ R} is contained in a centered backward
cone {(t, x) ∈ R+×Rd : |x |+ tλT ≤ T} where

λT = sup
w∈B(0,T )

‖a(w)‖
1
2 . (2.3)

3 Spatially homogeneous Wiener process

Given a stochastic basis (Ω,F , (Ft)t≥0,P), an S ′-valued process W =
�

Wt
�

t≥0 is called a spatially
homogeneous Wiener process with a spectral measure µ that we assume to be positive, symmetric
and to satisfy µ(Rd)<∞ throughout the paper, provided that

• Wϕ :=
�

Wtϕ
�

t≥0 is a real (Ft)-Wiener process, for every ϕ ∈ S ,

• Wt(aϕ+ψ) = aWt(ϕ) +Wt(ψ) almost surely for all a ∈ R, t ∈ R+ and ϕ,ψ ∈ S ,

• E {Wtϕ1Wtϕ2}= t〈 bϕ1, bϕ2〉L2(µ) for all t ≥ 0 and ϕ1,ϕ2 ∈ S .

Remark 3.1. “Spatial homogeneity” refers to the fact that the process W can be represented as a
centered (Ft)-adapted Gaussian random field (W (t, x) : t ≥ 0, x ∈ Rd) so that

P
�

Wtϕ =

∫

Rd

ϕ(x)W (t, x) d x

�

= 1, ϕ ∈ S

and
E [W (t, x)W (s, y)] =min {t, s}Γ(x − y), t, s ≥ 0, x , y ∈ Rd

where Γ = (2π)−
d
2
bµ is a bounded continuous function. The reader is referred to [5], [12], [36] and

[37] for further details and examples of spatially homogeneous Wiener processes.
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Let us denote by Hµ ⊆ S ′ the reproducing kernel Hilbert space of the S ′-valued random vector
W (1), see e.g. [11]. Then W is an Hµ-cylindrical Wiener process. Moreover, see [5] and [37], if
we denote by L2

(s)(R
d ,µ) the subspace of L2(Rd ,µ;C) consisting of all ψ such that ψ =ψ(s), where

ψ(s)(·) =ψ(−·), then we have the following result:

Proposition 3.2.

Hµ = {dψµ : ψ ∈ L2
(s)(R

d ,µ)},

〈dψµ,Óϕµ〉Hµ =

∫

Rd

ψ(x)ϕ(x) dµ(x), ψ,ϕ ∈ L2
(s)(R

d ,µ).

The following lemma states that, under some assumptions, Hµ is a function space and that multi-
plication operators are Hilbert-Schmidt from Hµ to L2 (see [30] for a proof). In that case, we can
calculate the Hilbert-Schmidt norm explicitly.

Lemma 3.3. Assume that µ(Rd) <∞. Then the reproducing kernel Hilbert space Hµ is continuously
embedded in Cb(Rd), the multiplication operator mg = {Hµ 3 ξ 7→ g · ξ ∈ L2(D)} is Hilbert-Schmidt
and there exists a constant c such that

‖mg‖L2(Hµ,L2(D)) = c‖g‖L2(D) (3.1)

whenever D ⊆ Rd is Borel and g ∈ L2(D).

Remark 3.4. A stochastic integral with respect to a spatially homogeneous Wiener process is under-
stood in the classical way, see e.g. [11], [36] or [37].

4 Solution

Definition 4.1. Let f 1, . . . , f d : Rd × Rn → Rn×n be Borel matrix-valued functions, let f d+1, gd+1 :
Rd ×Rn→ Rn be Borel functions, µ a given finite spectral measure on Rd , (Ω,F , (Ft),P) a completely
filtered probability space with a spatially homogeneous (Ft)-Wiener process W with spectral measure
µ. An (Ft)-adapted process z = (u, v) with weakly continuous paths in Hloc is a solution of (1.1)
where, for (x , y, z) = (x , y, z0, . . . , zd) ∈ Rd ×Rn×

∏d
i=0R

n,

f (x , y, z) =
d
∑

i=0

f i(x , y)zi + f d+1(x , y), g(x , y, z) =
d
∑

i=0

g i(x , y)zi + gd+1(x , y) (4.1)

provided that

P





∫ T

0

n

‖ f (·, u(s), v(s),∇xu(s))‖L1(BT )+ ‖g(·, u(s), v(s),∇xu(s))‖2L2(BT )

o

ds



= 1 (4.2)
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holds for every T > 0 and

〈u(t),ϕ〉 = 〈u(0),ϕ〉+
∫ t

0

〈v(s),ϕ〉 ds (4.3)

〈v(t),ϕ〉 = 〈v(0),ϕ〉+
∫ t

0

〈u(s),Aϕ〉 ds+

∫ t

0




f (·, u(s), v(s),∇xu(s)),ϕ
�

ds

+

∫ t

0

〈g(·, u(s), v(s),∇u(s)) dWs,ϕ〉

holds for every t ≥ 0 a.s. whenever ϕ ∈ D.

Remark 4.2. The assumption (4.2) guarantees existence of integrals in (4.3). Let us verify the
convergence of the stochastic integral in (4.3). For, let us denote ρ = g(·, u, v,∇u), let ξ j =Ôψ jµ be
an ONB in Hµ (i.e. by Proposition 3.2, (ψ j) is an ONB in L2

(s)(R
d ,µ)) and let T > 0 be such that the

support of ϕ is contained in BT . Then

‖〈ρ(s)·,ϕ〉‖2L2(Hµ,R) =
∑

j

�

�〈ρ(s)ξ j ,ϕ〉
�

�

2

= (2π)−d
∑

j

�

�

�

�

�

∫

Rd

∫

Rd

e−i〈x ,y〉〈ρ(s, x),ϕ(x)〉Rnψ j(x) d x µ(d y)

�

�

�

�

�

2

= (2π)−d

∫

Rd

�

�

�

�

�

∫

Rd

e−i〈x ,y〉〈ρ(s, x),ϕ(x)〉Rn d x

�

�

�

�

�

2

µ(d y)

≤ c◦




〈ρ(s, x),ϕ〉Rn







2
L1 ≤ c◦





ϕ






2
L2(BT )





ρ(s, x)






2
L2(BT )

where c◦ = (2π)−dµ(Rd) and, by (4.2),
∫ t

0
‖ξ 7→ 〈ρ(s)ξ,ϕ〉‖2L2(Hµ,R) ds <∞ for all t > 0 a.s. Hence,

the stochastic integral in (4.3) is well defined e.g. by [11].

5 The main result

Assume that

i) f i , g i : Rd ×Rn→ Rn×n, i ∈ {0, . . . , d},

ii) f d+1, gd+1 : Rd ×Rn→ Rn,

iii) F : Rd ×Rn→ R+

are measurable functions, κ ∈ R+, (αr,R)r,R>0 are real numbers such that limR→∞αr,R = 0 for every
r > 0, and, for every y ∈ Rn, r > 0 and R> 0,

iv) F(w, ·) ∈ C1(Rn),

v) f i(w, ·), g i(w, ·) ∈ C(Rn), i ∈ {0, . . . , d + 1}
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vi) | f 0(w, y)|2+ |g0(w, y)|2 ≤ κ,

vii)

n
∑

j=1

n
∑

k=1











�

�

�

�

�

�

�

a−
1
2 (w)









f 1
jk(w, y)

...
f d

jk(w, y)









�

�

�

�

�

�

�

2

Rd

+

�

�

�

�

�

�

�

a−
1
2 (w)









g1
jk(w, y)

...
gd

jk(w, y)









�

�

�

�

�

�

�

2

Rd











≤ κ,

viii)
�

�gd+1(w, y)
�

�

2
+
�

�∇y F(w, y) + f d+1(w, y)
�

�

2 ≤ κF(w, y),

ix) | f d+1(w, y)| ≤ κF(w, y),

x) 1[|w|≤r]∩[|y|≥R]| f d+1(w, y)| ≤ αr,RF(w, y),

xi) ‖Fmax(·, r)‖L1(Br ) <∞ where
Fmax(x , r) = sup

|y|≤r
F(x , y) (5.1)

hold for almost every w ∈ Rd .

Theorem 5.1 (Existence). Let µ be a finite spectral measure and let Θ be a Borel probability measure
onHloc such that

Θ {(u, v) :∈Hloc : ‖Fmax(·, |u(·)|+ 1)‖L1(Br ) <∞}= 1, r > 0. (5.2)

Then there exists a completely filtered stochastic basis (Ω,F , (Ft),P) with a spatially homogeneous
(Ft)-Wiener process W with spectral measure µ and an (Ft)-adapted process z = (u, v) with weakly
continuous paths in Hloc which is a solution of the equation (1.1) in the sense of Definition 4.1 and
P [z(0) ∈ A] = Θ(A) for every A∈B(Hloc).

Theorem 5.2 (Energy estimate). Let µ, Θ, κ and (Ω,F , (Ft),P, W, z) be the same as in Theorem 5.1,
let (5.2) hold and let κ̃ ∈ R+. Let G : Rd ×Rn→ R+ be a measurable function such that

• G(w, ·) ∈ C1(Rn),

• |gd+1(w, y)|2+ |∇y G(w, y) + f d+1(w, y)|2 ≤ κ̃G(w, y), y ∈ Rn

hold for almost every w ∈ Rd and let

Θ {(u, v) :∈Hloc : ‖Gmax(·, |u(·)|+ 1)‖L1(Br ) <∞}= 1, r > 0

where
Gmax(w, r) = sup

|y|≤r
G(w, y), r > 0.

Then there exists a constant ρ ∈ R+ depending only on the numbers µ(Rd) and max {κ, κ̃} such that,
given x ∈ Rd , T > 0,

λ≥ sup
w∈B(x ,T )

‖a(w)‖
1
2 , (5.3)

a non-decreasing function L ∈ C(R+)∩ C2(0,∞) such that

r L′(r) + r2 max {L′′(r), 0} ≤ κ̃L(r), r > 0, (5.4)
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the estimate

E
¨

1A(z(0)) sup
r∈[0,t]

L(G(r, z(r)))

«

≤ 4eρtE
�

1A(z(0))L(G(0, z(0)))
	

(5.5)

holds with the convention 0 · ∞ = 0 for every A ∈ B(Hloc) and t ∈ [0, T/λ] where G = Gλ,x ,T is the
conic energy function for G defined as in (2.2).

Remark 5.3. Let us observe that Theorem 5.2 is a sort of extension of Theorem 5.1 that claims
that the particular solution constructed in Theorem 5.1 satisfies the infinite number of qualitative
properties (i.e. given whichever entries G, L etc.) in Theorem 5.2. We however cannot exclude, at
this moment, the possibility of existence of a weak solution of (1.1) for which (5.5) is not satisfied.

5.1 Examples

Example 5.4 (Local space). Let α ∈ (−∞, 2), let ai , bi : Rd+1 → R, i ∈ {0, . . . , d} be bounded
measurable functions continuous in the last variable, let A : Rd → R+, B : Rd+1→ R be measurable
functions such that B is continuous in the last variable, let B2 ≤ ρA for some ρ ≥ 0, let A be locally
integrable, let

0< p, 0≤ q ≤
p+ 1

2
, βi ≤

α

2
, γi ≤

α

2
, i ∈ {1, . . . , d},

let Θ be a Borel probability measure onHloc such that
∫

Br

A(x)|u(x)|p+1 d x <∞, r > 0

holds for Θ-almost every (u, v) ∈Hloc and let µ be a finite spectral measure. Then the equation

ut t = (1+ |x |)α∆u+



a0(x , u)ut +
d
∑

i=1

(1+ |x |)βi ai(x , u)
∂ u

∂ x i
− A(x)u|u|p−1





+



b0(x , u)ut +
d
∑

i=1

(1+ |x |)γi bi(x , u)
∂ u

∂ x i
+ B(x , u)|u|q



 Ẇ (5.6)

has a weak solution z = (u, v) with weakly Hloc-continuous paths, with the initial distribution Θ
and

sup
t∈[0,r]

∫

Br

A(x)|u(t, x ,ω)|p+1 d x <∞, r > 0 (5.7)

holds a.s. where W is a spatially homogeneous Wiener process with spectral measure µ. It is
straightforward to verify that the hypotheses i) - xi) at the beginning of Section 5 hold if we put

F(x , y) = A(x)
�

|y|p+1

p+1
+ 1
�

and αr,R = supt≥R t p( tp+1

p+1
+ 1)−1.

Example 5.5 (Global space). The equation

ut t = ∆u+ a0(x , u)ut +
d
∑

i=1

ai(x , u)ux i
− u|u|p−1

+



b0(x , u)ut +
d
∑

i=1

bi(x , u)ux i
+ bd+1(x , u)|u|q



 Ẇ (5.8)
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is a particular case of (5.6) with α= βi = γi = 0, A= 1 and B = bd+1, so we know, by Example 5.4,
which we develop here further, that if ai , bi : Rd+1→ R, i ∈ {0, . . . , d + 1} are bounded measurable
functions continuous in the last variable,

1≤ q ≤
p+ 1

2
,

Θ is a Borel probability measure onH such that u ∈ Lp+1 holds for Θ-almost every (u, v) ∈H and
µ is a finite spectral measure, that the equation (5.8) has a weak solution z = (u, v) with weakly
Hloc-continuous paths, with the initial distribution Θ and W is a spatially homogeneous Wiener
process with spectral measure µ. Notwithstanding, the estimate (5.7) can be further strengthened
to

sup
t∈[0,r]

�

‖z(t)‖H + ‖u(t)‖Lp+1
�

<∞, r > 0, a.s. (5.9)

by applying Theorem 5.2 on the function G(x , y) = |y|p+1/(p + 1) + |y|2/2, L(x) = x and λ = 1
(which satisfy the assumptions of Section 5). In particular, paths of the solution z are not only
weaklyHloc-continuous, but weaklyH -continuous a.s.

Proof. The assumptions of Theorem 5.2 are satisfied by a direct verification so if we define

HR = {(u, v) ∈H : ‖(u, v)‖H + ‖u‖Lp+1 ≤ R}, R> 0

then, for a fixed ρ > 0 independent of z, R and T ,

E1HR
(z(0)) sup

r≤t







‖z(r)‖2HT−t

2
+
‖u(r)‖p+1

Lp+1(BT−t )

p+ 1






≤ 4eρt

∫

HR







‖(u, v)‖2HT

2
+
‖u‖p+1

Lp+1(BT )

p+ 1






dΘ

≤ 4eρt

�

R2

2
+

Rp+1

p+ 1

�

=: Ct,R

holds for every T > 0 and t ∈ [0, T ) by Theorem 5.2. Letting T →∞, we obtain

E1HR
(z(0)) sup

r≤t





‖z(r)‖2H
2

+
‖u(r)‖p+1

Lp+1

p+ 1



≤ Ct,R

by the Fatou lemma. Thus

P



1HR
(z(0)) sup

r≤t





‖z(r)‖2H
2

+
‖u(r)‖p+1

Lp+1

p+ 1



<∞, R> 0



= 1

whence we get (5.9).

6 Guideline through the paper

The present work generalizes the state of art in the five directions mentioned in the Introduction.
Let us, though, illustrate the progress with respect to the most related paper [29] on the example of
the equation

ut t =∆u+ f (u) + g(u) dW (6.1)
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in the global space W 1,2(Rd)⊕ L2(Rd). Here, the nonnegative function F is just the potential of
− f , i.e. f +∇F = 0 (provided it exists) and its purpose is to control the growth of the norm of
the solutions in the energy space - see the apriori estimates (8.4) and (10.4) which generalize the
conservation of energy law in the theory of deterministic wave equations (see e.g. [38]).

If the equation (6.1) is scalar, existence of a weak solution of (6.1) was proved, independently of
the dimension d, in [29] provided that, roughly speaking, f and g are continuous, the primitive
function F to − f is positive and

lim
|t|→∞

| f (t)|+ |g(t)|2

F(t)
= 0, (6.2)

i.e. only the case of subcritically growing polynomial nonlinearities q < (p + 1)/2 was covered
for the equation (1.2) (cf. the hypothesis (1.3)). The condition (6.2) was induced in [29] by the
method of proof in global spaces and it was not surprising because it just accompanied the Strauss
hypothesis lim|t|→∞ | f (t)|/F(t) = 0 on the drift in the deterministic equation (see [44]) by the
expected hypothesis lim|t|→∞ |g(t)|2/F(t) = 0 on the diffusion. However, the subtle arguments in
Section 11 based on the local nature of the equation show that mere eventual boundedness of |g|2/F
is sufficient for the proofs to go through and, consequently, the critical case q = (p + 1)/2 for the
equation (1.2) is covered.

The proofs of both Theorem 5.1 and Theorem 5.2 are based on a refined stochastic compactness
method (adapted from [17]) which consists in the following: a sequence of solutions of suitably
constructed approximating equations is shown to be tight in the path space of weakly continuous
vector-valued functions Z = Cw(R+, W 1,2

loc )× Cw(R+, L2
loc). This space is not metrizable hence the

Jakubowski-Skorokhod theorem [21] is applied (instead of the Skorokhod representation theorem)
to model the Prokhorov weak convergence of laws as an almost sure convergence of processes on a
fixed probability space to a limit process which is, eventually, proved to be the desired weak solution.
Apart from the Jakubowski-Skorokhod theorem, another novelty of the method relies in the fact that
the identification of the limit process with the solution is not done via a martingale representation
theorem (which is not available in our setting anyway) but by a few tricks with quadratic variations
(see Sections 9 and 10).

Let us briefly comment on the structure of the proofs: The stochastic Cauchy problem (1.1) is
first reduced (by a localization in Section 7) to the global Hilbert space W 1,2(Rd)⊕ L2(Rd) where an
apriori estimate (8.4) independent of the localization is proved. The stochastic compactness method
is then applied in two steps:

First, existence of a weak solution with W 1,2(Rd)⊕L2(Rd)-continuous paths is established in Section
9 for sub-linearly growing Lipschitz functions f = ( f i), g = (g i) using the apriori estimate (8.4),
where the nonlinearities are simply mollified by smooth densities. This step is not trivial since the
Nemytski operators associated to f and g are not “locally Lipschitz” on the state space W 1,2(Rd)⊕
L2(Rd) - yet, the stochastic compactness method is employed in its standard form (see e.g. [2], [17]
or [29]).

Subsequently, a refined apriori estimate (10.4) adapted to finely approximated nonlinearities is
established in Section 10 and the full strength of the stochastic compactness method based on the
Jakubowski-Skorokhod theorem is carried out in Section 11 which is also the core of the paper. The
technicalities are caused mainly by the local space setting of the problem. Finally, Theorem 5.2 is
proved collaterally in Section 11.6.
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7 Localization of the operator A

Our differential operator A must be localized first in order general theorems on generating C0-
semigroups can be applied. For, let us define the C1-function h : R→ [0, 1] by

h(t) = 1, t ∈ (−∞, 1], h(t) = (2t − 1)(t − 2)2, t ∈ [1, 2], h(t) = 0, t ∈ [2,∞),

φm(x) := h(|x |/m)x , x ∈ Rd , m ∈ N. (7.1)

We may verify quite easily that φm is diffeomorphic on {x : |x |< 11+
p

57
16
} and also on {x : 11+

p
57

16
<

|x | < 2} hence the set B2m ∩ [φm ∈ C] is negligible for the Lebesgue measure whenever so is
C ∈B(Rd), hence a ◦φm is uniformly continuous on Rd , belongs to W 1,∞(Rd) where

∂ (a ◦φm)
∂ x j

= 1B2m

d
∑

l=1

∂ a

∂ x l
(φm)

∂ φm
l

∂ x j
, j ∈ {1, . . . , d}, m ∈ N

and if we define

A m =
d
∑

i=1

d
∑

j=1

∂

∂ x i

�

(ai j ◦φm)
∂

∂ x j

�

, m ∈ N (7.2)

then we have the following result which concerns a realization of the differential operatorA m in L2

on the Sobolev space W 2,2, states its funcional-analytic properties and allows to introduce a matrix
infinitesimal generator of a wave C0-group.

Proposition 7.1. For m ∈ N, it holds that

• the operatorA m with DomA m =W 2,2 is uniformly elliptic, selfadjoint and negative on L2,

• Dom (I −A m)
1
2 =W 1,2 with equivalence of the graph norm and the W 1,2-norm,

• the graph norm on DomA m is equivalent with the W 2,2-norm,

• the operator

Gm =
� 0 I
A m 0

�

, Dom Gm =W 2,2⊕W 1,2

generates a C0-group (Sm
t ) on the space W 1,2⊕ L2,

• the graph norm on Dom Gm is equivalent with the W 2,2⊕W 1,2-norm.

Proof. The operator A m is selfadjoint e.g. by a consequence of Theorem 4 in Section 1.6 in [24],
the operator

� 0 I
A m− I 0

�

is skew-adjoint in Dom(I −A m)
1
2 ⊕ L2 hence generates a unitary C0-group by the Stone theorem

(see e.g. Theorem 10.8 in Chapter 1.10 in [34]). The operator

� 0 0
I 0

�
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is bounded on Dom(I −A m)
1
2 ⊕ L2 so Gm generates a C0-group by Theorem 1.1 in Chapter 3.1 in

[34].

The equivalence of the graph norm on DomA m with the W 2,2-norm follows from Theorem 5 in
Section 1.6 in [24].

We close this section by introducing the localized conic energy function relative to F and to the
operator A m analogously to (2.2). Toward this end, given x ∈ Rd , T > 0, λ > 0 and a measurable
function F : Rd ×Rn→ R+, we define

Fm,λ,x ,T (t, u, v) =

∫

B(x ,T−λt)

(

1

2

d
∑

k=1

d
∑

l=1

(akl ◦φm)
¬

uxk
, ux l

¶

Rn +
1

2
|v|2Rn + F(y, u)

)

d y (7.3)

for t ∈ [0, T
λ
] and (u, v) ∈Hloc .

Remark 7.2. Observe that the integrand in (7.3) coincides with the integrand of (2.2) on the cen-
tered ball Bm, hence the localized conic energy function Fm,λ,x ,T relative to F and to the operator
A m is really a “localization” of the conic energy function Fλ,x ,T relative to F and to the operatorA .

8 A local energy inequality

In this technical section we shall establish a backward cone energy estimate that, on one hand,
makes it possible to find uniform bounds for a suitable approximating sequences of processes that
will later on yield a solution by invoking a compactness argument, and on the other hand, imply
finite propagation property of solutions of (1.1).

Proposition 8.1. Let m ∈ N, T > 0, let U be a separable Hilbert space and W a U-cylindrical Wiener
process. Let α and β be progressively measurable processes with values in L2 andL2(U , L2) respectively
such that

P





∫ T

0

n

‖α(s)‖L2 + ‖β(s)‖2L2(U ,L2)

o

ds <∞



= 1. (8.1)

Assume that z = (u, v) is an adapted process with continuous paths inH such that

〈u(t),ϕ〉L2 = 〈u(0),ϕ〉L2 +

∫ t

0

〈v(s),ϕ〉L2 ds (8.2)

〈v(t),ϕ〉L2 = 〈v(0),ϕ〉L2 +

∫ t

0

〈u(s),A mϕ〉L2 ds+

∫ t

0

〈α(s),ϕ〉L2 ds+

∫ t

0

〈β(s) dWs,ϕ〉L2

holds a.s. for every t ≥ 0 and every ϕ ∈ D. Assume that F : Rd ×Rn→ R+ is such that

(a) F(w, ·) ∈ C1(Rn) for every w ∈ Rd ,

(b) F(·, y) measurable for every y ∈ Rn

(c) and
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sup

(

F(w, y)
1+ |y|2

+

�

�∇y F(w, y)
�

�

1+ |y|
: |w| ≤ r, y ∈ Rn

)

<∞, r > 0.

Fix x ∈ Rd and λ so that
λ≥ sup

w∈B(x ,T )
‖a(φm(w))‖

1
2

where φm was defined in (7.1), and consider the conic energy function F = Fm,λ,x ,T for F (see (7.3)).
Assume also that a nondecreasing function L : R+→ R is of C2-class on [0,∞) and put

V (t, z) =
1

2
L′′(F(t, z))

∑

l




v,β(t)el
�2

L2(B(x ,T−λt))+
1

2
L′(F(t, z))‖β(t)‖2L2(U ,L2(B(x ,T−λt)))

+ L′(F(t, z))〈v,∇y F(·, u) +α(t)〉L2(B(x ,T−λt)) (8.3)

for t ∈ [0, T
λ
] and z = (u, v) ∈H where (el) is any ONB in U. Then

L(F (t, z(t))) ≤ L(F (r, z(r))) +

∫ t

r

V (s, z(s)) ds

+

∫ t

r

L′(F(s, z(s)))〈v(s),β(s) dWs〉L2(B(x ,T−λs)) (8.4)

is satisfied for every 0≤ r < t ≤ T
λ

almost surely.

Proof. By density, (8.2) holds for every ϕ ∈W 2,2 and if we test with ϕ = ε2(ε−A m)−2ψ for ε > 0
and ψ ∈ L2 then

uε(t) = uε(0) +

∫ t

0

vε(s) ds

vε(t) = vε(0) +

∫ t

0

�

A muε(s) +αε(s)
�

ds+

∫ t

0

βε(s) dWs

holds for every t ≥ 0 a.s. where

uε = ε2(ε−A m)−2u, vε = ε2(ε−A m)−2v, zε = (uε, vε)
αε = ε2(ε−A m)−2α, βεξ= ε2(ε−A m)−2[βξ], ξ ∈ U

and the integrals converge in DomA m = W 2,2 whose norms are equivalent by Proposition 7.1. If
F j : Rd ×Rn→ R+ satisfies

i) F j(w, y) = 0 for every w ∈ Rd and |y|> j,

ii) F j(w, ·) ∈ C∞(Rn) for every w ∈ Rd ,

iii) sup
¦

|Dγy F j(w, y)| : |z| ≤ r, y ∈ Rn
©

<∞ for every multiindex γ and r > 0
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then
F j = F j

m,λ,x ,T ∈ C1,2
�

[0, T/λ]×W 2,2⊕W 2,2
�

as
‖ϕ‖L2(∂ B(y,r)) ≤ 2‖ϕ‖L2‖∇ϕ‖L2 , ϕ ∈W 1,2

holds for every y ∈ Rd and r > 0. We may thus apply the Ito formula (see [11]) on L(F j(zε)) to
obtain

L(F j(t, zε(t)))− L(F j(r, zε(r))) =

− λ

∫ t

r

L′(F j(s, zε(s)))‖F j(·, uε(s))‖L1(∂ B(x ,T−λs)) ds

−
λ

2

∫ t

r

L′(F j(s, zε(s)))
















d
∑

i=1

d
∑

k=1

(aik ◦φm)
�

∂ uε(s)
∂ x i

,
∂ uε(s)
∂ xk

�

Rn
















L1(∂ B(x ,T−λs))

ds

−
λ

2

∫ t

r

L′(F j(s, zε(s)))




vε(s)






2
L2(∂ B(x ,T−λs)) ds

+

∫ t

r

L′(F j(s, zε(s)))

(

∫

B(x ,T−λs)

d
∑

i=1

d
∑

k=1

(aik ◦φm)
�

∂ uε(s)
∂ x i

,
∂ vε(s)
∂ xk

�

Rn

)

ds

+

∫ t

r

L′(F j(s, zε(s)))
n

¬

vε(s),A muε(s) +αε(s) +∇y F j(·, uε(s))
¶

L2(B(x ,T−λs))

o

ds

+

∫ t

r

L′(F j(s, zε(s)))
¦




vε(s),βε(s) dWs
�

L2(B(x ,T−λs))

©

ds

+
1

2

∫ t

r

L′(F j(s, zε(s)))‖βε(s)‖2L2(U ,L2(B(x ,T−λs)) ds

+
1

2

∑

l

∫ t

r

L′′(F j(s, zε(s)))



vε(s),βε(s)el
�2

L2(B(x ,T−λs)) ds (8.5)

for every 0≤ r < t ≤ T a.s. We may, in fact, find the functions F j satisfying i)-iii) even so that

iv) F j(w, ·)→ F(w, ·) uniformly on compacts in Rn, for every w ∈ Rd ,

v) ∇y F j(w, ·)→∇y F(w, ·) uniformly on compacts in Rn, for every w ∈ Rd ,

vi) and

sup

(

F j(w, y)

1+ |y|2
+

�

�∇y F j(w, y)
�

�

1+ |y|
: |w| ≤ r, y ∈ Rn, j ∈ N

)

<∞, r > 0.

Thus

lim j→∞ F j(t, zε(t,ω)) = F(t, zε(t,ω)), t ∈ [0, T/λ],
sup

¦

F j(t, zε(t,ω)) : t ∈ [0, T/λ], j ∈ N
©

<∞,
lim j→∞ ‖∇y F j(·, uε(t,ω))−∇y F(·, uε(t,ω))‖L2(B(x ,T−λt)) = 0, t ∈ [0, T/λ],
sup

¦

‖∇y F j(·, uε(t,ω))‖L2(B(x ,T−λt)) : t ∈ [0, T/λ], j ∈ N
©

<∞
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for every ω ∈ Ω. Moreover, by the Gauss theorem,
�

�

�

�

�

∫

B(x ,T−λs)





d
∑

i=1

d
∑

k=1

(aik ◦φm)
�

∂ uε(s)
∂ x i

,
∂ vε(s)
∂ xk

�

Rn
+



vε(s),A muε(s)
�

Rn



 ds

�

�

�

�

�

=

=

�

�

�

�

�

d
∑

i=1

d
∑

k=1

∫

∂ B(x ,T−λs)
(aik ◦φm)

�

vε,
∂ uε
∂ x i

�

Rn

yk − xk

T −λs
d y

�

�

�

�

�

≤
∫

∂ B(x ,T−λs)
|vε|





n
∑

l=1

‖(a ◦φm)∇ul
ε‖

2





1
2

d y

≤ λ

∫

∂ B(x ,T−λs)
|vε|





n
∑

l=1

‖(a
1
2 ◦φm)∇ul

ε‖
2





1
2

d y

= λ

∫

∂ B(x ,T−λs)
|vε|

�

�

�

�

�

d
∑

i=1

d
∑

k=1

(aik ◦φm)
�

∂ uε
∂ x i

,
∂ uε
∂ xk

�

Rn

�

�

�

�

�

1
2

d y

≤
λ

2
‖vε‖2L2(∂ B(x ,T−λs))+

λ

2
















d
∑

i=1

d
∑

k=1

(aik ◦φm)
�

∂ uε
∂ x i

,
∂ uε
∂ xk

�

Rn
















L1(∂ B(x ,T−λs))

(8.6)

so, after applying (8.6) and letting j→∞ in (8.5),

L(F(t, zε(t)))− L(F(r, zε(r)))≤

+

∫ t

r

L′(F(s, zε(s)))
n

¬

vε(s),αε(s) +∇y F(·, uε(s))
¶

L2(B(x ,T−λs))

o

ds

+

∫ t

r

L′(F(s, zε(s)))
¦




vε(s),βε(s) dWs
�

L2(B(x ,T−λs))

©

ds

+
1

2

∫ t

r

L′(F(s, zε(s)))‖βε(s)‖2L2(U ,L2(B(x ,T−λs)) ds

+
1

2

∑

l

∫ t

r

L′′(F(s, zε(s)))



vε(s),βε(s)el
�2

L2(B(x ,T−λs)) ds (8.7)

for every 0 ≤ r < t ≤ T a.s. by the Lebesgue dominated convergence theorem and the convergence
theorem for stochastic integrals (see e.g. Proposition 4.1 in [33]).

Now, since

sup
ε>1
‖ε2(ε−A m)−2‖L (L2) <∞ and lim

ε→∞
‖ε2(ε−A m)−2ϕ−ϕ‖L2 = 0, ϕ ∈ L2,

there is

lim
ε→∞

�

sup
t∈[0,T/λ]

‖zε(t,ω)− z(t,ω)‖W 1,2⊕L2 + sup
t∈[0,T/λ]

|F(t, zε(t,ω))− F(t, z(t,ω))|
�

= 0

sup {‖zε(t,ω)‖W 1,2⊕L2 + F(t, zε(t,ω)) : ε > 0, t ∈ [0, T/λ]}<∞
for every ω ∈ Ω so we get the result from (8.7) by the Lebesgue dominated convergence theorem
and a convergence result for stochastic integrals (e.g. Proposition 4.1 in [33]).

1057



9 Linear growth + Global space case

We first prove existence of weak solutions for a localized equation with regular nonlinearities. The
proof is based on a compactness method: local energy estimates yield tightness of an approximating
sequence of solutions. This sequence converges, on another probability space, to a limit due to the
Jakubowski-Skorokhod theorem and finally, it is shown, that this limit is the desired weak solution
of the localized equation (9.1).

Lemma 9.1. Let µ be a finite spectral measure on Rd , let m ∈ N, let ν be a Borel probability measure
supported in a ball in H , let f i , g i : Rd ×Rn → Rn×n for i ∈ {0, . . . , d}, f d+1, gd+1 : Rd ×Rn → Rn

be measurable functions such that

sup
¦

| f i(w, y)|+ |g i(w, y)| : |w| ≤ r, y ∈ Rn, i ∈ {0, . . . , d}
©

<∞

sup

¨

| f d+1(w, y)|+ |gd+1(w, y)|
1+ |y|

: |w| ≤ r, y ∈ Rn

«

<∞,

sup

¨

| f i(w, y1)− f i(w, y2)|
|y1− y2|

: |w| ≤ r, y1 6= y2 ∈ Rn, i ∈ {0, . . . , d + 1}
«

<∞

sup

¨

|g i(w, y1)− g i(w, y2)|
|y1− y2|

: |w| ≤ r, y1 6= y2 ∈ Rn, i ∈ {0, . . . , d + 1}
«

<∞

hold for every r > 0. Then there exists a completely filtered stochastic basis (Ω,F , (Ft),P) with
a spatially homogeneous (Ft)-Wiener process W with the spectral measure µ and an (Ft)-adapted
process z with continuous paths inH which is a solution of the equation

ut t =A mu+ 1Bm
f (·, u, ut ,∇u) + 1Bm

g(·, u, ut ,∇u) Ẇ (9.1)

in the sense of Section 4 with the notation (4.1), (4.1), ν is the law of z(0) and Bm is the open centered
ball in Rd with radius m.

The proof of Lemma 9.1 will be carried out in a sequence of lemmas. For, let us introduce the
mappings fk :H →H and gk :H →L2(Hµ,H ) defined by

fk(u, v) = 1Bm

�

0
f 0(·, u)(ζk ∗ v) +

∑d
i=1 f i(·, u)(ζk ∗ ux i

) + f d+1(·, u)

�

,

gk(u, v) = 1Bm

�

0
g0(·, u)(ζk ∗ v) +

∑d
i=1 g i(·, u)(ζk ∗ ux i

) + gd+1(·, u)

�

ξ, ξ ∈ Hµ.

Lemma 9.2. For every k ∈ N, there exists a completely filtered stochastic basis (Ωk,F k,Pk) with a
spatially homogeneous (F k

t )-Wiener process W k with spectral measure µ and an (F k
t )-adapted process

zk = (uk, vk) withH -continuous paths such that ν is the law of zk(0) under Pk and

zk(t) = Sm
t zk(0) +

∫ t

0

Sm
t−s fk(z

k(s)) ds+

∫ t

0

Sm
t−s gk(z

k(s)) dW k
s , t ≥ 0.

Moreover, for every p ∈ [2,∞), there exists a constant K(1)p,l = K(1)l,m,g, f ,p,ν ,c,a such that

Ek sup
s∈[0,l]

‖zk(s)‖2p
H ≤ K(1)p,l , k, l ∈ N (9.2)
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and, if q ∈ (1,∞) and γ > 0 are such that γ + 1
q
< 1

2
then there exists a constant K(2)q,l =

K(2)
l,m,γ,q, f ,g,a(2,m),c,ν

such that

Ek ‖vk(t)‖2q
Cγ([0,l];W−1,2)

≤ K(2)q,l , k, l ∈ N. (9.3)

Proof. The mappings fk : H → H and gk : H → L2(Hµ,H ) are Lipschitz on bounded sets and
have at most linear growth hence there exists a completely filtered stochastic basis (Ωk,F k,Pk) with
a spatially homogeneous (F k

t )-Wiener process W k with spectral measure µ and an (F k
t )-adapted

process zk withH -continuous paths such that ν is the law of zk(0) under Pk and

zk(t) = Sm
t zk(0) +

∫ t

0

Sm
t−s fk(z

k(s)) ds+

∫ t

0

Sm
t−s gk(z

k(s)) dW k
s , t ≥ 0

by e.g. [11] extended in the sense of Theorem 12.1 in Chapter V.2.12 in [39] whose generalization
to SPDE is possible and can be proved in the same way as in [39]) since

〈Gmz, z〉
Dom (I−A m)

1
2⊕L2

≤
1

2
‖z‖2

Dom (I−A m)
1
2⊕L2

, z ∈ Dom Gm

hence the square norm of the local solution




zk






2

Dom (I−A m)
1
2⊕L2 cannot explode in finite time and

so zk is a global solution in the sense of (4.3) by the Chojnowska-Michalik theorem (see [9] or
Theorem 12 in [33]).

By Proposition 8.1 applied on T > 0, x = 0, l(r) = log(1 + rp) for p ∈ [2,∞), F(y) = |y|2/2,
λ0 = supw∈Rd ‖a(φm(w))‖

1
2 , with the notation FT = Fm,λ0,0,T and

F∞(u, v) =
1

2

∫

Rd

(

d
∑

i=1

d
∑

l=1

(ail ◦φm)
¬

ux i
, ux l

¶

Rn + |v|2Rn + |u|2Rn

)

d y,

there is

l(FT (t, zk(t)))≤ l(FT (0, zk(0))) +MT,k(t)−
1

2
〈MT,k〉(t)

+
c2

2

∫ t

0

p(p− 1)Fp−2
T (s, zk(s))

1+ Fp
T (s, zk(s))

‖vk(s)‖2L2(BT−λ0s)
‖g(·, uk(s), vk(s),∇uk(s))‖2L2(Bm∩BT−λ0s)

ds

+
c2

2

∫ t

0

l ′(FT (s, zk(s)))‖g(·, uk(s), vk(s),∇uk(s))‖2L2(Bm∩BT−λ0s)
ds

+

∫ t

0

l ′(FT (s, zk(s)))‖vk(s)‖L2(BT−λ0s)‖u
k(s)‖L2(BT−λ0s) ds

+

∫ t

0

l ′(FT (s, zk(s)))‖vk(s)‖L2(BT−λ0s)‖ f (·, uk(s), vk(s),∇uk(s))‖L2(Bm∩BT−λ0s) ds

≤ l(F∞(z
k(0))) +MT,k(t)−

1

2
〈MT,k〉(t)

+ K

∫ t

0

1+ F2
∞(z

k(s))

1+ F2
T (s, zk(s))

ds+ K

∫ t

0

1+ F∞(zk(s))

1+ FT (s, zk(s))
ds
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for t ∈ [0, T/λ0] by Lemma 3.3 where K depends only on p, c, m, a, g, f and

MT,k(t) = p

∫ t

0

Fp−1
T (s, zk(s))

1+ Fp
T (s, zk(s))

¬

vk(s), g(·, uk(s), vk(s),∇uk(s)) dW k
s

¶

L2(Bm∩BT−λ0s)

for t ∈ [0, T/λ0]. Thus, letting T →∞, we obtain

l(F∞(z
k(t)))≤ l(F∞(z

k(0))) +Mk(t)−
1

2
〈Mk〉(t) + 2K t

for t ∈ R+ by the Lebesgue dominated convergence theorem and a convergence result for stochastic
integrals (e.g. Proposition 4.1. in [33]) where

Mk(t) = p

∫ t

0

Fp−1
∞ (zk(s))

1+ Fp
∞(zk(s))

¬

vk(s), g(·, uk(s), vk(s),∇uk(s)) dW k
s

¶

L2(Bm)
, t ∈ R+,

〈Mk〉(t) = p2
∑

l

∫ t

0

F2(p−1)
∞ (zk(s))

[1+ Fp
∞(zk(s))]2

¬

vk(s), g(·, uk(s), vk(s),∇uk(s))el

¶2

L2(Bm)
ds

≤ p2c2

∫ t

0

F2(p−1)
∞ (zk(s))

[1+ Fp
∞(zk(s))]2





vk(s)






2
L2(Bm)





g(·, uk(s), vk(s),∇uk(s))






2
L2(Bm)

ds

≤ K0

∫ t

0

F2(p−1)
∞ (zk(s))

[1+ Fp
∞(zk(s))]2

(1+ F∞(z
k(s)))2 ds ≤ K3 t, t ∈ R+.

Hence, applying the exponential on both sides, we get

sup
s∈[0,t]

Fp
∞(z

k(t))≤ e2K t[1+ Fp
∞(z

k(0))] sup
s∈[0,t]

eMk(t)−
1
2
〈Mk〉(t), t ∈ R+

so

Ek sup
s∈[0,t]

Fp
∞(z

k(t)) ≤ e2K t
¦

Ek [1+ Fp
∞(z

k(0))]2
©

1
2

¨

Ek sup
s∈[0,t]

e2Mk(s)−〈Mk〉(s)

«
1
2

≤ 2K1e2K t
¦

Ek e2Mk(t)−〈Mk〉(t)
©

1
2 ≤ 2K1e(2K+ K3

2
)t
¦

Ek e2Mk(t)−2〈Mk〉(t)
©

1
2

≤ 2K1e(2K+ K3
2
)t

by the Doob maximal inequality for martingales and the Novikov criterion, where

K2
1 = E

k [1+ Fp
∞(z

k(0))]2 =

∫

H
[1+ Fp

∞(z)]
2 dν <∞.

Since F
1
2
∞ is an equivalent norm onH , we have proved (9.2).

Next, by the Chojnowska-Michalik theorem (see [9] or Theorem 12 in [33])

Pk

�
∫ t

0

uk(s) ds ∈ DomA m

�

= 1, t ∈ R+
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and

vk(t) = vk(0) +A m

∫ t

0

uk(s) ds+

∫ t

0

f (2)k (z
k(s)) ds+

∫ t

0

g(2)k (z
k(s)) dW k

s (9.4)

vk(t) = vk(0) +A m I1(t) + I2(t) + I3(t)

almost surely for every t ∈ R+, where f (2)k and g(2)k are the second components of fk and gk,
respectively, and the integrals converge in L2. We get that

Ek ‖vk‖2q
Cγ([0,l];W−1,2)

≤ 42q−1
h

Ek ‖vk(0)‖2q
L2 +Ek ‖A m I1‖

2q
Cγ([0,l];W−1,2)

i

+ 42q−1
h

Ek ‖I2‖
2q
Cγ([0,l];W−1,2)

+Ek ‖I3‖
2q
Cγ([0,l];W−1,2)

i

≤ 42q−1
h

Ek ‖vk(0)‖2q
L2 + ca(2,m)Ek ‖I1‖

2q
Cγ([0,l];W 1,2)

i

+ 42q−1
h

Ek ‖I2‖
2q
Cγ([0,l];L2)

+Ek ‖I3‖
2q
Cγ([0,l];L2)

i

≤ ca,γ,q,l, f ,g,m

�

1+Ek sup
s∈[0,t]

‖zk(s)‖2q
H

�

≤ K(2)l

by the inequality (18) in the proof of Lemma 4 in [29] and (9.2).

Lemma 9.3. The sequence of processes (zk) constructed in Lemma 9.2 is tight in the space Z =
Cw(R+; W 1,2

loc )× Cw(R+; L2
loc).

Proof. It holds, by the Chojnowska-Michalik theorem (see [9] or Theorem 12 in [33]), that

uk(t) = uk(0) +

∫ t

0

vk(s) ds, t ∈ R+ (9.5)

almost surely where the integral converges in L2. So, if γ ∈ (0,1) then

‖uk‖Cγ([0,l];L2) ≤ (1+ l) sup
s∈[0,l]

‖zk(s)‖H .

Hence, if we fix ε > 0, q ∈ (1,∞) and γ > 0 such that γ+ 1
q
< 1

2
and we assume

al > (2+ l)

�

4l

ε
(K(1)q,l + K(2)q,l )

�
1
2q

,

there is

Pk

�

sup
s∈[0,l]

‖uk(s)‖W 1,2(Bl )+ ‖u
k(s)‖Cγ([0,l];L2(Bl )) > al

�

≤

≤ Pk

�

sup
s∈[0,l]

‖zk(s)‖H >
al

2+ l

�

≤
�

2+ l

al

�2q

Ek sup
s∈[0,l]

‖zk(s)‖2q
H ≤

ε

4l

and

Pk

�

sup
s∈[0,l]

‖vk(s)‖L2(Bl )+ ‖v
k(s)‖Cγ([0,l];W−1,2

l ) > al

�

≤
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≤ Pk

�

sup
s∈[0,l]

‖zk(s)‖H >
al

2

�

+ Pk
�

‖vk(s)‖Cγ([0,l];W−1,2
l ) >

al

2

�

≤
�

2

al

�2q
�

Ek sup
s∈[0,l]

‖zk(s)‖2q
H +E

k ‖vk(s)‖2q
Cγ([0,l];W−1,2)

�

≤
ε

4l
,

the sets

C1 =
¦

h ∈ Cw(R+; W 1,2
loc ) : ‖h‖L∞((0,l);W 1,2(Bl ))+ ‖h‖Cγ([0,l];L2(Bl )) ≤ al

©

C2 =
n

h ∈ Cw(R+; L2
loc) : ‖h‖L∞((0,l);L2(Bl ))+ ‖h‖Cγ([0,l];W−1,2

l ) ≤ al

o

are such that C1× C2 is compact in Z by Corollary B.2 and Pk [zk ∈ C1× C2]≥ 1− ε.

We may now proceed to the proof of Lemma 9.1. Fixing an ONB (el) in Hµ, by the Jakubowski-
Skorokhod theorem A.1 applied to the Z × C0(R+;Rdim Hµ)-valued sequence (zk, (W k(el))l)k, there
exists

• a subsequence (k j), a probability space (Ω,F ,P) with

• C(R+;H )-valued random variables Z j , j ∈ N,

• a Z -valued random variable Z ,

• C0(R+;Rdim Hµ)-valued random variables β j , j ∈ N and β

such that

i) the law of (zk j , (W k j (el))l) under Pk j coincides with the law of (Z j ,β j) under P on

B(C(R+;H ))⊗B(C0(R+;Rdim Hµ))

ii) (Z j ,β j) converges in Z × C0(R+;Rdim Hµ) to (Z ,β) on Ω.

Remark 9.4. We point out for completeness that tightness of the sequence (zk, (W k(el))l)k in Z ×
C0(R+;Rdim Hµ) follows from Lemma 9.3 and from the fact that all (W k(el))l have the same Radon
law on the Polish space C0(R+;Rdim Hµ) for every k ∈ N. Consequently, the sequence (W k(el))l is
tight in C0(R+;Rdim Hµ).

Remark 9.5. It should be also noted that the random variables Z j are Z -valued by the Jakubowski-
Skorokhod theorem. However, since zk j and Z j have the same law on Z and zk j are C(R+;H )-
valued, we conclude that Z j may be assumed to be C(R+;H )-valued satisfying the property i)
above without loss of generality as C(R+;H ) is a measurable subset of Z by Corollary A.2.

Lemma 9.6. If p ∈ [2,∞) then

E sup
s∈[0,l]

‖Z j(s)‖2p
H ≤ K(1)p,l , j, l ∈ N (9.6)

E sup
s∈[0,l]

‖Z(s)‖2p
H ≤ K(1)p,l , j, l ∈ N (9.7)

where K(1)p,l is the same constant as in (9.2).
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Proof. The mapping
C(R+;H )→ R+ : z 7→ sup

s∈[0,l]
‖z(s)‖2p

H

is continuous hence Borel measurable and so

E sup
s∈[0,l]

‖Z j(s)‖2p
H = E

k j sup
s∈[0,l]

‖zk j (s)‖2p
H ≤ K(1)p,l , j, l ∈ N

by the property i) and

E sup
s∈[0,l]

‖Z(s)‖2p
H ≤ lim inf

j→∞
E sup

s∈[0,l]
‖Z j(s)‖2p

H ≤ K(1)p,l , j, l ∈ N

by the Fatou lemma and the property ii).

Corollary 9.7. The process Z has weakly continuous paths inH a.s.

Lemma 9.8. It holds that

U(t) = U(0) +

∫ t

0

V (s) ds, t ∈ R+

almost surely where the integral converges in L2.

Proof. The mapping

C(R+;H )→ R : z 7→ 〈u(t),ϕ〉 − 〈u(0),ϕ〉 −
∫ t

0

〈v(s),ϕ〉 ds

is continuous hence Borel measurable for every ϕ ∈ D and so

〈U j(t),ϕ〉= 〈U j(0),ϕ〉+
∫ t

0

〈V j(s),ϕ〉 ds, t ∈ R+

holds almost surely for every j ∈ N by the property i) and (9.5). Letting j→∞, we get

〈U(t),ϕ〉= 〈U(0),ϕ〉+
∫ t

0

〈V (s),ϕ〉 ds, t ∈ R+

P-a.s. by the property ii). The result now follows from (9.7) and density of D in L2.

If we define the complete filtration

Ft = σ
�

σ
�

Z(s),β(s) : s ∈ [0, t]
�

∪ {N ∈ F : P(N) = 0}
�

, t ∈ R+

then the following results.

Lemma 9.9. The processes β1,β2,β3, . . . are independent standard (Ft)-Wiener processes.
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Proof. Let us consider the sequence (ϕi) from Corollary C.1, let 0≤ s < t, J ∈ N, 0≤ s1 ≤ · · · ≤ sJ ≤
s, let h0 : (R2)J×J × (Rdim Hµ)J → [0, 1] and h1 : Rdim Hµ → [0,1] be continuous functions and define

X j =
�

�

〈zk j (si0),ϕi1〉L2

�

i0,i1≤J
, (W

k j
s1
(el))l , . . . , (W

k j
sJ
(el))l

�

X j =
�

�

〈Z j(si0),ϕi1〉L2

�

i0,i1≤J
,β j(s1), . . . ,β j(sJ )

�

X =
�

�

〈Z(si0),ϕi1〉L2

�

i0,i1≤J
,β(s1), . . . ,β(sJ )

�

for j ∈ N. Then, for every j ∈ N,
∫

Ωk j

h0(X j)h1((W
k j
t (el)−W

k j
s (el))l) dPk j =

∫

Ωk j

h0(X j) dPk j

∫

Ωk j

h1((W
k j
t (el)−W

k j
s (el))l) dPk j

by Pk j -independence of σ((W
k j
t (ξ)−W

k j
s (ξ))ξ∈Hµ) and F k j

s . So, by the property i),

E
¦

h0(X j)h1(β
j(t)− β j(s))

©

= Eh0(X j)Eh1(β
j(t)− β j(s)), j ∈ N

whence
E
�

h0(X )h1(β(t)− β(s))
	

= Eh0(X )Eh1(β(t)− β(s))

by the property ii) and we conclude that

E
¦

1Fs
h1(β(t)− β(s))

©

= P (Fs)Eh1(β(t)− β(s))

holds for every Fs ∈ Fs whenever s < t, i.e. σ(β(t) − β(s)) is P-independent from Fs. Since

(β j
1(t)− β

j
1(s), . . . ,β j

l (t)− β
j
l (s)) and (W

k j
t (e1)−W

k j
s (e1), . . . , W

k j
t (el)−W

k j
s (el)) have the normal

centered distribution with covariance (t − s)Il for every j, l ∈ N and 0 ≤ s < t by the property i)
preceding Remark 9.4 and the fact that W k j are cylindrical Wiener processes on Hµ by Section 3, we
conclude that (β1(t)−β1(s), . . . ,βl(t)−βl(s)) has the normal centered distribution with covariance
(t − s)Il as well, as β j → β on Ω by the property ii) preceding Remark 9.4. The proof of Lemma 9.9
is thus complete.

Corollary 9.10. Let (el) be the previously fixed ONB in Hµ. Then the cylindrical process

Wt(ξ) =
∑

l

βl(t)〈ξ, el〉Hµ , ξ ∈ Hµ, t ≥ 0

is a spatially homogeneous (Ft)-Wiener process with spectral measure µ.

Lemma 9.11.

Proof. Fix ϕ ∈ D and define the continuous operators

dk
t : C(R+;H )→ R : z 7→ 〈v(t),ϕ〉 − 〈v(0),ϕ〉 −

∫ t

0

h

〈u(r),A mϕ〉+ 〈 f (2)k (z(r)),ϕ〉
i

dr

Dk,l
t : C(R+;H )→ R : z 7→

∫ t

0

〈g(2)k (z(r))el ,ϕ〉 dr

Dk
t : C(R+;H )→ R : z 7→

∑

l

∫ t

0

〈g(2)k (z(r))el ,ϕ〉2 dr
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where f (2)k and g(2)k are the second components of fk and gk, respectively. Then, fixing 0 ≤ s < t
and with the notation of the proof of Lemma 9.9,

Eh0(X j)
n

d
k j
t (Z

j)− d
k j
s (Z j)

o

= Ek j h0(X j)
n

d
k j
t (z

k j )− d
k j
s (zk j )

o

= 0 (9.8)

Eh0(X j)
n

d
k j
t (Z

j)β j
l (t)− D

k j ,l
t (Z

j)− d
k j
s (Z j)β j

l (s) + D
k j ,l
s (Z j)

o

= (9.9)

= Ek j h0(X j)
n

d
k j
t (z

k j )W
k j
t (el)− D

k j ,l
t (z

k j )− d
k j
s (zk j )W

k j
s (el) + D

k j ,l
s (zk j )

o

= 0

Eh0(X j)
n

(d
k j
t (Z

j))2− D
k j
t (Z

j)− (dk j
s (Z j))2+ D

k j
s (Z j)

o

= (9.10)

= Ek j h0(X j)
n

(d
k j
t (z

k j ))2− D
k j
t (z

k j )− (dk j
s (zk j ))2+ D

k j
s (zk j )

o

= 0

by the property i) since, by (9.4),

d
k j
t (z

k j ) =

∫ t

0

g(2)k j
(zk j (s)) dW

k j
s , t ∈ R+

is an L2(Ωk j )-integrable martingale in L2 by (9.2) and Lemma 3.3, and the integrals (expectations)
in (9.8)-(9.10) converge by (9.2) and (9.6). Since

sup
j∈N
E
h

|dk j
r (Z j)|q + |Dk j ,l

r (Z j)|q + |Dk j
r (Z j)|q

i

<∞

for every r ∈ R+, l ∈ N and q > 0 by (9.6), we get

Eh0(X )
�

dt − ds
	

= 0

Eh0(X )
¨

dtβl(t)− dsβl(s)−
∫ t

s

¬

g(2)(Z(r))el ,ϕ
¶

dr

«

= 0

Eh0(X )

(

(dt)
2− (ds)

2−
∑

l

∫ t

s

¬

g(2)(Z(r))el ,ϕ
¶2

dr

)

= 0

by the property ii) where

dt = 〈V (t),ϕ〉 − 〈V (0),ϕ〉 −
∫ t

0

�

〈U(r),A mϕ〉+ 〈 f (2)(Z(r)),ϕ〉
�

dr

f (2)(z) = 1Bm
f (·, u, v,∇u)

g(2)(z) = 1Bm
g(·, u, v,∇u).

In particular, the processes

d, d · βl −
∫ ·

0

¬

g(2)(Z(r))el ,ϕ
¶

dr, d2−
∑

l

∫ ·

0

¬

g(2)(Z(r))el ,ϕ
¶2

dr

are (Ft)-martingales hence the quadratic variation
®

d −
∫ ·

0

¬

g(2)(Z(r)) dWr ,ϕ
¶

¸

= 0
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and so

〈V (t),ϕ〉= 〈V (0),ϕ〉+
∫ t

0

�

〈U(r),A mϕ〉+ 〈 f (2)(Z(r)),ϕ〉
�

dr +

∫ t

0

¬

g(2)(Z(r)) dWr ,ϕ
¶

.

Thus Z is a solution of (9.1). Moreover, by the Chojnowska-Michalik theorem (see [9] or Theorem
13 in [33]),

Z(t) = SmZ(0) +

∫ t

0

Sm
t−s

�

0
1Bm

f (Z(s))

�

ds+

∫ t

0

Sm
t−s

�

0
1Bm

g(Z(s))

�

dWs

holds a.s. for every t ∈ R+, hence paths of Z areH -continuous almost surely.

10 General growth + Local space case

In this section, we use the existence result for the localized equation (9.1) and mimic the com-
pactness method of the previous section based on the local energy estimates, tightness of an
approximating sequence of solutions, convergence to a limit on another probability space due
to the Jakubowski-Skorokhod theorem and final identification of the limit with a solution. The
construction-approximation procedure is, however, much more refined this time.

Lemma 10.1. Let κ ∈ R+. Then there exists a constant ρ ∈ R+ depending only on κ and c (see
Section 2) such that the following holds: If f i , g i : Rd ×Rn→ Rn×n for i ∈ {0, . . . , d} and f d+1, gd+1 :
Rd × Rn → Rn are measurable functions satisfying the assumptions of Lemma 9.1, m ∈ N, z is an
H -continuous solution of (9.1), L : R+ → R+ is a continuous nondecreasing function in C2(0,∞)
satisfying (5.4) with κ, if T > 0 and x ∈ Rd satisfy B(x , T ) ⊆ Bm, if F : Rd ×Rn → R+ satisfies the
assumptions (a)-(c) in Proposition 8.1 and, for every y ∈ Rn, there is

| f 0(w, y)|2+ |g0(w, y)|2 ≤ κ (10.1)

n
∑

j=1

n
∑

k=1











�

�

�

�

�

�

�

a−
1
2 (w)









f 1
jk(w, y)

...
f d

jk(w, y)









�

�

�

�

�

�

�

2

Rd

+

�

�

�

�

�

�

�

a−
1
2 (w)









g1
jk(w, y)

...
gd

jk(w, y)









�

�

�

�

�

�

�

2

Rd











≤ κ (10.2)

|gd+1(w, y)|2+ |∇y F(w, y) + f d+1(w, y)|2 ≤ κF(w, y) (10.3)

for a.e. w ∈ B(x , T ), if λ satisfies (5.3) and F = Fλ,x ,T is the conic energy function for F defined as in
(2.2) then

E
¨

1Ω0
sup

r∈[0,t]
L(F(r, z(r)))

«

≤ 4eρtE
¦

1Ω0
L(F(0, z0))

©

(10.4)

holds for every t ∈ [0, T/λ] and every Ω0 ∈ F0.

Proof. Define lε(r) = log(ε + L(ε + r)) for r ∈ R+ and ε > 0, put e(t) = Fm,λ,x ,T (t, z(t)) for
t ∈ [0, T/λ] and write shortly

f (z) = f (·, u, v,∇u), g(z) = g(·, u, v,∇u) for z = (u, v) ∈Hloc .
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Then, by Proposition 8.1,

lε(e(t)) ≤ lε(e(0)) +Mε(t)−
1

2
〈Mε〉(t)

+
1

2

∑

l

∫ t

0

L′′(ε+ e(s))
ε+ L(ε+ e(s))

〈v(s), g(z(s))el〉2L2(B(x ,T−λs)) ds

+
c2

2

∑

l

∫ t

0

L′(ε+ e(s))
ε+ L(ε+ e(s))

‖g(z(s))‖2L2(B(x ,T−λs)) ds

+

∫ t

0

L′(ε+ e(s))
ε+ L(ε+ e(s))

〈v(s),∇y F(·, u(s)) + f (z(s))〉L2(B(x ,T−λs)) ds

≤ lε(e(0)) +ρ(κ)t +Mε(t)−
1

2
〈Mε〉(t), t ∈ [0, T/λ]

almost surely by (8.4) and Lemma 3.3 where ρ(κ) = (12c2κ+ 4κ+ 1)κ and

Mε(t) =

∫ t

0

L′(ε+ e(s))
ε+ L(ε+ e(s))

〈v(s), g(z(s)) dWs〉L2(B(x ,T−λs)), t ∈ [0, T/λ]

as, for every s ∈ [0, T/λ],

‖g(z(s))‖2L2(B(x ,T−λs)) ≤ 3




g0(·, u(s))v(s)






2
L2(B(x ,T−λs))+ 3





gd+1(·, u(s))






2
L2(B(x ,T−λs))

+ 3
















d
∑

i=1

g i(·, u(s))ux i
(s)
















2

L2(B(x ,T−λs))

≤ 12κe(s)

and, analogously,




∇y F(·, u(s)) + f (z(s))






2
L2(B(x ,T−λs)) ≤ 12κe(s).

Hence, almost surely,

L(ε+ e(t))≤ eρ(κ)t [ε+ L(ε+ e(0))] eMε(t)−
1
2
〈Mε〉(t), t ∈ [0, T/λ].

Since

〈Mε〉(t) =
∑

l

∫ t

0

�

L′(ε+ e(s))
ε+ L(ε+ e(s))

�2

〈v(s), g(z(s))el〉2L2(B(x ,T−λs)) ds ≤ 24κ3c2 t, t ∈ [0, T/λ],

there is

E sup
s∈[0,t]

¦

1Ω0∩[e(0)≤δ]L(ε+ e(s))
©

≤ eρ(κ)tE sup
s∈[0,t]

Y1,1(s) (10.5)

≤ eρ(κ)tE sup
s∈[0,t]

[Y1
2

, 1
2
(s)]2

≤ 4eρ(κ)tE [Y1
2

, 1
2
(t)]2

= 4eρ(κ)tE
n

Y1,1(t)e
1
4
〈Mε〉(t)

o

≤ 4e[6κ
3c2+ρ(κ)]tEY1,1(t)

= 4e[6κ
3c2+ρ(κ)]tE

¦

1Ω0∩[e(0)≤δ] [ε+ L(ε+ e(0))]
©
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by the Doob maximal inequality for submartingales where

Yα,β(t) = 1Ω0∩[e(0)≤δ] [ε+ L(ε+ e(0))]α eβMε(t)−
β2

2
〈Mε〉(t), t ∈ [0, T]

is a martingale for every α,β > 0 by the Novikov criterion. Now, we get the claim by letting ε ↓ 0
(Fatou’s lemma on the left hand side and Lebesgue’s dominated convergence theorem on the right
hand side) and δ ↑ ∞ (Levi’s theorem on the left hand side) in (10.5).

With the notation λT defined in (2.3), given r > 0, let Tr be the smallest radius of the base of a
backward cone

{(t, x) ∈ R+×Rd : |x |+ tλT ≤ T}

that contains (houses) the cylinder [0, r]× Br and, given m ∈ N, let rm be the radius of the largest
cylinder [0, r]× Br for which the radius of the housing backward cone

{(t, x) ∈ R+×Rd : |x |+ tλTr
≤ Tr}

is not larger than m, i.e. Tr ≤ m. We can define these radii by

Tr = inf
�

T > 0 :
T

1+λT
≥ r
�

, rm = sup {r > 0 : Tr ≤ m}. (10.6)

Remark 10.2. Observe that Tr <∞ for every r > 0 and rm ∈ (0, m] satisfy rm ↑ ∞ by (2.1).

Given r > 0, let use define extension operators

Erϕ(x) = ϕ(x), |x |< r
Erϕ(x) = −ηr(x)ϕ(Pr(x)), |x |> r

(10.7)

E∗rψ(x) =ψ(x)−
r2d

|x |2d
ηr(Pr(x))ψ(Pr(x)), 0< |x |< r

for ϕ : Br → Rn and ψ : Rd → Rn where ηr(x) = η(x/r) and η is a smooth [0,1]-valued function
such that η(x) = 1 if |x | ≤ 1 and η(x) = 0 if |x | ≥ 2 and Pr(x) = r2|x |−2 x .

Lemma 10.3. For every p ∈ [1,∞], the operator

• Er maps Lp(Br) continuously to Lp(Rd),

• E∗r maps Lp(Rd) continuously to Lp(Br),

• E∗r maps W 1,2(Rd) continuously to W 1,2
0 (Br),

‖Er‖L (Lp(Br ),Lp)+ ‖E∗r‖L (Lp ,Lp(Br )) ≤ cd,p, ‖E∗r‖L (W 1,2,W 1,2
0 (Br ))

≤ cd

�

1+
1

r

�

and
∫

Rd




Erϕ,ψ
�

Rn d x =

∫

Br

¬

ϕ, E∗rψ
¶

Rn d x

hold for every ϕ ∈ Lp(Br), ψ ∈ Lq(Rd) whenever p, q ∈ [1,∞] are Hölder conjugate exponents.
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Lemma 10.4. Let κ ∈ R+, R > 0, δ > 0, d∗ =
�

d
2

�

+ 1, γ > 0, p ∈ (1,∞) such that γ+ 2
p
< 1

2
.

Then there exists a constant ρ̃ ∈ R+ depending only on R, d, p, κ, r0, δ, γ and c (see Section 2 and
(10.6)) such that the following holds. If f i , g i : Rd ×Rn→ Rn×n and f d+1, gd+1 : Rd ×Rn→ Rn are
measurable functions satisfying the assumptions of Lemma 9.1, m ∈ N, z is an H -continuous solution
of (9.1), F : Rd ×Rn→ R+ satisfies the assumptions (a)-(c) in Proposition 8.1 and, for every y ∈ Rn,
the inequalities (10.1)-(10.3) hold for a.e. w ∈ BTR∧rm

. If, for every y ∈ Rn,

| f d+1(w, y)| ≤ κF(w, y) for a.e. w ∈ Brm∧R (10.8)

and Fr = FλTr ,0,Tr
is the conic energy function defined as in (2.2) for the function F then

E
�

1[Frm∧R(0,z(0))≤δ]‖Erm
v(· ∧ rm)‖

p

Cγ([0,R],W−d∗ ,2
R )

�

≤ ρ̃

where the spaceW−d∗,2
R is defined in Appendix B.

Proof. There is
‖Erm

h‖W−d∗ ,2
R

≤ c1‖h‖L2(Brm∧R), h ∈ L2
loc

‖Erm
h‖W−d∗ ,2

R
≤ c2‖h‖L1(Brm∧R), h ∈ L1

loc

‖Erm
A mh‖2

W−d∗ ,2
R

≤ c2
3Qrm∧R(h, h), h ∈W 2,2

loc

(10.9)

where
c1 = 1, c2 = ‖ ⊆ ‖L (W d∗ ,2,L∞), c3 = λR

if R≤ r,

c1 = ‖Er‖L (L2(Br ),L2), c2 = ‖ ⊆ ‖L (W d∗ ,2,L∞)‖E
∗
r‖L (L∞,L∞(Br )), c3 = λr‖E∗r‖L (W 1,2;W 1,2

0 (Br ))

if R> r and

Qδ(h
1, h2) =

d
∑

i=1

d
∑

j=1

∫

Bδ

ai j

®

∂ h1

∂ x i
,
∂ h2

∂ x j

¸

Rn

dw.

Observe that max {c1, c2, c3} can be dominated by a constant c that depends only on d, R and r0 by
Lemma 10.3. Let us prove just the third inequality in case R > r as the other cases are straightfor-
ward. For let ϕ ∈W d∗,2

R . Then




ErA mh,ϕ
�

=

∫

Rd




ErA mh,ϕ
�

Rn dw =

∫

Br




A mh,ψ
�

Rn dw

=
d
∑

i=1

d
∑

j=1

∫

Br

�

∂

∂ x j

¨

ai j

�

∂ h

∂ x i
,ψ
�

Rn

«

− ai j

�

∂ h

∂ x i
,
∂ψ

∂ x i

�

Rn

�

dw

= −
d
∑

i=1

d
∑

j=1

∫

Br

ai j

�

∂ h

∂ x i
,
∂ψ

∂ x i

�

Rn
dw
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where ψ= E∗rϕ ∈W 1,2
0 (Br) by Lemma 10.3. So

|



ErA mh,ϕ
�

| ≤ λrQ
1
2
r (h, h)‖ψ‖W 1,2

0 (Br )

≤ λrQ
1
2
r (h, h)‖E∗r‖L (W 1,2,W 1,2

0 (Br ))
‖ϕ‖W 1,2

≤ c3‖ϕ‖W d∗ ,2 .

If we define the processes

I1(t) = v(0), I2(t) =
∫ t

0
u(s) ds,

I3(t) =
∫ t

0
1Bm

f (·, z(s),∇u(s)) ds, I4(t) =
∫ t

0
1Bm

g(·, z(s),∇u(s)) dWs

where the integral I2 converges in W 1,2 and the integrals I3, I4 converge in L2 then

P [I2(t) ∈W 2,2] = 1, P [v(t) = I1(t) +A m I2(t) + I3(t) + I4(t)] = 1, t ∈ R+

by the Chojnowska-Michalik theorem (see [9] or Theorem 13 in [33]). Since Erm
◦ A m can be

extended to a linear continuous operator from W 1,2 toW−d∗,2
R by (10.9),

Erm
v(t) = Erm

I1(t) + Erm
A m I2(t) + Erm

I3(t) + Erm
I4(t), t ∈ R+

inW−d∗,2
R a.s. Since

‖ f (·, z(t),∇u(t))‖L1(Brm∧R) ≤ cdR
d
2
















f 0(·, u(t))v(t) +
d
∑

i=1

f i(·, u(t))ux i
(t)
















L2(Brm∧R)

+ ‖ f d+1(·, u(t))‖L1(Brm∧R)

≤ cdR
d
2 (1+ 2

1
2 )κ

1
2 F

1
2
rm∧R(t, z(t)) +κFrm∧R(t, z(t))

≤ cR,d,κ[1+ Frm∧R(t, z(t))]

‖g(·, z(t),∇u(t))‖2L2(Brm∧R)
≤ 12κFrm∧R(t, z(t))
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holds for every t ∈ [0, rm ∧ R], we get, using (10.9),

‖Erm
I1‖Cγ([0,rm∧R],W−d∗ ,2

R ) ≤ c1‖v(0)‖L2(Brm∧R) ≤ c12
1
2 sup

t∈[0,rm∧R]
F

1
2
rm∧R(t, z(t)),

‖Erm
A m I2‖Cγ([0,rm∧R],W−d∗ ,2

R ) ≤ c3(1+ Rγ) sup
0≤s<t≤rm∧R

Q
1
2
rm∧R

�

∫ t

s
u(b) d b,

∫ t

s
u(b) d b

�

(t − s)γ

≤ c3(1+ Rγ) sup
0≤s<t≤rm∧R

∫ t

s
Q

1
2
rm∧R(u(b), u(b)) d b

(t − s)γ

≤ c3(1+ Rγ)R1−γ sup
t∈[0,rm∧Rm]

F
1
2
rm∧R(t, z(t))

‖Erm
I3‖Cγ([0,rm∧R],W−d∗ ,2

R ) ≤ c2(1+ Rγ)R1−γ sup
t∈[0,r]

‖ f (·, z(t),∇u(t))‖L1(Brm∧R)

≤ cR,d,κ,γ[1+ sup
t∈[0,rm∧R]

Frm∧R(t, z(t))]

E
�

1Ω0
‖Erm

I4‖
p

Cγ([0,rm∧R],W−d∗ ,2
R )

�

≤ c1E
§

1Ω0
‖I4‖

p
Cγ([0,rm∧R],L2(Brm∧R))

ª

≤ cd,p,γ,RE

(

1Ω0

∫ rm∧R

0

‖g(·, z,∇u)‖p
L2(Hµ,L2(Brm∧R))

ds

)

≤ cpcd,p,γ,RE

(

1Ω0

∫ rm∧R

0

‖g(·, z,∇u)‖p
L2(Brm∧R)

ds

)

≤ (12κ)
p
2 Rcpcd,p,γ,RE

(

1Ω0
sup

t∈[0,rm∧R]
F

p
2
rm∧R(t, z(t))

)

where Ω0 = [Frm∧R(0, z(0)) ≤ δ], the estimate of I4 follows from the Garsia-Rodemich-Rumsey
lemma [16], the Burkholder inequality (see e.g. [33]) and Lemma 3.3. Altogether,

E
�

1[Frm∧R(0,z(0))≤δ]‖Erm
v‖p

Cγ([0,rm∧R],W−d∗ ,2
R )

�

≤ cd,R,r0,c,κ,p,γ,δ

by the inequality (10.4).

11 Compactness

The present section is the actual core of the paper. We list all preliminary results and assumptions
prepared and discussed in previous parts of the paper (Section 11.1) and then we carry out, in a few
steps, the refined stochastic compactness method as indicated in Section 6. That is to say, we prove
tightness of a sequence of solutions of approximating equations (Section 11.2), then we verify the
assumptions of the Jakubowski-Skorokhod theorem A.1 and prove that the limit process yielded by
this theorem is the solution of (1.1) claimed in Theorem 5.1 (Sections 11.3 - 11.8), whereas the
proof of Theorem 5.2 is given simultaneously in Section 11.6.
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11.1 Assumptions

Let

i) µ be a finite spectral measure on Rd ,

ii) Θ be a Borel probability measure onHloc ,

iii) for every m ∈ N and i ∈ {0, . . . , d},

f i
m, g i

m : Rd ×Rn→ Rn×n and f d+1
m , gd+1

m : Rd ×Rn→ Rn

be measurable functions satisfying the assumptions of Lemma 9.1,

iv) for every m ∈ N, Fm : Rd × Rn → R+ be measurable functions satisfying the assumptions
(a)-(c) of Proposition 8.1,

v) κ ∈ R+ be such that (10.1)-(10.3) and (10.8) hold for ( f i
m, g i

m : i ∈ {0, . . . , d + 1}), Fm and
y ∈ Rn for a.e. w ∈ Bm, for every m ∈ N,

vi) for i ∈ {0, . . . , d},

f i , g i : Rd ×Rn→ Rn×n, f d+1, gd+1 : Rd ×Rn→ Rn, F : Rd ×Rn→ R+

be measurable functions such that, for a.e. w ∈ Rd , there is

f i
m(w, ·)→ f i(w, ·), g i

m(w, ·)→ g i(w, ·), Fm(w, ·)→ F(w, ·)

uniformly on compact sets in Rn for every i ∈ {0, . . . , d + 1},

vii) with the notation (4.1), (4.1), zm = (um, vm) beH -continuous (Fm
t )-adapted solutions of

ut t =∆u+ 1Bm
fm(·, z,∇u) + 1Bm

gm(·, z,∇u) dW m

on completely filtered stochastic bases (Ωm,Fm, (Fm
t ),P

m) for some spatially homogeneous
(Fm

t )-Wiener processes W m with spectral measure µ, such that zm(0) is supported on some
ball inH (with a radius dependent on m) for every m ∈ N (see Lemma 9.1) and

lim
m→∞





Pm �πR(z
m(0)) ∈ ·

�

−Θ
�

πR ∈ ·
�





= 0 (11.1)

holds for every R > 0 where the norm is taken in the total variation of measures on B(HR)
and πR :H →HR is the restriction operator (see Section 2),

viii) it hold that
Θ {(u, v) ∈Hloc : ‖F∗(·, u)‖L1(BR) <∞}= 1, R> 0 (11.2)

where F∗ = sup Fm,

ix) given r > 0, Er be an extension operator on L2(Br) and on W 1,2(Br), i.e.

Er : L2(Br)→ L2(Rd), Er : W 1,2(Br)→W 1,2(Rd) (11.3)

are linear continuous operators such that Erh= h a.e. on Br ,
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x) us define the processes

Zm(t) = (Um(t), V m(t)) := (Erm
um(t ∧ rm), Erm

vm(t ∧ rm)), t ∈ R+

where rm and Erm
were defined in (10.6) and (10.7),

xi) it hold that
∫

BR

sup {F∗(w, y) : |y| ≤ R} dw <∞, R> 0, (11.4)

xii) given r > 0, there exist αR = αr,R for R> 0 such that limR→∞αR = 0 and

| f d+1
m (w, y)| ≤ αRFm(w, y), |y| ≥ R (11.5)

holds for every m ∈ N and almost every w ∈ Br .

Remark 11.1. Observe that (11.1) implies Pm [Zm(0) ∈ ·] → Θ weakly on Hloc . Indeed, let Er :
Hr →H be a continuous linear extension operator, i.e. Erz = z a.e. on Br , and let ϕ :Hloc → [0, 1]
be a uniformly continuous function. Then, for every ε > 0, there is r > 0 such that

|ϕ(z)−ϕ(Er(πr(z)))| ≤ ε, z ∈Hloc .

Thus

lim
m→∞

∫

Hloc

ϕ(Zm(0)) dPm =

∫

Hloc

ϕ dΘ

and the claim follows from Theorem 2.1 in [1].

Remark 11.2. Observe also that, given R > 0, the real valued sequence ‖Fm(·, Um(0))‖L1(BR) is tight
in R+. Indeed, there is

Pm
�

‖Fm(·, Um(0))‖L1(BR) > δ
�

= Pm
�

‖Fm(·,πR(u
m(0)))‖L1(BR) > δ

�

≤ ‖Pm �πR(z
m(0)) ∈ ·

�

−Θ
�

πR ∈ ·
�

‖
+ Θ

¦

(u, v) : ‖Fm(·, u)‖L1(BR) > δ
©

≤ εR,m+Θ
¦

(u, v) : ‖F∗(·, u)‖L1(BR) > δ
©

for m ∈ N such that rm ≥ R where εR,m→ 0 by (11.1). Tightness follows from (11.2).

11.2 Tightness

Lemma 11.3. The sequence of processes (Zm) is tight in Z = Cw(R+, W 1,2
loc )× Cw(R+, L2

loc).

Proof. Let ε ∈ (0,1), let us define

F̃m(w, y) = Fm(w, y) + |y|2/2, F̃∗(w, y) = F∗(w, y) + |y|2/2

and consider their conic energy functions

F̃m,k = (F̃m)λTk∧rm
,0,Tk∧rm

, F̃∗k = (F̃
∗)0,0,Tk
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for k ∈ N defined as in (2.2) with the notation (2.3) and (10.6). Let also p ∈ (1,∞) and γ ∈ (0,1)
satisfy γ+ 2

p
< 1

2
and let d∗ =

�

d
2

�

+ 1. Since

|gd+1
m (w, y)|2 + |∇y F̃m(w, y) + gd+1

m (w, y)|2

= |gd+1
m (w, y)|2+ |∇y Fm(w, y) + y + gd+1

m (w, y)|2

≤ 2|gd+1
m (w, y)|2+ 2|∇y Fm(w, y) + gd+1

m (w, y)|2+ 2|y|2

≤ (2κ+ 4)F̃m(w, y)

the assumptions (5.4)-(10.3), (10.8) are satisfied for κ, F̃m for every y ∈ Rn and a.e. w ∈ Bm for
the constant k̃ which depends on κ and p, and so Lemma 10.1 and Lemma 10.4 applied on F̃m and
L(x) = x

p
2 yield, for every δ > 0,

∫

[F̃m,k(0,zm(0))≤δ]
sup

t∈[0,k∧rm]
F̃

p
2
m,k(t, zm(t)) dPm ≤ 4eρk

∫

[F̃m,k(0,zm(0))≤δ]
F̃

p
2
m,k(0, zm(0)) dPm

≤ 4eρkδ
p
2

where ρ = ρc,κ,p so

∫

[F̃m,k(0,zm(0))≤δ]

¨

sup
t∈[0,k]

‖Um(t)‖p
W 1,2(Bk)

+ sup
t∈[0,k]

‖V m(t)‖p
L2(Bk)

«

dPm ≤ Ck,δ (11.6)

as
sup

t∈[0,k]
‖Um(t)‖W 1,2(Bk) ≤max {1, α̃k} sup

t∈[0,k∧rm]
‖um(t)‖W 1,2(Bk∧rm )

,

sup
t∈[0,k]

‖V m(t)‖L2(Bk) ≤max {1, α̃k} sup
t∈[0,k∧rm]

‖vm(t)‖L2(Bk∧rm )
,

‖um(t)‖2W 1,2(Bk∧rm )
+ ‖vm(t)‖2L2(Bk∧rm )

≤ 2 max {αk, 1}F̃m,k(t, zm(t)), t ∈ [0, k ∧ rm]

where
αk = sup

w∈BTk

‖a−1(w)‖,

α̃k =max {‖Erm
‖L (L2(Brm ),L

2(Rd )),‖Erm
‖L (W 1,2(Brm ),W

1,2(Rd )) : m ∈ N, rm ≤ k},

and
∫

[F̃m,k(0,zm(0))≤δ]

�

‖Um‖p
Cγ([0,k],L2(Bk))

+ ‖V m‖p

Cγ([0,k],W−d∗ ,2
k )

�

dPm ≤ Ck,δ (11.7)

by Lemma 10.4 for some Ck,δ ∈ R+ depending also on c, a, p, d, γ, (r j) j∈N, (Er j
) j∈N, (Er j

) j∈N and κ
since

‖Um‖Cγ([0,k];L2(Bk)) ≤max {1, β̃k}



‖um(0)‖L2(Bk∧rm )
+ 2k sup

t∈[0,k∧rm]
‖vm(t)‖L2(Bk∧rm )





where
β̃k =max {‖Erm

‖L (L2(Brm ),L
2(Rd )) : m ∈ N, rm ≤ k}.
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Since

Pm
�

F̃m,k(0, zm(0))> δ
�

= Pm
�

F̃m,k(0,πTk
(zm(0)))> δ

�

≤Θ
�

F̃m,k(0,πTk
)> δ

�

+ sup
AB(HTk

)

�

�

�Pm
�

πTk
(zm(0)) ∈ A

�

−Θ
�

πTk
∈ A
�

�

�

�

= εm,k +Θ
�

F̃m,k(0, ·)> δ
�

≤ εm,k +Θ
�

F̃∗k(0, ·)> δ
�

holds for every m, k ∈ N and δ where the norms are in the total variation of measures on HTk
,

taking (11.1) and (11.2) into account, we can find δk > 0 and ak > 0 so that

Pm
�

F̃m,k(0, zm(0))> δk

�

≤
ε

3 · 4k
, ak ≥





6 · 4k · 2p · Ck,δk

ε





1
p

holds for every m, k ∈ N. Then

Pm

�

sup
t∈[0,k]

‖Um‖W 1,2(Bk)+ ‖U
m‖Cγ([0,k];L2(Bk)) > ak

�

≤ Pm
�

F̃m,k(0, zm(0))> δk

�

+ Pm

�

F̃m,k(0, zm(0))≤ δk, sup
t∈[0,k]

‖Um‖W 1,2(Bk) >
ak

2

�

+ Pm
�

F̃m,k(0, zm(0))≤ δk, ‖Um‖Cγ([0,k];L2(Bk)) >
ak

2

�

≤
ε

3 · 4k
+

2p

ap
k

∫

[F̃m,k(0,zm(0))≤δk]

¨

sup
t∈[0,k]

‖Um‖p
W 1,2(Bk)

+ ‖Um‖p
Cγ([0,k];L2(Bk))

«

dPm ≤
ε

4k

by (11.6) and (11.7), and analogously

Pm

�

sup
t∈[0,k]

‖V m‖L2(Bk)+ ‖V
m‖Cγ([0,k];W−d∗ ,2

k ) > ak

�

≤
ε

4k
.

If

K1 =
¦

h ∈ Cw(R+; W 1,2
loc ) : ‖h‖L∞((0,k);W 1,2(Bk))+ ‖h‖Cγ([0,k];L2(Bk)) ≤ ak, k ∈ N

©

K2 =
§

h ∈ Cw(R+; L2
loc) : ‖h‖L∞((0,k);L2(Bk))+ ‖h‖Cγ([0,k];W−d∗ ,2

k ) ≤ ak, k ∈ N
ª

then K1× K2 is compact in Z by Corollary B.1 and

Pm �Zm ∈ K1× K2
�

> 1− ε, m ∈ N.

1075



11.3 Skorokhod representation

Since Zm are tight in Z by Lemma 11.3,

(‖Fm(·, Um(0))‖L1(Tk))k∈N

are tight in RN+ (where Tk were defined in (10.6)) by Remark 11.2 and Pm [Zm(0) ∈ ·] converge to
Θ weakly onHloc by Remark 11.1, i.e. Zm(0) are tight inHloc by the Prokhorov theorem, fixing an
ONB (el) in Hµ, we may apply Theorem A.1 on the sequence

(Zm(0), Zm, (W m(el))l , (‖Fm(·, Um(0))‖L1(Tk))k∈N) : Ωm→Hloc ×Z × C0(R+;Rdim Hµ)×RN+

to claim that there exist

• a probability space (Ω,F ,P),

• a subsequence m j ,

• C(R+;H )-valued random variables z j = (u j ,v j) defined on Ω,

• C0(R+;Rdim Hµ)-valued random variables β j = (β j
l ), β = (βl) defined on Ω,

• RN+-valued random variable ν = (νk)k∈N defined on Ω,

• a Z -valued random variable z= (u,v) with σ-compact range defined on Ω

such that

(i) (Zm j , (W m j (el))l) has the same law under Pm j as (z j ,β j) under P on the space

B(C(R+;H )× C0(R+;Rdim Hµ))

for every j ∈ N,

(ii) (z j ,β j) converges to (z,β) on Ω in the topology of Z × C0(R+;Rdim Hµ),

(iii) z j(0) converges to z(0) on Ω inHloc ,

(iv) ‖Fm j
(·,u j(0))‖L1(BTk

) converges to νk for every k ∈ N on Ω.

Definition 11.4. We also define, for completness,

ν̃k = νk +
1

2

∫

BTk







d
∑

i=1

d
∑

j=1

ai j

®

∂ u(0)
∂ x i

,
∂ u(0)
∂ x j

¸

Rn

+ |u(0)|2Rn + |v(0)|2Rn






d x (11.8)

for k ∈ N.
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11.4 Property of β

Let us define

Ft = σ
�

σ(ν ,z(s),β(s) : s ≤ t)∪ {N ∈ F : P (N) = 0}
�

, t ≥ 0.

Apparently, the filtration (Ft) is complete. The proof of the following Lemma is analogous to the
proof of Lemma 9.9.

Lemma 11.5. The processes β1,β2,β3, . . . are independent standard (Ft)-Wiener processes.

Corollary 11.6. The cylindrical process

Wt(ξ) =
∑

l

βl(t)〈ξ, el〉Hµ , ξ ∈ Hµ, t ≥ 0

is a spatially homogeneous (Ft)-Wiener process with spectral measure µ.

11.5 Property of u

Lemma 11.7. There is

〈u(t),ϕ〉L2 = 〈u(0),ϕ〉L2 +

∫ t

0

〈v(s),ϕ〉L2 ds, t ≥ 0

almost surely for every ϕ ∈ D.

Proof. If ϕ is supported in Brmj
and t ∈ [0, rm j

] then




Um j (t),ϕ
�

L2 −



Um j (0),ϕ
�

L2 =



um j (t),ϕ
�

L2 −



um j (0),ϕ
�

L2

=

∫ t

0




vm j (s),ϕ
�

L2 ds =

∫ t

0




V m j (s),ϕ
�

L2 ds

The rest of the proof is analogous with the proof of Lemma 9.8.

11.6 Energy estimates

Lemma 11.8. Let T > 0 and x ∈ Rd , let Gm : Rd × Rn → R+ satisfy the assumptions (a)-(c) in
Proposition 8.1, let G : Rd×Rn→ R+ be a measurable function such that Gm(w, ·) converges to G(w, ·)
uniformly on compact sets in Rn for a.e. w ∈ Rd , let κ̃ ∈ R+ be such that

|gd+1
m (w, y)|2+ |∇y Gm(w, y) + f d+1

m (w, y)|2 ≤ κ̃Gm(w, y), y ∈ Rn, m≥ |x |+ T

holds for a.e. w ∈ B(x , T ), let λ satisfy (5.3), let L : R+ → R+ be a continuous function in C2(0,∞)
satisfying (5.4) with κ̃ and define G∗ = supm∈N Gm. Assume that

Θ
¦

(u, v) ∈Hloc : ‖G∗(·, u)‖L1(BR) <∞
©

= 1, R> 0. (11.9)
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Then, for A∈B(Hloc) and with the convention 0 ·∞= 0,

E
¨

1A(z
j(0)) sup

r∈[0,t]
L(Gm j (r,z j(r)))

«

≤ 4eρtE
¦

1A(z
j(0))L(Gm j (0,z j(0)))

©

(11.10)

holds for every t ∈ [0,min {rm j
, T/λ}], j ∈ N such that rm j

≥ |x |+ T and

E
¨

1A(z(0)) sup
r∈[0,t]

L(G(r,z(r)))

«

≤ 4eρtE
�

1A(z(0))L(G(0,z(0)))
	

(11.11)

holds for every t ∈ [0, T/λ] where ρ depends only on c and max {κ, κ̃} and Gm = Gm
λ,x ,T and G= Gλ,x ,T

are the conic energy functions for Gm and G defined as in (2.2).

Proof. The inequality (11.10) follows from (10.4) in Lemma 10.1 and (i) in Section 11.3 as

E
¨

1A(z
j(0)) sup

r∈[0,t]
L(Gm j (r,z j(r)))

«

= Em j

¨

1A(Z
m j (0)) sup

r∈[0,t]
L(Gm j (r, Zm j (r)))

«

= Em j

¨

1A(Z
m j (0)) sup

r∈[0,t]
L(Gm j (r, zm j (r)))

«

≤ 4eρtEm j
�

1A(Z
m j (0))L(Gm j (0, zm j (0)))

	

= 4eρtEm j
�

1A(Z
m j (0))L(Gm j (0, Zm j (0)))

	

= 4eρtE
¦

1A(z
j(0))L(Gm j (0,z j(0)))

©

.

Let ψ be a continuous density on R with support in (1,2), let φ be the second antiderivative of
−ψ (i.e. a C2(R)-function such that φ′′ = −ψ on R) and φ(0) = 0, φ′(0) = 1. Then φ(t) = t on
(−∞, 1], φ′′ ≤ 0 ≤ φ′ ≤ 1 on R and φ is constant on [2,∞). If we define φk(t) = kφ(t/k) for
t ∈ R, k ∈ N then

• φk(t) = t on (−∞, k],

• φ′′k ≤ 0≤ φ′k ≤ 1 on R,

• φk is constant on [2k,∞),

• tφ′k(t)≤ φk(t) for t ∈ R+ (which holds by monotonicity of φk(t)− tφ′k(t) on R+).

holds for every k ∈ N. Consequently, Lk = L ◦φk ∈ C(R+)∩ C2(0,∞) is nondecreasing and satisfies
(5.4) with the constant κ̃ for every k ∈ N. Hence, if h :Hloc → [0,1] is continuous, πr and Er are
extension operators as in Remark 11.1 and rm j

≥max {|x |+ T, T/λ} then

E
¨

h(ER(πR(z
j(0)))) sup

r∈[0,t]
Lk(G

m j (r,z j(r)))

«

≤ 4eρtE
¦

h(ER(πR(z
j(0))))Lk(G

m j (0,z j(0)))
©

≤ 4eρt L(φ(2))




Pm j
�

πR(z
m j (0)) ∈ ·

�

−Θ
�

πR ∈ ·
�







total variation onB(HR)

+ 4eρt

∫

Hloc

h(ER(πR(z)))Lk(G
m j (0, z)) dΘ (11.12)
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holds for every k ∈ N, R ∈ [0, rm j
] and t ∈ [0, T/λ] by (11.10). Applying Fatou’s lemma on the LHS

of (11.12) and the Lebesgue dominated convergence theorem on the RHS of (11.12), we obtain,
letting j→∞,

E
¨

h(ER(πR(z(0)))) sup
r∈[0,t]

Lk(G(r,z(r)))

«

≤ 4eρt

∫

Hloc

h(ER(πR(z)))Lk(G(0, z)) dΘ

for every t ∈ [0, T/λ] and m ∈ N by (11.1), (11.9) and (ii), (iii) in Section 11.3 as Lk is a bounded
nondecreasing continuous and eventually constant function. Since ER ◦πR :Hloc →Hloc converges
uniformly to identity onHloc as R→∞, we get

E
¨

h(z(0)) sup
r∈[0,t]

Lk(G(r,z(r)))

«

≤ 4eρt

∫

Hloc

h(z)Lk(G(0, z)) dΘ (11.13)

for every t ∈ [0, T/λ] and k ∈ N by the Lebesgue dominated convergence theorem. Consequently,
(11.13) holds also for h = 1K where K is closed in Hloc , whence also for every Fσ-set and every
Borel set K ⊆ Hloc by regularity of Θ = P [z(0) ∈ ·] (Remark 11.1). The claim now follows from
Fatou’s lemma when letting k →∞, applied on the LHS, since Lk ≤ L for every k ∈ N, applied on
the RHS.

11.7 Martingale property

Let us remind the reader that the integrals in the following Proposition converge by the assumption
v) in Section 11.1 and by (11.11).

Proposition 11.9. Let ϕ ∈ D. Then

〈v(t),ϕ〉 = 〈v(0),ϕ〉+
∫ t

0

〈u(r),Aϕ〉 dr +

∫ t

0

〈 f (·,u(r),v(r),∇u(r)),ϕ〉 dr

+

∫ t

0

〈g(·,u(r),v(r),∇u(r)) dWr ,ϕ〉

holds a.s. for every t ≥ 0 where W was defined in Corollary 11.6.

Proof. Let k ∈ N, let ϕ ∈ D have support in Bk and, throughout this proof, consider only j ∈ N such
that rm j

≥ Tk, i.e. j ≥ j0 for some j0 and it holds that

k ≤ Tk ≤ rm j
≤ Trmj

≤ m j , j ≥ j0.

Fixing 0 ≤ s < t ≤ k, we consider the sequence (ϕi) from Corollary C.1. Let also J ∈ N, 0 ≤ s1 ≤
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· · · ≤ sJ ≤ s, letH : (R2)J×J × (Rdim Hµ)J ×RN+→ [0, 1] be a continuous function and define

X 1
j =

 * 

Ermj
um j (si0 ∧ rm j

)

Ermj
vm j (si0 ∧ rm j

)

!

,ϕi1

+

L2

!

i0,i1≤J

X 2
j =

 

(W
m j
s1
(el))l , . . . , (W

m j
sJ
(el))l ,

�








Fm j
(·,Ermj

um j (0))









L1(BTρ )

�

ρ∈N

!

X j = (X 1
j , X 2

j )

X j =

 

�

〈z j(si0),ϕi1〉L2

�

i0,i1≤J
,β j(s1), . . . ,β j(sJ ),

�








Fm j
(·,u j(0))










L1(BTρ )

�

ρ∈N

!

X =
�

�

〈z(si0),ϕi1〉L2

�

i0,i1≤J
,β(s1), . . . ,β(sJ ),ν

�

for j ≥ j0. If
hδ : R+→ [0, 1] (11.14)

is any continuous function with support in [0,δ] such that hδ = 1 on [0,δ/2] then we also define
continuous mappings

d j
q : C(R+;H ) → R

(u, v) 7→ hδ(F̃m j
(0, u(0), v(0)))

�

〈v(q),ϕ〉 − 〈v(0),ϕ〉
�

− hδ(F̃m j
(0, u(0), v(0)))

∫ q

0

〈u(r),Aϕ〉 dr

− hδ(F̃m j
(0, u(0), v(0)))

∫ q

0

〈 fm j
(·, u(r), v(r),∇u(r)),ϕ〉 dr

D j,l
q : C(R+;H ) → R

(u, v) 7→ hδ(F̃m j
(0, u(0), v(0)))

∫ q

0

〈gm j
(·, u(r), v(r),∇u(r))el ,ϕ〉 dr

D j
q : C(R+;H ) → R

(u, v) 7→ h2
δ(F̃m j

(0, u(0), v(0)))
∑

l

∫ q

0

〈gm j
(·, u(r), v(r),∇u(r))el ,ϕ〉2 dr

for q ∈ [0, k], j ≥ j0 and l indexing the ONB (el) in Hµ that satisfy

|d j
q(z)|+ |D

j,l
q (z)|+ |D

j
q(z)| ≤ K1[F̃mj

(0,z(0))≤δ][1+ sup
r∈[0,k]

F̃m j
(r, z(r))] (11.15)

for q ∈ [0, k], z ∈ C(R+;H ), j ≥ j0, l up to dim Hµ and for some K = Kd,k,κ,a,ϕ,c as

‖ fm j
(·, u(r), v(r),∇u(r))‖L1(Bk) ≤ ((8κ)

1
2 Lebd(Bk) +κ)[1+ F̃m j

(r, z(r))] (11.16)

‖gm j
(·, u(r), v(r),∇u(r))‖L2(Bk) ≤ (5κ)

1
2 F̃

1
2
m j
(r, z(r))
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holds for every r ∈ [0, k] where F̃m = (F̃m)λTk
,0,Tk

is the conic energy function for F̃m(w, y) =

Fm(w, y)+ |y|2/2 defined as in (2.2). Also, for every p > 0, there exist constants Kp depending also
on d, k, κ, a, ϕ and c such that

E sup
q∈[0,k]

h

|d j
q(z

j)|p + |D j,l
q (z

j)|p + |D j
q(z

j)|p
i

≤ Kp <∞ (11.17)

holds for every j ≥ j0 and every l by Lemma 11.8 and (11.15). Hence

EH (X j)
n

d j
t (z

j)− d j
s (z

j)
o

= Em jH (X j)
n

d j
t (z

m j )− d j
s (z

m j )
o

= 0 (11.18)

EH (X j)
n

d j
t (z

j)β j
l (t)− D j,l

t (z
j)− d j

s (z
j)β j

l (s) + D j,l
s (z

j)
o

= (11.19)

= Em jH (X j)
n

d j
t (z

m j )W
m j
t (el)− D j,l

t (z
m j )− d j

s (z
m j )W

m j
s (el) + D j,l

s (z
m j )
o

= 0

EH (X j)
n

(d j
t (z

j))2− D j
t(z

j)− (d j
s (z

j))2+ D j
s (z

j)
o

= (11.20)

= Em jH (X j)
n

(d j
t (z

m j ))2− D j
t(z

m j )− (d j
s (z

m j ))2+ D j
s (z

m j )
o

= 0

by the property (i) in Section 11.3 since, by vii) in Section 11.1,

d j
q(z

m j ) = hδ(F̃m j
(0, zm j (0)))

∫ q

0

D

gm j
(·, um j (r), vm j (r),∇um j (r)) dW

m j
r ,ϕ

E

L2

for every q ∈ [0, k] which is an L2(Ωm j )-integrable (Fm j
t )-martingale by (11.17) and (i) in Section

11.3. Since v) in Section 11.1 was assumed, it holds that

lim
j→∞

∫

Bk

D

f 0
m j
(·,u j(r))v j(r),ϕ

E

Rn
d x =

∫

Bk

¬

f 0(·,u(r))v(r),ϕ
¶

Rn d x (11.21)

lim
j→∞

∫

Bk

D

g0
m j
(·,u j(r))v j(r)el ,ϕ

E

Rn
d x =

∫

Bk

¬

g0(·,u(r))v(r)el ,ϕ
¶

Rn d x

lim
j→∞

∫

Bk

®

f i
m j
(·,u j(r))

∂ u j(r)
∂ x i

,ϕ

¸

Rn

d x =

∫

Bk

�

f i(·,u(r))
∂ u(r)
∂ x i

,ϕ
�

Rn
d x

lim
j→∞

∫

Bk

®

g i
m j
(·,u j(r))

∂ u j(r)
∂ x i

el ,ϕ

¸

Rn

d x =

∫

Bk

�

g i(·,u(r))
∂ u(r)
∂ x i

el ,ϕ
�

Rn
d x

for every r ∈ [0, k], l and i ∈ 1, . . . , d on Ω by (ii) in Section 11.3. It remains to deal with conver-
gence of the terms i = d+1. To this end, by the Lebesgue dominated convergence theorem, (ii) and
(iii) in Section 11.3 and v) and xi) in Section 11.1, there is

lim
j→∞

∫

Bk∩[|u j(r,ω)|Rn≤R]

�

�

�hδ(F̃m j
(0,z j(0,ω))) f d+1

m j
(·,u j(r,ω))− hδ(ν̃k(ω)) f

d+1(·,u(r,ω))
�

�

� d x = 0

for every R> 0 and every (r,ω) ∈ [0, k]×Ω such that

hδ(ν̃k(ω))‖ f d+1(·,u(r,ω))‖L1(Bk) <∞.
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But

hδ(ν̃k(ω)) sup
r∈[0,k]

‖ f d+1(·,u(r,ω))‖L1(Bk) ≤ κ1[ν̃k≤δ] sup
r∈[0,k]

‖F(·,u(r,ω))‖L1(Bk) (11.22)

≤ κ1[F̃(0,z(0))≤δ] sup
r∈[0,k]

‖F(·,u(r,ω))‖L1(BTk−rλTk
)

by v) in Section 11.1 as F̃(0,z(0))≤ ν̃k on Ω, where F̃= F̃λTk
,0,Tk

is the conic energy function defined

as in (2.2) for the function F̃(w, y) = F(w, y)+ |y|2/2, so the LHS of (11.22) is in L1(Ω) as so is the
RHS by (11.11). Consequently,

lim
j→∞
E
∫ k

0

∫

Bk∩[|u j(r,ω)|Rn≤R]

�

�

�hδ(F̃m j
(0,z j(0))) f d+1

m j
(·,u j(r))− hδ(ν̃k) f

d+1(·,u(r))
�

�

� d x dr = 0

holds for every R> 0 by the Lebesgue dominated convergence theorem. On the other hand

E
∫ k

0

∫

Bk∩[|u j(r,ω)|Rn>R]

�

�

�hδ(F̃m j
(0,z j(0))) f d+1

m j
(·,u j(r))

�

�

� d x dr ≤

≤ αk,RE
∫ k

0

hδ(F̃m j
(0,z j(0)))‖Fm j

(·,u j(r))‖L1(Bk) dr

≤ αk,RE
∫ k

0

1[F̃mj
(0,z j(0))≤δ]‖Fm j

(·,u j(r))‖L1(BTk−rλTk
) dr

≤ αk,RCκ,k,δ,c

holds for every R> 0 by (11.5) and (11.11) where limR→∞αk,R = 0, and

lim
R→∞
E
∫ k

0

∫

Bk∩[|u j(r,ω)|Rn>R]

�

�hδ(ν̃k) f
d+1(·,u(r))

�

� d x dr = 0

by the Lebesgue dominated convergence theorem based on (11.22) so

lim
j→∞
E
∫ k

0








hδ(F̃m j
(0,z j(0))) f d+1

m j
(·,u j(r))− hδ(ν̃k) f

d+1(·,u(r))









L1(Bk)
dr = 0

and, altogether with (11.21), (11.16), (11.10), (11.11) and (11.17),

lim
j→∞
E
�

�

�d j
q(z

j)− dq

�

�

�

p
= 0, q ∈ [0, k], p > 0 (11.23)

where

dq = hδ(ν̃k)

�

〈v(q),ϕ〉 − 〈v(0),ϕ〉 −
∫ q

0

〈u(r),Aϕ〉 dr −
∫ q

0

〈 f (·,u(r),v(r),∇u(r)),ϕ〉 dr

�

with the notation (4.1). Finally, fix l and define

η j(r,ω, x) = hδ(F̃m j
(0,z j(0,ω)))

D

gd+1
m j
(x ,u j(r,ω, x))el(x),ϕ(x)

E

Rn

η(r,ω, x) = hδ(ν̃k(ω))
¬

gd+1(x ,u(r,ω, x))el(x),ϕ(x)
¶

Rn .
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Then η j → η in the measure Leb1⊗P⊗ Lebd for variables (r,ω, x) ∈ [0, k]×Ω× Bk. Since, for any
p > 0,

E
∫ k

0

‖η j(r,ω, ·)‖p
L2(Bk)

dr ≤ κ
p
2 ‖ϕel‖

p
L∞(Bk)
E
∫ k

0

1[F̃mj
(0,z(0))≤δ]F̃

p
2
m j
(r,z(r)) dr ≤ Cp

E
∫ k

0

‖η(r,ω, ·)‖p
L2(Bk)

dr ≤ κ
p
2 ‖ϕel‖

p
L∞(Bk)
E
∫ k

0

1[F̃(0,z(0))≤δ]F̃
p
2 (r,z(r)) dr ≤ Cp

for some Cp = Cp,δ,k,κ,c,ϕ,l by (11.11),

lim
j→∞
E
∫ k

0

 

∫

Bk

1[|η j−η|≤1]|η j(r,ω, x)−η(r,ω, x)| d x

!2

dr = 0

by the Lebesgue dominated convergence theorem,

E
∫ k

0

 

∫

Bk

1[|η j−η|>1]|η j(r,ω, x)−η(r,ω, x)| d x

!2

dr ≤ C



E
∫ k

0

∫

Bk

1[|η j−η|>1] d x dr





1
2

→ 0

by a double application of the Cauchy-Schwarz inequality where C = 4 Leb
1
2
d (Bk)C

1
2

4 so, altogether
with (11.21), (11.16), (11.10) and (11.11),

lim
j→∞
E
∫ k

0

�

�

�hδ(F̃m j
(0,z j(0)))

D

gm j
(·,z j ,∇u j)el ,ϕ

E

− hδ(ν̃k)



g(·,z,∇u)el ,ϕ
�

�

�

�

2
dr = 0 (11.24)

holds for every l. Whence

lim
j→∞
E
h

|D j,l
q (z

j)− Dl
q|

p + |D j
q(z

j)− Dq|p
i

= 0, q ∈ [0, k], p > 0 (11.25)

for every l by (11.17) where

Dl
q = hδ(ν̃k)

∫ q

0




g(·,u(r),v(r),∇u(r))el ,ϕ
�

dr, q ∈ [0, k]

Dq = h2
δ(ν̃k)

∑

l

∫ q

0




g(·,u(r),v(r),∇u(r))el ,ϕ
�2 dr, q ∈ [0, k]

with the notation (4.1). This is indeed clear from (11.24) if dim Hµ <∞. If dim Hµ =∞ then

E
∞
∑

l=l0



h2
δ(F̃m j

(0,z j(0)))

∫ k

0

D

gm j
(·,z j ,∇u j)el ,ϕ

E2
dr + h2

δ(ν̃k)

∫ k

0




g(·,z,∇u)el ,ϕ
�2 dr



≤

≤ 5κεl0E



h2
δ(F̃m j

(0,z j(0)))

∫ k

0

F̃m j
(r,z j(r)) dr + h2

δ(ν̃k)

∫ k

0

F̃(r,z(r)) dr





≤ εl0 C
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by (11.16), (11.10) and (11.11) where C = Cκ,k,c and

εl0 =
∞
∑

l=l0

‖ϕel‖2L2(Bk)
→ 0

as l0 → ∞ by Lemma 3.3. The convergence results (11.23) and (11.25) together with (11.18)-
(11.20) imply

EH (X )
�

dt − ds
	

= EH (X )
¦

dtβl(t)− Dl
t − dsβl(s) + Dl

s

©

= 0

EH (X )
¦

d2
t − Dt − d2

s + Ds

©

= 0

which means that (dq)q∈[0,k] is an L2(Ω)-integrable (Ft)-martingale whose quadratic variation and
cross variation with βl satisfy 〈d〉q = Dq,




d,βl
�

q = Dl
q for q ∈ [0, k] and l ∈ N. Thus

®

d −
∫ ·

0

hδ(ν̃k)



g(·,z(r),∇u(r)) dWr ,ϕ
�

¸

k

= 0

where W was defined in Corollary 11.6 whence the claim is proved after we let δ→∞ as hδ(ν̃k)→ 1
on Ω.

11.8 Approximation of nonlinearities

We use the C1-functions
φm : Rn→ Rn : y 7→ h(|y|Rn/m)y

introduced analogously as in (7.1) where h : R→ [0,1] is the same as in (7.1) and smooth mollifiers
ζm : Rn → R+ : ζm(y) = mnζ(my) supported in B 1

m
introduced analogously as in Section 2 that

satisfy ‖ζm‖L1(Rn) = 1 for every m ∈ N. We first make a convention that functions f i , g i , F in Section
5 satisfy the assumptions therein for every w ∈ Rd and not for almost every w ∈ Rd . This poses no
loss of generality since redefinition of these functions by 0 on an Lebd -exceptional set of w ∈ Rd

does not modify the definition of a solution in Section 4. We then find numbers ηm > 0 such that
the sets

Om = {x ∈ B2m : sup
|y|≤2m

F(x , y)≤ ηm}

satisfy

Lebd (B2m \Om)≤
1

2m , m ∈ N,

we put

f i
m(w, y) =

∫

Rn

f i(w, z)ζm(y − z) dz, w ∈ Rd , y ∈ Rn

g i
m(w, y) =

∫

Rn

g i(w, z)ζm(y − z) dz, w ∈ Rd , y ∈ Rn

for i ∈ {0, . . . , d},

f d+1
m (w, y) = 1Om

(w)

∫

Rn

(φm)′(z) f d+1(w,φm(z))ζm(y − z) dz, w ∈ Rd , y ∈ Rn
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gd+1
m (w, y) = 1Om

(w)

∫

Rn

(φm)′(z)gd+1(w,φm(z))ζm(y − z) dz, w ∈ Rd , y ∈ Rn

and

Fm(w, y) = 1Om
(w)

∫

Rn

F(w,φm(z))ζm(y − z) dz, w ∈ Rd , y ∈ Rn.

If we realize that φm[Br]⊆ Br ∩ B2m, r > 0 and the matrix norm

‖(φm)′(z)‖ ≤min {2,12h
1
2 (|z|/m)}, z ∈ Rn

holds for every m ∈ N then, concerning the assumptions in Section 11.1,

• iii), iv) are satisfied apparently,

• in v), the inequalities (10.1), (10.2) hold for κ, the inequality (10.3) holds for 4κ and the
inequality (10.8) holds for 2κ,

• vi) holds as almost every x ∈ Rd belongs eventually to every Om,

• the laws of zm(0) under Pm in (11.1) are constructed as follows: Let z0 be an Hloc-valued
random variable on some probability space (Ω,F ,P) with the law Θ, let ξm ∈ D(Rd) satisfy
ξm = 1 on Bm and let am > 0 satisfy P [‖ξmz0‖H > am] ≤ 2−m for every m ∈ N. Denote by
ιm the law of 1[‖ξmz0‖H ≤am]ξmz0 and let zm(0) have the law ιm. Then zm(0) is supported on
some ball inH , (11.1) holds and vii) is satisfied,

• xi) holds as
sup
|y|≤R

F∗(x , y)≤ sup
|y|≤R+1

F(x , y) ∈ L1(BR),

• xii) is satisfied as | f d+1
m (w, y)| ≤ 2κFm(w, y) holds for every w ∈ Rd , y ∈ Rn and m ∈ N;

so we may put α̃r,R = 2κ if r > 0 and R ∈ (0, 2). If r > 0, R ≥ 2, |w| ≤ r, |y| ≥ R then
| f d+1

m (w, y)| ≤ I1+ I2 where

I1 = 2 · 1Om
(w)

∫

[|z|≥R−1]∩[|φm(z)|>(R−1)
1
2 ]
| f d+1(w,φm(z))|ζm(y − z) dz

≤ 2 ·αr,
p

R−1 · Fm(w, y)

I2 = 12 · 1Om
(w)

∫

[|z|≥R−1]∩[|φm(z)|≤(R−1)
1
2 ]

h
1
2 (|z|/m)| f d+1(w,φm(z))|ζm(y − z) dz

≤ 12 · (R− 1)−
1
4 ·κ · Fm(w, y)

as |z| ≥ R− 1 and |φm(z)| ≤ (R− 1)
1
2 imply

h
1
2 (|z|/m)≤

(R− 1)
1
4

|z|
1
2

≤
(R− 1)

1
4

(R− 1)
1
2

so we put

α̃r,R =max
n

2αr,
p

R−1, 12κ(R− 1)−
1
4

o

, R≥ 2.
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A The Jakubowski-Skorokhod representation theorem

Theorem A.1. Let X be a topological space such that there exists a sequence { fm} of continuous func-
tions fm : X → R that separate points of X . Let us denote by S the σ-algebra generated by the maps
{ fm}. Then

(j1) every compact subset of X is metrizable,

(j2) every Borel subset of a σ-compact set in X belongs to S ,

(j3) every probability measure supported by a σ-compact set in X has a unique Radon extension to the
Borel σ-algebra on X ,

(j4) if (µm) is a tight sequence of probability measures on (X ,S ), then there exists a subsequence (mk),
a probability space (Ω,F ,P) with X -valued Borel measurable random variables ξk, ξ such that µmk

is
the law of ξk and ξk converge to ξ on Ω. Moreover, the law of ξ is a Radon measure.

Proof. See [21].

Corollary A.2. Under the assumptions of Theorem A.1, iff Z is a Polish space and b : Z → X is a
continuous injection, then b[B] is a Borel set whenever B is Borel in Z.

Proof. Since the map F = ( f1, f2, . . . ) : X → RN is a continuous injection, F ◦ b : Z → RN is also a
continuous injection. Let us take a Borel set B ⊂ Z . Since both Z and RN are Polish spaces, we infer
that (F ◦ b)[B] is a Borel set. Therefore b[B] = F−1[(F ◦ b)[B]]⊂ X is Borel set too.

B The space Cw(R+; W k,p
loc (R

d ,Rn)), k ≥ 0, 1< p <∞

Let us introduce the spaces

W l,p
m = { f ∈W l,p(Rd ,Rn) : f = 0 on Rd \ Bm}, l ≥ 0
Wl,p

m =W l,p(Bm) l ≥ 0

W−l,p
m = (W l,p′

m )∗, l > 0

where 1
p′
+ 1

p
= 1.

Lemma B.1. The maps J and L defined by

J : (W k,p
loc , w) 3 f 7→

�

f |Bm

�∞
m=1 ∈

∞
∏

m=1

(W k,p(Bm), w),

L : Cw(R+; W k,p
loc ) 3 h 7→

�

(h|Bm
)|[0,m]

�∞
m=1 ∈

∞
∏

m=1

Cw([0, m], W k,p(Bm))

are both homeomorphisms onto closed sets.

Proof. The proof of Lemma B.1 is straightforward.

1086



Corollary B.2. Let a = (am) be a sequence of positive numbers and let γ > 0, 1< r, p <∞, −∞< l ≤
k satisfy

1

p
−

k

d
≤

1

r
−

l

d
. (B.1)

Then the set

K(a) := { f ∈ Cw(R+; W k,p
loc ) : ‖ f ‖L∞([0,m],W k,p(Bm))+ ‖ f ‖Cγ([0,m],Wl,r

m )
≤ am, m ∈ N}

is a metrizable compact set in Cw(R+; W k,p
loc ).

Proof. Let us define a set Am, m ∈ N, by

Am = {h ∈ Cw([0, m], W k,p(Bm)) : ‖h‖L∞([0,m],W k,p(Bm))+ ‖h‖Cγ([0,m],Wl,r
m )
≤ am}.

Then K(a) = L−1�
∏

m Am
�

. It is enough to show that each Am is a metrizable compact in
Cw([0, m], W k,p(Bm)). Indeed, if this is the case then A :=

∏

m Am is a metrizable compact and
hence, since by Lemma B.1 R(L) (the range of L) is closed, A∩R(L) is a metrizable compact. There-
fore, as by Lemma B.1 L−1 : R(L)→ Cw(R+; W k,p

loc ) is a continuous function, K(a) = L−1[A∩ R(L)]
is a metrizable compact. To this end let us fix m ∈ N and let {ϕ j} be a dense subset of
(W k,p(Bm))∗. Denote by τ the locally convex topology on Cw([0, m], W k,p(Bm)) generated by the
semi-norms f 7→ supt≤m |ϕ j( f (t))|. It is easy to see that τ coincides with the original topology of
Cw([0, m], W k,p(Bm)) on the set Ãm defined by

Ãm = {h ∈ Cw([0, m], W k,p(Bm)) : ‖h‖L∞([0,m],W k,p(Bm)) ≤ am}.

Hence the set Am is metrizable. The compactness of Am follows from the classical Arzela-Ascoli
Theorem. Indeed, the balls in (W k,p(Bm),w) are compact metrizable spaces - towards this end,
let
�

h j
�

be an Am-valued sequence. By the diagonal procedure we can find a subsequence h jk
such that h jk(t) is weakly convergent in W k,p(Bm) for every t ∈ [0, m] ∩Q. Since in view of the
assumption (B.1) by the celebrated Gagliardo-Nirenberg inequalities, see e.g. [15], W k,p(Bm) ⊆
Wl,r

m continuously and h j are bounded in Cγ([0, m],Wl,r
m ), the sequence ψ(h jk(t)) is convergent for

every ψ ∈ (Wl,r
m )
∗ and every t ≤ m. And since h j is uniformly bounded in Wk,p

m and (Wl,r
m )
∗ is

dense in (Wk,p
m )∗, the sequence ϕ(h jk(t)) is convergent for every ϕ ∈ (Wk,p

m )∗, hence h jk(t) is weakly

convergent in Wk,p
m for every t ≤ m. If we denote by h the pointwise limit of h jk , it is easy to show

that ϕ(h jk)→ ϕ(h) uniformly on [0, m] for every ϕ ∈ (Wk,p
m )∗ and that h ∈ Am.

Proposition B.3. The Skorokhod representation theorem A.1 holds for every tight sequence of proba-
bility measures defined on the σ-algebra generated by the following family of maps

{Cw(R+; W k,p
loc ) 3 f 7→ 〈ϕ, f (t)〉 ∈ R} : ϕ ∈ D(Rd ,Rn), t ∈ [0,∞).

Proof. By the Jakubowski-Skorokhod theorem [21], it is sufficient to verify that there exists a se-
quence jk : Cw(R+; W k,p

loc )→ R of continuous functions that separate points of Cw(R+; W k,p
loc ). For, let

ϕk be a countable sequence in (W k,p
loc )

∗ separating points of W k,p
loc . Then jk,q( f ) = ϕk( f (q)), k ∈ N,

q ∈Q+ do the job.
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C A measurability lemma

Let X be a separable Fréchet space (with a countable system of pseudonorms (‖ · ‖k)k∈N, let Xk
be separable Hilbert spaces and ik : X → Xk linear mappings such that ‖ik(x)‖Xk

= ‖x‖k, k ≥ 1.
Let ϕk, j ∈ X ∗k , j ∈ N separate points of Xk. Then the mappings (ϕk, j ◦ ik)k, j∈N generate the Borel
σ-algebra on X .

Proof. Denote by σ0 the σ-algebra generated by the mappings (ϕk, j ◦ ik)k, j∈N and denote

Vk = {ϕ ∈ X ∗k : ϕ ◦ ik is σ0-measurable}.

Then Vk is a closed dense subspace in X ∗k , hence Vk = X ∗k . There exists ψk, j ∈ X ∗k such that

‖z‖Xk
= sup

j∈N
|ψk, j(z)|, x ∈ Xk,

and so the mapping

x 7→ ρ(x , y) =
∞
∑

k=1

2−k min {1, sup
j
|ψk, j ◦ ik(x)−ψk, j ◦ ik(y)|}

is σ0-measurable for every y ∈ X . Consequently, the open balls in X are σ0-measurable, and since
every open set in X is a countable union of open balls in X , every open set in X is in σ0.

Corollary C.1. There exists a countable system ϕk ∈ D(Rd ,Rn) such that the mappings

W m,2
loc 3 h 7→ 〈h,ϕk〉L2 ∈ R, k ∈ N

generate the Borel σ-algebra on W m,2
loc whenever m≥ 0.
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[3] Z. Brzeźniak, M. Ondreját, Stochastic wave equations with values in Riemannian manifolds,
Stochastic Partial Differential Equations and Applications - VIII, Quaderni di Matematica, Se-
ries edited by Dipartimento di Matematica Seconda Università di Napoli.
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