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Abstract
The purpose of this note is to give a support theorem in the Skorohod space for a one-
dimensional Marcus differential equation driven by a Lévy process, without any assumption
on the latter. We also give a criterion ensuring that the support of the equation is the whole
Skorohod space. This improves, in dimension 1, a result of H. Kunita.

Compared to the immense literature on diffusion processes, the mathematical corpus dealing
with stochastic differential equations of jump-type remains somewhat poor, and it is of course
very tempting to see if some classical results for diffusions cannot be adapted to the discontinu-
ous case. An example for this is Stroock-Varadhan’s support theorem [15], which was partially
generalized by H. Kunita [7] and the present author [12] for stochastic equations driven by
Lévy processes. In addition to regularity and boundedness assumptions on the coefficients of
the equation, in both articles some conditions had to be put on the driving process (more
precisely, on its jumping measure) to obtain the result.
In this paper we aim to get rid of these conditions for a certain family of one-dimensional
differential equations (the ”Marcus equations”, see below for a precise definition) driven by
Lévy processes. The support theorem is proved in full generality on the latter, and under
weaker assumptions on the coefficients, close to the minimal ones ensuring the existence of a
unique strong solution to the equation. In particular, this improves in dimension 1 the results
of [7], which dealt precisely with the Marcus equation.
An advantage of our proof is also its simplicity: thanks to a pathwise representation à la Doss-
Sussmann, which was recently put into light by Errami-Russo-Vallois [3] (see also [6]), one
can namely view the Marcus equation as a certain locally Lipschitz functional of the driving
Lévy process, whose support in the Skorohod space was already described in [13]. The support
of the equation is then obtained by transfering the support of the Lévy process through this
functional, after having isolated the jumps. Unfortunately, it seems difficult to use this method
for general non-linear Itô equations (see the remarks at the end of this paper), for which the
statement of the support theorem is conjectured in [12].
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We now introduce our equation. Let {Zt, t ≥ 0} be a real-valued Lévy process starting from
0. Recall its Lévy-Itô decomposition: for every t ≥ 0,

Zt = αt + βWt +
∫ t

0

∫
|z|≤1

z µ̃(ds, dz) +
∫ t

0

∫
|z|>1

z µ(ds, dz),

where α, β ∈ R, W is a linear Brownian motion starting from 0, ν is a positive measure on
R − {0} satisfying ∫

R

|z|2
|z|2 + 1

ν(dz) < ∞,

µ is the Poisson measure on R
+ × R with intensity ds ⊗ ν(dz), and µ̃ = µ − ds ⊗ ν is the

compensated measure. In the following, P will denote the law of the process Z in the space
D of càdlàg functions from R

+ to R starting from 0. For every càdlàg process X and every
T ≥ 0 we will also use the standard notations:

|X |∗T = sup
t≤T

|Xt| and [X ]dT =
∑
t≤T

|∆Xt|2.

Let a : R → R be a locally Lipschitz function with linear growth and b : R → R a C1 function
with bounded and locally Lipschitz derivative. For every x ∈ R we consider the following
S.D.E. driven by Z:

Xt = x +
∫ t

0

a (Xs) ds +
∫ t

0

b (Xs−) ◦ dZs. (1)

In the above expression, the second integral must be interpreted as follows:∫ t

0

b (Xs−) ◦ dZs =
∫ t

0

b (Xs−) dZs +
β2

2

∫ t

0

bb′ (Xs) ds

+
∑

0<s≤t

{ρ (b∆Zs, Xs−) −Xs− − b (Xs−)∆Zs} ,

where the first term in the right-hand expression is a classical Itô integral, and where for every
u global Lipschitz function and x ∈ R we noted ρ(u, x) = f(u;x, 1), f(u;x, .) : R → R being
the unique solution of the following differential equation:

f(u;x, 0) = x

d

dt
f(u;x, t) = u [f(u;x, t)] for every t ∈ R.

Notice that the non-compensated sum above is well-defined, since by Taylor’s formula

∑
0<s≤t

{ρ(Xs−, b∆Zs) −Xs− − b (Xs−)∆Zs} ≤ 1
2

(
sup

s≤t, 0≤θ≤1
|bb′ (f(b∆Zs;Xs−, θ))|

)
[Z]dt ,

and the right-hand expression is finite a.s. Without loss of generality on (1), we can suppose
that α = 0 in the Lévy-Itô decomposition of Z, which will be done subsequently.
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Roughly, the behaviour of the process X solution of (1) is the following: when Z does not
jump, X solves a classical Stratonovitch differential equation driven by βW with coefficients
a for the drift and b for the diffusion. When Z jumps, X also jumps according to:

∆Xt = c(Xt−,∆Zt)

where c is defined by c(u, v) = ρ(bv, u) − u for every u, v ∈ R.
The equation (1) was introduced by Marcus [10] [11]. It can be viewed as a generalization for
càdlàg driving processes of the Stratonovitch equation, even though it only concerns a specific
class of integrands. We refer to [9] for a systematic study of (1), where the driving process
is a general semimartingale on R

d . In the literature, (1) is sometimes called a ”canonical”
equation, since in contrast to a classical Itô-Meyer differential equation, it can be defined on
manifolds in an intrinsic way [1].
Recently, Errami-Russo-Vallois [3] studied this equation in dimension 1, and in the very general
framework where the driving càdlàg process has just finite quadratic variation. Under the
above conditions on a and b, they gave in particular a pathwise representation of the solution,
using the well-known method of Doss [2] for Stratonovitch equations driven by continuous
martingales. All the computations of the fifth section of [3] are indeed similar to those of [2].
Putting together the Theorem 5.4 of [3] and the Lemme 4 of [2] yields the following:

Theorem A (Doss, Errami-Russo-Vallois) The equation (1) has a unique strong solu-
tion X, whose sample paths can be represented by

X = Φ(x, Z)

where Φ : R ×D → D is a locally Lipschitz functional for the locally uniform norm.

Remarks. (a) Compensating the sum of the jumps, one can see (1) as a classical non-linear
Itô equation. Under the conditions on a and b, the existence of a unique strong solution is
ensured by the usual criteria [4].
(b) Obviously, for every t > 0, Xt depends only on {Zs, s ≤ t}. We will write

Xt = Φt (x, {Zs, s ≤ t}) .
(c) The local Lipschitz property of Φ means: for every T > 0, for every compact set of
R × D ([0, T ],R) with respect to the norm |.| + |.|∗T , there exists a constant K such that for
every (x, u), (y, v) in this compact set,

|Φ(x, u) − Φ(y, v)|∗T ≤ K
(|x− y| + |u− v|∗T

)
.

We now briefly come back to Lévy processes. We will say that Z is of type I if its sample
paths have a.s. finite variations on every compact time interval, i.e. if β = 0 and if∫

R

|z| ν(dz) < ∞.

In the other case we will say that Z is of type II. The following is an easy consequence of the
main result of [13]:

Theorem B Suppose that Z is of type II. For every function ψ : R+ → R continuous null
at 0, every T > 0 and ε > 0

P
[ |Z − ψ |∗T < ε

]
> 0.
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In the following we will combine Theorems A and B to prove a support theorem for the
equation (1). The idea is not new and had already been used in [2] to retrieve Stroock-
Varadhan’s support theorem for diffusions in dimension 1. However, the situation is here a bit
more complicated since we are dealing with càdlàg processes.
As a random variable, X solution of (1) is namely valued in Dx, the space of càdlàg functions
from R

+ to R starting at x. We want to define its topological support with respect to d, the
local Skorohod-Prokhorov distance: for every f, g ∈ Dx

d(f, g) =
∑
n≥1

2−n(1 ∧ dn(f, g))

where of every n ∈ N
∗ dn is a certain functional involving the restrictions of f, g on the time

set [0, n+1] and increasing changes of time. We refer to [5] pp. 293-294 for a precise definition
of this functional. By definition Supp X is the set of φ ∈ Dx such that for every n ∈ N

∗ , ε > 0,

P [dn(X,φ) < ε ] > 0.

As in [15], we aim to characterize Supp X in terms of ordinary differential equations. We thus
define U the set of sequences u = {up} = {tp, zp}, where {tp} is an increasing sequence of
(0,+∞) tending to +∞ and {zp} any sequence in Supp ν − {0}. For every u ∈ U and every
continuous function ψ : R+ → R, we introduce the following piecewise differential equation:

φt = x +
∫ t

0

a (φs) ds +
∫ t

0

b (φs)ψs ds +
∑
tp≤t

c
(
φtp−, zp

)
. (2)

Under the conditions on a, b and by the Cauchy-Lipschitz theorem, there is a unique global
solution to (2). Let S be the set of solutions to (2), u varying in U and ψ in the set of
continuous functions from R

+ to R. Let S be the closure of S in (Dx,d).

Theorem Suppose Z is of type II. Then

Supp X = S.

Remarks. (a) When Z is of type I a characterization of the support ofX can be found in [12],
also in terms of piecewise O.D.E.’s. Roughly one must consider the same type of differential
equations as above, but without diffusion part: ψ ≡ 0. Actually this paper deals with general
non-linear Itô equations, and in this framework it also gives a (complicated) support theorem
in the case of type II, but only for β = 0 and when ν is almost symmetric or satisfies an
assumption of regular variation.
(b) Under stronger assumptions on a, b and in the case β 6= 0, the above result had been
obtained by H. Kunita [7] when a horizon T is fixed for the equation (1). His method consists
in generalizing the approximative continuity results of [15]. The case β = 0 is also considered
and yields an analogous support theorem to that of [12], but under the following additional
assumption: ∫

ηn≤|z|≤1

z ν(dz)

must have a limit for some sequence {ηn} tending to 0.
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Proof of the Theorem. The inclusion Supp X ⊂ S is a routine which relies on a Wong-
Zakai approximation [9]. We leave it to the reader. The reverse inclusion is a priori more
delicate, but Theorems A and B will make things somewhat easier.
Fix n ∈ N

∗ , ε > 0, u ∈ U, and ψ continuous from R
+ to R. Let φ be the solution of (2) given

by u and ψ. Let Nn ∈ N
∗ be such that

0 < t1 < . . . < tNn ≤ n+ 1

are the jumping times of φ before n+ 1. Set

η = inf{|zi|, i = 1, . . . , Nn}/2 and ξt =
∫ t

0

ψs ds.

Introduce the process {Zη
t , t ≥ 0} defined by

Zη
t =

∫ t

0

∫
|z|≥η

z µ(ds, dz)

for every t ≥ 0, and define {Tp, Zp} the sequence of its successive jumping times and values.
Set φ̃ for the solution of (2) where {tp} is replaced by {Tp}. For every ρ > 0, the event

Ω1
ρ =

{
sup

1≤p≤Nn+1
|Tp − tp| < ρ

}
has a positive P-probability. Introducing an appropriate increasing change of time transforming
each ti into Ti for i = 1, . . . , Nn, and using Gronwall’s lemma repeatedly, it is not difficult to
see that for ρ > 0 small enough,

dn

(
φ, φ̃

)
< ε/2

on Ω1
ρ. We next set

Ω2
ρ =

{
sup

1≤p≤Nn

|Zp − zp| < ρ

}
.

For every ρ > 0, this event has positive P-probability as well, since the sequence {zp} is chosen
in Supp ν. We finally introduce Z̃η = Z −Zη. It is a Lévy process of type II and ξ : R+ → R

is continuous null at 0. Thanks to Theorem B the event

Ω3
ρ =

{∣∣∣Z̃η − ξ
∣∣∣∗
n+1

< ρ

}
has thus also positive P-probability for every ρ > 0. We will show that there exists ρ > 0 such
that on Ωρ = Ω1

ρ ∩ Ω2
ρ ∩ Ω3

ρ, ∣∣∣X − φ̃
∣∣∣∗
n+1

< ε/2. (3)

Since obviously Ω1
ρ, Ω2

ρ and Ω3
ρ are mutually independent under P, and since the Sup distance

on [0, n+ 1] dominates dn, we will then have

P [dn (X,φ) < ε ] > 0,
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which is the desired result.
In order to show (3), we first remark that since ξ is C1, ζ = Φ(x, ξ) solves the differential
equation

ζt = x +
∫ t

0

a(ζs) ds +
∫ t

0

b(ζs)ψs ds.

In particular, φ̃t = ζt = Φt (x, {ξs, s ≤ t}) on {0 ≤ t < T1}. Similarly, for every p = 1, . . . , Nn,
we see that on {0 ≤ t < Tp+1 − Tp},

φ̃Tp+t = Φt

(
φ̃Tp

,
{
ξTp+s, s ≤ t

})
.

The essential point is that an analogous decomposition yields for the process X : on {t < T1},
Xt = Φt

(
x,
{
Z̃η

s , s ≤ t
})

and for every p = 1, . . . , Nn, on {0 ≤ t < Tp+1 − Tp},

XTp+t = Φt

(
XTp

,
{
Z̃η

Tp+s, s ≤ t
})

.

Besides, it is easy to see that there exists a deterministic constant M such that for every ρ
small enough, ∣∣∣Z̃η

∣∣∣∗
n+1

< M

on Ω3
ρ. We can now apply Theorem A, successively on [0, T1), [T1, T2) , . . . , [TNn , n): there

exists a deterministic constant K such that for every ρ small enough

∣∣∣X − φ̃
∣∣∣∗
T1−

≤ K

(∣∣∣Z̃η − ξ
∣∣∣∗
T1

)
∣∣∣X − φ̃

∣∣∣∗
T1, T2−

≤ K

(∣∣∣XT1
− φ̃T1

∣∣∣+ ∣∣∣Z̃η − ξ
∣∣∣∗
T1, T2

)
...

...

∣∣∣X − φ̃
∣∣∣∗
TNn, n+1

≤ K

(∣∣∣XTNn
− φ̃TNn

∣∣∣+ ∣∣∣Z̃η − ξ
∣∣∣∗
TNn, n+1

)
,

on Ωρ, where for every times S < T and every processX we introduced the following notations:

|X |∗T− = sup
t<T

|Xt|, |X |∗S, T− = sup
S≤t<T

|Xt|, |X |∗S, T = sup
S≤t≤T

|Xt|.

Recall now that for every i = 1, . . . , Nn,

∆XTi
= c

(
XTi−, Zi

)
and ∆φ̃Ti

= c
(
φ̃Ti−, zi

)
.

Under the conditions on b, c is obviously a continuous function. We thus see that all the
right-hand terms in the above inequalities can be made together arbitrarily small on Ωρ as
ρ ↓ 0, which completes the proof. �

We now want to give some criteria ensuring that the support of X is big enough in Dx. We
denote by Cx the set of continuous functions from R

+ to R starting from x. The following is
immediate in view of Example VI.8.1 in [4]:
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Corollary 1 Suppose that Z is of type II and that b never vanishes. Then Supp X is the
closure of the set of following functions:

φ : t 7→ ψt +
∑
tp≤t

c
(
φtp−, zp

)
,

where ψ ∈ Cx and {tp, zp} ∈ U.

Remarks. (a) In particular, the second order integro-differential operator associated with X
fulfils everywhere a strong maximum principle [15]. Analytically this is not a surprise, since
this operator is ”hypoelliptic” when b never vanishes. Notice also that in the case of type I
the non-vanishing condition on b does not play any rôle, since there is no diffusion part in the
skeleton.
(b) Under the above conditions on Z and b, it is also immediate that for every t > 0,

Supp Xt = R.

Under additional regularity conditions on a, b and ν, one can prove that the law of Xt admits a
continuous density [8]. In view of the above, one can wonder if the density will be everywhere
positive.

The next corollary gives a criterion ensuring that the support of X is Dx itself:

Corollary 2 Suppose Z of type II, that b never vanishes and that Supp ν = R. Then

Supp X = Dx.

Proof. Thanks to the proof of Corollary VI.1.43 a) in [5], any function in Dx can be approx-
imated for the distance d by a sequence of step-functions with finitely many jumps on any
compact time set, starting from x. In view of Corollary 1 and since Supp ν = R, it is thus
enough to prove that for every y ∈ R, the set {f(bz; y, 1), z ∈ R } is R itself if b never vanishes.
This is an easy exercise.

�

Final remarks. (a) With a different functional, Theorem A is still valid when Z is valued in
R

d , d ≥ 1, under the classical solvability assumption on the vector fields driving the equation
[6]. If Z is ”entirely of type II”, i.e. if none of its projections on any subspace of Rd is of
type I, Theorem B applies as well [13]. In this framework, it is thus also possible to obtain a
support theorem for (1), with the corresponding multi-dimensional skeletons.
(b) Consider now a general non-linear Itô equation driven by Z:

Xt = x +
∫ t

0

a (Xs) ds +
∫ t

0

b (Xs−) dZs +
∑

0<s≤t

c (Xs−,∆Zs) (4)

where c is any continuous function satisfying locally c(y, z) ≤ K|z|2 for some constant K.
Apparently its stochastic dynamics is not so different from that of the Marcus equation, since
(4) can be rewritten as follows:

Xt = x +
∫ t

0

a (Xs−, dVs) +
∫ t

0

b (Xs−) ◦ dZs
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for some appropriate function a and some process V with finite variations. If V were continu-
ous, Theorem 5.4 in [3] would apply, so that we could again get a Theorem A. Unfortunately
this is not the case, and apart from equations involving a different class of non-linear inte-
grands [14], the author did not succeed yet in finding a general pathwise representation for the
solutions of (4).
(c) Even if a pathwise representation does not hold, one can wonder if it would not be possible
to ”compare” the sample paths of (1) and (4), in order to prove a support theorem for the
latter. One is then rapidly led to compare (1) with the following equation:

Xt = x +
∫ t

0

a (Xs−) ds +
∫ t

0

b (Xs−) ◦ dZs +
∑

0<s≤t

|∆Zs|2.

However, even if the last term in the right-hand side has finite variations, it jumps infinitely
often on any compact time interval, so that one must take in consideration the a.s. behaviour
of (1) in small times. But the distance between x and Xt solution to (1) is of order |Zt| when
t ↓ 0, which does not converge rapidly enough to 0 if Z is of type II.
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