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Abstract

We prove the central limit theorem (CLT) for a sequence of independent zero-mean
random variables ξj , perturbed by predictable multiplicative factors λj with values
in intervals [λj , λj ]. It is assumed that the sequences λj , λj are bounded and satisfy
some stabilization condition. Under the classical Lindeberg condition we show that
the CLT limit, corresponding to a “worst” sequence λj , is described by the solution v of
one-dimensional G-heat equation. The main part of the proof follows Peng’s approach
to the CLT under sublinear expectations, and utilizes Hölder regularity properties of v.
Under the lack of such properties, we use the technique of half-relaxed limits from
the theory of viscosity solutions.
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1 Introduction

Consider a sequence of independent one-dimensional random variables (ξj)
∞
j=1 with

zero means and finite variances σ2
j = Eξ2j > 0. Put s2n =

∑n
j=1 σ

2
j , ε > 0 and assume that

the Lindeberg condition

Ln(ε) =
1

s2n

n∑
j=1

E
(
ξ2j I{|ξj |>εsn}

)
→ 0, n→∞ (1.1)

is satisfied. Then, by the classical central limit theorem (CLT), for any bounded continu-
ous function f : R 7→ R we have

lim
n→∞

Ef

 1

sn

n∑
j=1

ξj

 = Ef(ζ), (1.2)

where ζ has the standard normal law.
In this paper we assume that the variance of ξj is not known exactly and may belong to

an interval. Our goal is to obtain the “least upper bound” L for the quantity (1.2) under
such model uncertainty. The result, as well as its proof, are similar to those obtained
by Peng [13, 14] and the followers [11, 20, 8] under the nonlinear expectations theory
paradigm. It appears that L can be described in terms of the solution v of a nonlinear
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Central limit theorem under variance uncertainty

parabolic equation, called G-heat equation. One of the objectives of the present paper is
to show that this description also comes from a classical problem statement, and need
not be linked to the nonlinear expectations theory.

To give a precise problem formulation, consider a filtered probability space

(Ω,F ,P, (Fj)
∞
j=0)

and an adapted sequence (ξj)
∞
j=1 of random variables such that Eξj = 0, Eξ2j = σ2

j ∈ (0,∞)

and ξj is independent from Fj−1. Let (λj)
∞
j=0 be an adapted sequence, whose elements

λj take values in deterministic intervals [λj , λj ], 0 ≤ λj ≤ λj . Considering the sequence
ηj = λj−1ξj , one can regard the multipliers λj−1 as a “predictable perturbation” of the
original sequence ξj . The intervals [λj−1σj , λj−1σj ] indicate possible standard deviations
of ηj .

Assumption 1.1. The Lindeberg condition (1.1) is satisfied.

Assumption 1.2. The sequence λj is bounded by a constant Λ.

Assumption 1.3. The sequences λj , λj satisfy the following stabilization condition:

Mn =

n−1∑
j=0

σ2
j+1

s2n

(
|λ2j − λ

2|+ |λ2j − λ
2|
)
→ 0, n→∞ (1.3)

for some λ ≥ λ ≥ 0.

Put Bj = [λ2j , λ
2

j ], B = [λ2, λ
2
] and denote by

dH(Bj , B) = max{|λ2j − λ
2|, |λ2j − λ

2|}

the Hausdorff distance between these intervals (see, e.g., [1, Chapter 2]). Condition
(1.3) is equivalent to the following one:

n−1∑
j=0

σ2
j+1

s2n
dH(Bj , B)→ 0, n→∞. (1.4)

In the summability theory the transformation

tn =
p1a1 + · · ·+ pnan
p1 + · · ·+ pn

, pn > 0

of a sequence (ai)
∞
i=1 is called a Riesz mean (see [16, Section 1.4], [4, Section 3.2]).

By Assumption 1.3, the sequence dH(Bj , B) is summable to 0 by the Riesz method,
determined by the sequence pi = σ2

i . Furthermore, the Lindeberg condition implies the
Feller condition

lim
n→∞

max
1≤j≤n

σj
sn

= 0 (1.5)

(see, e.g., [3], Chapter 6, §28). In particular, sn → ∞. Hence, the Riesz summation
method, defined above, is regular (see [16, Theorem 1.4.4]), and if dH(Bj , B)→ 0, then
the Assumption 1.3 is satisfied. We also mention a necessary and sufficient condition for
(1.4) to hold true, given in [4] (Lemma 3.2.14). This result is applicable since σ2

n/s
2
n → 0

by (1.5).
Note that from the identity

n−1∑
j=0

σ2
j+1

s2n
= 1
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Central limit theorem under variance uncertainty

it easily follows that

lim
n→∞

n−1∑
j=0

σ2
j+1

s2n
λ
2

j = λ
2
, lim

n→∞

n−1∑
j=0

σ2
j+1

s2n
λ2j = λ2.

Denote by An the set of adapted sequences λn0 = (λj)
n
j=0 with values in [λj , λj ]. Our

goal is to describe the quantity

L = lim
n→∞

sup
λn−1
0 ∈An−1

Ef

 1

sn

n−1∑
j=0

λjξj+1

 , (1.6)

which can be loosely characterized as the least upper bound of (1.2) under variance
uncertainty.

The main role in this description is played by the solution of the nonlinear parabolic
equation

vt +
1

2
sup

λ∈[λ,λ]

(
λ2vxx

)
= vt +

1

2

(
λ
2
v+xx − λ

2v−xx

)
= 0, (t, x) ∈ [0, 1)×R, (1.7)

satisfying the boundary condition

v(1, x) = f(x), x ∈ R. (1.8)

In the context of the CLT under sublinear expectations, equation (1.7) appeared in
[13]. It was called G-heat equation in [12]. As is mentioned in [5], such equation arises
in various applications in control theory, mechanics, combustion, biology, and finance. It
is known also as a Barenblatt equation: see, e.g., [9].

One can obtain (1.7) by considering λj as a control sequence, writing down dynamic
programming equations for discrete time finite horizon optimization problems

sup
λn−1
0 ∈An−1

Ef

 1

sn

n−1∑
j=0

λjξj+1

 ,

and passing to the limit as n → ∞. This approach was proposed in [18] in the case of
identically distributed (multidimensional) random variables ξj . However, in the present
context, it seems that this method requires hypotheses, which are stronger than the
Lindeberg condition. Thus, we follow Peng’s approach, which takes equation (1.7) as a
starting point, and utilizes a deep result on the existence of its solution in an appropriate
Hölder class.

Put Q = [0, 1]×R,

‖h‖0;R = sup
x∈R
|h(x)|, ‖g‖0;Q = sup

(t,x)∈Q
|g(t, x)|,

[h]α;R = sup
xi∈R,
x1 6=x2

|h(x1)− h(x2)|
|x1 − x2|α

, α ∈ (0, 1],

[g]α;Q = sup
(ti,xi)∈Q,

(t1,x1)6=(t2,x2)

|g(t1, x1)− g(t2, x2)|
(|t1 − t2|1/2 + |x1 − x2|)α

, α ∈ (0, 1],

and consider the Hölder spaces C2+α(R), C1+α/2,2+α(Q) with the norms

‖h‖C2+α(R) = ‖h‖0;R + ‖hx‖0;R + ‖hxx‖0;R + [hxx]α;R,
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Central limit theorem under variance uncertainty

‖g‖C1+α/2,2+α(Q) = ‖g‖0;Q + ‖gx‖0;Q + ‖gt‖0;Q + ‖gxx‖0;Q + [gt]α;Q + [gxx]α;Q.

Under the assumptions f ∈ C2+α(R), α ∈ (0, 1]; λ > 0 the existence of a classical
solution v ∈ C1+α′/2,2+α′(Q) (with some of α′ ∈ (0, 1]) of (1.7), (1.8) was proved by Krylov:
see [10] (Theorem 1.1 or Theorem 5.3).

If λ = 0 then only the existence of a viscosity solution is guaranteed. Let us recall
this result along with related definitions. Put Q◦ = [0, 1) × R and assume that f is
a bounded continuous function: f ∈ Cb(R). A bounded upper semicontinuous (usc)
function v : Q 7→ R is called a viscosity subsolution of (1.7), (1.8) if

v(1, x) ≤ f(x), x ∈ R, (1.9)

and for any (t, x) ∈ Q◦ and any test function ϕ ∈ C2(R2) such that (t, x) ∈ Q◦ is a strict
local maximum point of v − ϕ on Q◦, the inequality

− ϕt(t, x)− 1

2
sup

λ∈[λ,λ]

(
λ2ϕxx(t, x)

)
≤ 0 (1.10)

holds true. To define a viscosity supersolution, one should consider a bounded lower
semicontinuous (lsc) function v, a strict local minimum point of v − ϕ, and reverse the
inequalities (1.9), (1.10).

We will use the following comparison result. Consider a viscosity subsolution u and
a viscosity supersolution w of (1.7), (1.8). Since we require (1.7) to be satisfied in the
viscosity sense at the lower boundary of Q, by the accessibility theorem of [6], we have

u(0, x) = lim sup
(t,y)∈(0,1)×R,
t→0,y→x

u(t, y); w(0, x) = lim inf
(t,y)∈(0,1)×R,
t→0,y→x

w(t, y)

and by the comparison result of [7] (Theorem 1) it follows that u ≤ w on Q.
A bounded continuous function v : Q 7→ R is called a viscosity solution of (1.7), (1.8),

if it is viscosity sub- and supersolution. The existence of a continuous viscosity solution of
(1.7), (1.8) for f ∈ Cb(R) is well known from the theory of optimal control. The stochastic
control representation of such solution can be found in [19] (Chap. 4, Theorem 5.2).

Theorem 1.4. Let f be a bounded continuous function, and let v be the continuous
viscosity solution of (1.7), (1.8). Then, under Assumptions 1.1–1.3, we have L = v(0, 0).

It is interesting to compare Theorem 1.4 with related results obtained in the frame-
work of sublinear expectations theory. Besides the original result of Peng [13, 14], which
is discussed in [18], we mention the papers [11, 20, 8], where the random variables were
not assumed to be identically distributed. We will discuss only the result of [20], which
extends [11]. The result of [8] concerns the multidimensional case.

Let us briefly describe the construction of a sublinear expectation space (Ω,H, Ê),
which allows to rewrite the expression (1.6) in terms of a sublinear expectation. This
construction is, in fact, the same as in [18, Section 4], where some more details are
given. Consider the space of sequences Ω = {(yi)∞i=1 : yi ∈ R}, and introduce the space
of random variables H as follows: H = ∪∞n=1Hn, where Hn is some linear space (we do
not go into details) of functions Y = ψ(y1, . . . , yn) of n variables. Define the sublinear
expectation by the formula

ÊY = sup
λn−1
0 ∈An−1

0

Eψ(λ0ξ1/σ1, . . . , λn−1ξn/σn). (1.11)

Let Yi be the projection mappings: Yi(y) = yi. One can show that Yn is independent from
(Y1, . . . , Yn−1) in the sense of sublinear expectations theory (see [15], Definition 3.10).
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Central limit theorem under variance uncertainty

By (1.11) we get the following representation for L :

L = lim
n→∞

sup
λn−1
0 ∈An−1

Ef

 1

sn

n∑
j=1

λj−1ξj

 = lim
n→∞

Êf

 n∑
j=1

σj
sn
Yj

 .

Let us apply Theorem 3.1 of [20] to the sequence Yi. We have

Ê(±Yi) = sup
λi−1∈[λi−1,λi−1]

E(±λi−1ξi/σi) = 0,

ÊY 2
i = sup

λi−1∈[λi−1,λi−1]

E(λi−1ξi/σi)
2 = λ

2

i−1,

−Ê(−Y 2
i ) = − sup

λi−1∈[λi−1,λi−1]

E
(
−(λi−1ξi/σi)

2
)

= λ2i−1.

Besides a condition, identical to Assumption 1.3, in [20] it is assumed that

Ê|Yi|2+δ = sup
λi−1∈[λi−1,λi−1]

E |λi−1ξi/σi|2+δ = λ
2+δ

i−1E|ξi/σi|2+δ ≤M, (1.12)

lim
n→∞

n∑
j=1

(
σj
sn

)2+δ

= 0 (1.13)

for some M > 0, δ > 0. Note that (1.12) was used in [20] in this form, although it was
not clearly formulated (see condition (3) of Theorem 3.1 in [20]). The result of [20] tells
us that L = Êf(Z), where Z is a G-normal random variable with

G(s) =
1

2
(s+λ

2 − s−λ2).

By the characterization of the G-normal distribution (see, e.g., [15], Example 1.13) this
is equivalent to the assertion of Theorem 1.4.

Thus, under the assumptions (1.12), (1.13) (instead of Assumptions 1.1, 1.2), Theorem
1.4 follows from the result of [20]. It is easy to see that (1.12) implies Assumption 1.2:

λi−1 =
(
E(λ

2

i−1ξ
2
i /σ

2
i )
)1/2

≤
(
E(λ

2+δ

i−1 |ξi/σi|2+δ)
)1/(2+δ)

and (1.12), (1.13) imply that

1

s2n

n∑
j=1

E
(
λ
2+δ

j−1ξ
2
j I{|ξj |>εsn}

)
≤ 1

εδs2+δn

n∑
j=1

λ
2+δ

j−1E |ξj |
2+δ ≤ M

εδs2+δn

n∑
j=1

σ2+δ
j → 0, n→∞.

The last condition is slightly weaker than Assumption 1.1, and coincides with the latter
if lim infj→∞ λj > 0.

Note that if there is no model uncertainty: λj = λj = 1, then Theorem 1.4 reduces to
the classical CLT, mentioned at the beginning of the present paper. This is not the case
with the result of [20], since in this case the conditions (1.12), (1.13) are stronger then
the Lindeberg condition. We also mention that [20] deals only with classical solutions of
the G-heat equation, so the case λ = 0 is, in fact, not considered there. However, the
sublinear expectations theory is able to handle the degenerate case via perturbation
methods, see [14] (the proof of Theorem 5.1), [8] (the proof of Theorem 3.1).
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2 Proof of Theorem 1.4

(i) We first consider the case f ∈ C2+α(R), α > 0 and λ > 0. Put

Xj+1 = Xj +
λj
sn
ξj+1, j = 0, . . . , n− 1, X0 = 0; tj =

j∑
k=0

σ2
k

s2n
.

Since the solution v of (1.7), (1.8) belongs to v ∈ C1+α′/2,2+α′(Q), we can apply Taylor’s
formula:

v(1, Xn)− v(0, 0) =

n−1∑
j=0

(v(tj+1, Xj+1)− v(tj , Xj+1) + v(tj , Xj+1)− v(tj , Xj))

=

n−1∑
j=0

(
vt(t̂j , Xj+1)(tj+1 − tj) + vx(tj , Xj)(Xj+1 −Xj) +

1

2
vxx(tj , X̂j)(Xj+1 −Xj)

2

)
,

where t̂j = tj + β(tj+1 − tj), X̂j = Xj + γ(Xj+1 −Xj), β, γ ∈ [0, 1]. By the independence
of Xj and ξj+1 we conclude that E(vx(tj , Xj)(Xj+1 −Xj)) = 0. Thus,

Ev(1, Xn)− v(0, 0) = E
n−1∑
j=0

σ2
j+1

s2n

(
vt(t̂j , Xj+1) +

λ2j
2

ξ2j+1

σ2
j+1

vxx(tj , X̂j)

)
= Jn + In,

Jn = E
n−1∑
j=0

σ2
j+1

s2n

(
vt(tj , Xj) +

λ2j
2

ξ2j+1

σ2
j+1

vxx(tj , Xj)

)
= E

n−1∑
j=0

σ2
j+1

s2n

(
vt +

λ2j
2
vxx

)
(tj , Xj),

In = E
n−1∑
j=0

σ2
j+1

s2n

(
vt(t̂j , Xj+1)− vt(tj , Xj) +

λ2j
2

ξ2j+1

σ2
j+1

(vxx(tj , X̂j)− vxx(tj , Xj))

)
.

We can rewrite Jn as J1
n + J2

n, where

J1
n = E

n−1∑
j=0

σ2
j+1

s2n

(
vt +

1

2

(
λ
2
v+xx − λ

2v−xx

))
(tj , Xj),

J2
n =

1

2
E
n−1∑
j=0

σ2
j+1

s2n

(
(λ2j − λ

2
)v+xx + (λ2 − λ2j )v−xx

)
(tj , Xj).

From the definition of v we see that J1
n = 0. Furthermore, from the stabilization

condition (1.3) it follows that

sup
λn−1
0 ∈An−1

J2
n ≤

1

2
E
n−1∑
j=0

σ2
j+1

s2n

(
(λ

2

j − λ
2
)v+xx + (λ2 − λ2j )v−xx

)
(tj , Xj) ≤ CMn → 0,

n → ∞, since the second derivative of v is uniformly bounded. On the other hand,
choosing a sequence

λj = λjI{vxx(tj ,Xj)>0} − λjI{vxx(tj ,Xj)≤0}, j ≥ 1,

with an arbitrary λ0, we get an opposite inequality

sup
λn−1
0 ∈An−1

J2
n ≥

1

2
E
n−1∑
j=0

σ2
j+1

s2n

(
(λ

2

j − λ
2
)v+xx + (λ2 − λ2j )v−xx

)
(tj , Xj) ≥ −CMn → 0.
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Combining all these results, we conclude that

lim
n→∞

sup
λn−1
0 ∈An−1

Jn = 0. (2.1)

Now consider In = I1n + I2n + I3n:

I1n = E
n−1∑
j=0

σ2
j+1

s2n

(
vt(t̂j , Xj+1)− vt(tj , Xj)

)
,

I2n = E
n−1∑
j=0

ξ2j+1

s2n

λ2j
2

(
vxx(tj , X̂j)− vxx(tj , Xj)

)
I{|ξj+1|>εsn},

I3n = E
n−1∑
j=0

ξ2j+1

s2n

λ2j
2

(
vxx(tj , X̂j)− vxx(tj , Xj)

)
I{|ξj+1|≤εsn}.

By the Hölder continuity of vt we have

|I1n| ≤CE
n−1∑
j=0

σ2
j+1

s2n

(
|t̂j − tj |α

′/2 + |Xj+1 −Xj |α
′
)

≤CE
n−1∑
j=0

σ2
j+1

s2n

((
σj+1

sn

)α′
+

(
λj |ξj+1|
sn

)α′)
.

Using the inequality E|ξj+1|α
′ ≤ (Eξ2j+1)α

′/2 = σα
′

j+1, and the independence of λj and ξj+1,
we obtain the estimate

|I1n| ≤ C
n−1∑
j=0

σ2
j+1

s2n
(1 + λ

α′

j )

(
σj+1

sn

)α′
≤ C

(
max
1≤j≤n

σj
sn

)α′ (
1 + Λα

′
)
.

From (1.5) it follows that I1n → 0.
Furthermore, since the sequence λj is bounded and the second derivative of v is

uniformly bounded, by the Lindeberg condition we get

|I2n| ≤ CLn(ε)→ 0, n→∞.

The last term I3n is estimated with the use of the Hölder continuity property of vxx:

|I3n| ≤ CE
n−1∑
j=0

ξ2j+1

s2n

λ2j
2

∣∣∣∣λj |ξj+1|
sn

∣∣∣∣α′ I{|ξj+1|≤εsn} ≤ CΛ2+α′
n−1∑
j=0

σ2
j+1

s2n
εα
′

= CΛ2+α′εα
′
.

Therefore,
lim
n→∞

sup
λn−1
0 ∈An−1

|In| = 0. (2.2)

From (2.1) and (2.2) it follows that

L = lim
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) = lim
n→∞

sup
λn−1
0 ∈An−1

Ev(1, Xn) = v(0, 0).

So, we have proved the theorem in the case f ∈ C2+α, λ > 0.
(ii) Now assume that λ = 0. Put

Xε
n =

1

sn

n−1∑
j=0

(λ2j + ε2)1/2ξj+1, L ε = lim
n→∞

sup
λn−1
0 ∈An−1

Ef (Xε
n) .
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The intervals [µ
j
, µj ] = [(λ2j + ε2)1/2, (λ

2

j + ε2)1/2] stabilize to [ε, (λ
2

+ ε2)1/2] in the sense
of Assumption 1.3:

n−1∑
j=0

σ2
j+1

s2n

(
|µ2
j − (λ

2
+ ε2)|+ |µ2

j
− ε2|

)
→ 0, n→∞.

By part (i) of the proof, we infer that L ε = vε(0, 0), where vε satisfies

vεt +
1

2

(
(λ

2
+ ε2)(vεxx)+ − ε2(vεxx)−

)
= 0, x ∈ Q◦; vε(1, x) = f(x), x ∈ R (2.3)

in the classical sense. Let v be the continuous viscosity solution of the limiting problem

vt +
1

2
λ
2
v+xx = 0, x ∈ Q◦; v(1, x) = f(x), x ∈ R. (2.4)

The desired result is a consequence of the relations

L := lim
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) = lim
ε→0

L ε, v(0, 0) = lim
ε→0

vε(0, 0), (2.5)

which we are going to prove.
Since we still assume that f ∈ C2+α(R), this function is uniformly Lipschitz continu-

ous. Put ψε(λ) = (λ2 + ε2)1/2 − λ. We have

|Ef(Xε
n)− Ef(Xn)| ≤ CE|Xε

n −Xn| ≤
C

sn

E

n−1∑
j=0

ψε(λj)ξj+1

2


1/2

= C

E
n−1∑
j=0

σ2
j+1

s2n
ψ2
ε(λj)

1/2

≤ Cε,

since supλ≥0 ψε(λ) = ε. Thus,

L ε − Cε ≤ lim inf
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) ≤ lim sup
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) ≤ L ε + Cε, (2.6)

lim sup
ε→0

L ε ≤ lim inf
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) ≤ lim sup
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) ≤ lim inf
ε→0

L ε.

These estimates imply the first equality in (2.5).
Furthermore, define the half-relaxed (or weak ) limits of vε by

v(t, x) = lim inf
(s,y)→(t,x),

ε→0

vε(s, y), v(t, x) = lim sup
(s,y)→(t,x),

ε→0

vε(s, y), (t, x) ∈ Q.

The function v (resp., v) is usc (resp., lsc): see [2] (Chap. 5, Lemma 1.5).
Take ϕ ∈ C2(R2) and assume that z = (t, x) ∈ Q is a strict local maximum point of

v − ϕ on Q. Then there exist sequences εk → 0, zk = (tk, xk) ∈ Q such that zk → z,
vεk(zk)→ v(z), and zk is a local maximum point of vεk −ϕ on Q: see [2] (Chap. 5, Lemma
1.6).

If t ∈ [0, 1), then tk ∈ [0, 1) for sufficiently large k and

−ϕt(zk)− sup
λ∈[εk,λ+εk]

(λ2ϕxx(zk)) ≤ 0,
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since vεk is a viscosity solution of (2.3). Passing to the limit as εk → 0, we get the
inequality

− ϕt(z)− sup
λ∈[0,λ]

(λ2ϕxx(z)) ≤ 0, (2.7)

which means that v is a viscosity subsolution of (2.4) on Q◦.
Let t = 1. If there are infinitely many tk < 1, then we again obtain (2.7) as above.

Moreover, we can change the test function ϕ to ϕ̂ = ϕ+ c(1− t), c > 0 since (1, x) is still
a strict local maximum point of v − ϕ̂. Substituting ϕ̂ in (2.7), we get a contradiction:

c− ϕt(z)− sup
λ∈[0,λ]

(λ2ϕxx(z)) ≤ 0, for any c > 0.

Thus, for sufficiently large k, we have vεk(zk) = f(xk) and v(z) = limk→∞ f(xk) = f(x).
We have proved that v is a viscosity subsolution of (2.4). Similarly, one can prove

that v is a viscosity supersolution of (2.4). By the comparison result of [7], mentioned
in Section 1, we have v ≤ v on Q. The converse inequality v ≥ v is immediate from the
definition. We infer that v = v = v is a continuous viscosity solution of (2.4), and the
second equality in (2.5) holds true:

v(0, 0) ≤ lim inf
ε→0

vε(0, 0) ≤ lim sup
ε→0

vε(0, 0) ≤ v(0, 0).

This completes the proof of Theorem 1.4 in the case λ = 0.
(iii) It remains to consider the case f ∈ Cb(R). It is not difficult to show that there

exists a function fε ∈ C∞(R) such that |f(x)− fε(x)| ≤ ε: see, e.g., [17]. Furthermore,
consider a function χ ∈ C∞,

χ(x) = 1, |x| ≤ 1; χ(x) = 0, |x| ≥ 2,

and put gε(x) = χ(ε1/2x)fε(x). We have

|Ef(Xn)− Egε(Xn)| ≤ |Ef(Xn)− Efε(Xn)|+ |Efε(Xn)− Egε(Xn)|

≤ ε+ CP(ε1/2|Xn| ≥ 1) ≤ ε+ CεEX2
n ≤ ε+ Cε

n−1∑
j=0

λ
2

jσ
2
j+1

s2n
= (1 + CΛ2)ε.

From this estimate we obtain the inequalities of the form (2.6) with

L ε = lim
n→∞

sup
λn−1
0 ∈An−1

Egε (Xn) .

Just mentioned inequalities imply that

L := lim
n→∞

sup
λn−1
0 ∈An−1

Ef(Xn) = lim
ε→0

L ε. (2.8)

Denote by V ε, the viscosity solution of (1.7), (1.8), corresponding to the terminal
condition gε instead of f . Since gε ∈ C2+α(R), we have

L ε = V ε(0, 0) (2.9)

by the result, already proved.
Finally, note, that the convergence gε(x) = χ(ε1/2x)fε(x)→ f(x), ε→ 0 is uniform on

compact sets. It follows that

lim inf
y→x
ε→0

gε(y) = lim sup
y→x
ε→0

gε(y) = f(x).

Using this fact, by the method of half-relaxed limits, applied above, it is easy to prove
that

lim
ε→0

V ε(0, 0) = v(0, 0). (2.10)

From (2.8)–(2.10) we conclude that L = v(0, 0). The proof of Theorem 1.4 is complete.

ECP 20 (2015), paper 66.
Page 9/10

ecp.ejpecp.org

http://dx.doi.org/10.1214/ECP.v20-4341
http://ecp.ejpecp.org/


Central limit theorem under variance uncertainty

References

[1] G. Alefelf and J. Herzberger, Introduction to interval computations, Academic Press, New
York, 1983. MR-0733988

[2] M. Bardi and I. Capuzzo-Dolcetta, Optimal control and viscosity solutions of Hamilton-Jacobi-
Bellman equations, Birkhauser, Boston, 1997. MR-1484411

[3] H. Bauer, Probability theory, Walter de Gruyter, Berlin, 1996. MR-1385460

[4] J. Boos, Classical and modern methods in summability, Oxford University Press, New York,
2000. MR-1817226

[5] L.A. Caffarelli and U. Stefanelli, A counterexample to C2,1 regularity for parabolic fully
nonlinear equations, Commun. Part. Diff. Eq. 33 (2008), no. 7, 1216–1234. MR-2450157

[6] Y.-G. Chen, Y. Giga, and S. Goto, Remarks on viscosity solutions for evolution equations, Proc.
Japan Acad., Ser. A 67 (1991), no. 10, 323–328. MR-1151347

[7] J. Diehl, P.K. Friz, and H. Oberhauser, Regularity theory for rough partial differential equations
and parabolic comparison revisited, Stochastic Analysis and Applications 2014, Springer,
2014, pp. 203–238. MR-3332714

[8] Z.C. Hu and L. Zhou, Multi-dimensional central limit theorems and laws of large numbers
under sublinear expectations, Acta Math. Sin. 31 (2015), no. 2, 305–318. MR-3297852

[9] S. Kamin, L.A. Peletier, and J.L. Vazquez, On the Barenblatt equation of elasto-plastic filtration,
Indiana U. Math. J. 40 (1991), no. 4, 1333–1362. MR-1142718

[10] N.V. Krylov, Boundedly nonhomogeneous elliptic and parabolic equations, Math. USSR Izv.
20 (1983), no. 3, 459–492.

[11] M. Li and Y.F. Shi, A general central limit theorem under sublinear expectations, Sci. China
Math. 53 (2010), no. 8, 1989–1994. MR-2679081

[12] S. Peng, G-expectation, G-Brownian motion and related stochastic calculus of Itô type,
Stochastic analysis and applications: The Abel Symposium 2005, Springer, 2007, pp. 541–567.
MR-2397805

[13] , Law of large numbers and central limit theorem under nonlinear expectations,
Preprint arXiv:math/0702358 [math.PR], 8 pages, 2007.

[14] , A new central limit theorem under sublinear expectations, Preprint arXiv:0803.2656
[math.PR], 25 pages, 2008.

[15] , Nonlinear expectations and stochastic calculus under uncertainty, Preprint
arXiv:1002.4546 [math.PR], 149 pages, 2010.

[16] G.M. Petersen, Regular matrix transformations, McGraw-Hill, London, 1966. MR-0225045

[17] L.E. Pursell, Uniform approximation of real continuous functions on the real line by infinitely
differentiable functions, Math. Mag. 40 (1967), no. 5, 263–265. MR-0223507

[18] D.B. Rokhlin, Central limit theorem under uncertain linear transformations, Preprint
arXiv:1505.01084v2 [math.PR], 11 pages, 2015.

[19] J. Yong and X.Y. Zhou, Stochastic controls: Hamiltonian systems and HJB equations, Springer,
New York, 1999. MR-1696772

[20] D. Zhang and Z. Chen, A weighted central limit theorem under sublinear expectations,
Commun. Stat. Theory 43 (2014), no. 3, 566–577. MR-3171055

ECP 20 (2015), paper 66.
Page 10/10

ecp.ejpecp.org

http://www.ams.org/mathscinet-getitem?mr=0733988
http://www.ams.org/mathscinet-getitem?mr=1484411
http://www.ams.org/mathscinet-getitem?mr=1385460
http://www.ams.org/mathscinet-getitem?mr=1817226
http://www.ams.org/mathscinet-getitem?mr=2450157
http://www.ams.org/mathscinet-getitem?mr=1151347
http://www.ams.org/mathscinet-getitem?mr=3332714
http://www.ams.org/mathscinet-getitem?mr=3297852
http://www.ams.org/mathscinet-getitem?mr=1142718
http://www.ams.org/mathscinet-getitem?mr=2679081
http://www.ams.org/mathscinet-getitem?mr=2397805
http://www.ams.org/mathscinet-getitem?mr=0225045
http://www.ams.org/mathscinet-getitem?mr=0223507
http://www.ams.org/mathscinet-getitem?mr=1696772
http://www.ams.org/mathscinet-getitem?mr=3171055
http://dx.doi.org/10.1214/ECP.v20-4341
http://ecp.ejpecp.org/

	Introduction
	Proof of Theorem 1.4
	References

