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## Abstract

In this note we give semi-explicit solutions for $r$-balayages of matrix-exponential Lévy processes. To this end, we turn to an identity for the joint Laplace transform of the first entry time and the undershoot and a semi-explicit solution of the negative Wiener-Hopf factor. Our result is closely related to the works by Mordecki in [11], Asmussen, Avram and Pistorius in [3], Chen, Lee and Sheu in [7], and many others.

## 1 Introduction

Given a Lévy process $X=\left(X_{t}, t \geq 0\right)$ on $\mathbb{R}$. For $x \in \mathbb{R}$, denote by $\mathbb{P}_{x}$ the law of $X$ under which $X_{0}=$ $x$ and write simply $\mathbb{P}_{0}=\mathbb{P}$. Let $\psi$ be the Laplace exponent of $X$, that is, $\mathbb{E}\left[e^{i \xi X_{1}}\right]=\exp \{\psi(i \xi)\}$ for $\xi \in \mathbb{R}$. For every killing rate $r \geq 0$, consider the $r$-balayage operator $P^{r}$ defined by

$$
\begin{equation*}
P^{r} g(x) \equiv \mathbb{E}_{x}\left[e^{-r \tau} g\left(X_{\tau}\right)\right], \quad g \in \mathscr{B}_{b}\left(\mathbb{R}_{-}\right), \tag{1.1}
\end{equation*}
$$

with the convention that $r \cdot \infty=\infty$. Here, by writing $\mathbb{R}_{-}=(-\infty, 0]$, we take $\tau=\inf \{t \geq$ $\left.0 ; X_{t} \in \mathbb{R}_{-}\right\}$and $\mathscr{B}_{b}\left(\mathbb{R}_{-}\right)$as the set of all bounded Borel measurable functions defined on $\mathbb{R}_{-}$. Solutions of $r$-balayages have been a major concern not only in probability theory itself but also in applied sciences such as mathematical finance and insurance mathematics (see [8] and [9]). It is, however, an undeniable fact that only few Lévy processes allow solutions for their $r$-balayages. Besides the classical case of Lévy processes with no negative jumps, various authors have found that $r$-balayages have semi-explicit solutions when the triplet $(r, g, X)$ is well chosen. See the works by Mordecki in [11], Avram and Usabel in [4], Asmussen, Avram and Pistorius in [3], Alili and Kyprianou in [1], Boyarchenko and Levendorskií in [6], Chen, Lee and Sheu in [7], and

[^0]many others. In particular, the salient feature of their choices of the underlying process $X$ is that $X$ is taken from the class of matrix-exponential Lévy processes. A natural question then arises. We ask whether the class of matrix-exponential Lévy processes allow semi-explicit solutions for $r$-balayages for all bounded measurable functions $g$ and all $r \geq 0$.
We say that a Lévy process is a matrix-exponential Lévy process if its downward Lévy measure is a finite measure and has a rational Laplace transform. In other words, the upward Lévy measure of $-X$ is proportional to a matrix-exponential distribution $d F$ given by
\[

$$
\begin{equation*}
d F(y)=\sum_{j=1}^{n} \sum_{k=1}^{n_{j}} A_{j, k} y^{k-1} e^{-\lambda_{j} y} d y, \quad y>0 \tag{1.2}
\end{equation*}
$$

\]

Note that the parameters $A_{j, k}$ and $\lambda_{j}$ are not necessarily real; see [10]. The two dense classes of distributions on $(0, \infty)$ - phase-type distributions and distributions which are linear combinations of exponential distributions - are both subclasses of matrix-exponential distributions. See [2] Theorem 4.2 and [5]. In particular, by Proposition 1 in [3], matrix-exponential Lévy processes are dense in the class of Lévy processes.
The aim of this paper is to show that $r$-balayages admit semi-explicit solutions whenever $X$ is a matrix-exponential Lévy process, $g$ is a bounded Borel measurable function on $\mathbb{R}_{-}$and $r>0$. The case that $r=0$ will also be considered under some restrictions on the moment of $X$. In this paper, we obtain the desired semi-explicit solutions of $r$-balayages with the help of a recent result on the negative Wiener-Hopf factor by Lewis and Mordecki in [10] and an identity for the joint Laplace transform of the first exit time and the undershoot by Alili and Kyprianou in [1]. The results are stated in Theorem 2.2. In this way, we overcome the difficulties of either giving a probabilistic interpretation for the jump distribution or transforming the generator of $X$ into an differential operator. The former approach was treated by Asmussen, Avram and Pistorius in [3] for the case that (1.2) is phase-type, while the latter approach was expatiated by Chen, Lee and Sheu in [7] for the case that the Lévy measure is a two-sided phase-type distributions. It is worth noting that in [3], the authors showed that a semi-explicit solution of an $r$-balayage can be determined implicitly by a system of linear equations. At the end of the paper, by Lagrange's interpolation, we demonstrate the consistency of our result with an existing formula. In addition, an application of the formula of the $r$-balayage to another passage functional of $X$ is briefly discussed.

## $2 r$-Balayages and Negative Wiener-Hopf Factor

Let $X^{(+)}$be a Lévy process with no negative jumps and $Z$ be a compound Poisson process with jump rate $\lambda>0$ whose jump distribution is a matrix-exponential distribution given by (1.2). Assume that $X^{(+)}$and $Z$ are independent. Consider a matrix-exponential Lévy process $X$ given by

$$
\begin{equation*}
X_{t}=X_{t}^{(+)}-Z_{t}, \quad t \geq 0 \tag{2.1}
\end{equation*}
$$

It follows from (1.2) and the Lévy-Khintchine formula that the Laplace exponent $\psi$ takes the following form:

$$
\begin{equation*}
\psi(z)=\frac{\sigma^{2}}{2} z^{2}+\mu z+\int_{\mathbb{R}_{+}}\left(e^{z y}-1-z y \mathbb{1}_{y \leq 1}\right) \Pi(d y)+\lambda(R(z)-1) \tag{2.2}
\end{equation*}
$$

Here, $\sigma \geq 0, \mu \in \mathbb{R}, \Pi$ is a Radon measure on $\mathbb{R}_{+}$satisfying $\Pi(\{0\})=0$ and $\int_{\mathbb{R}_{+}} 1 \wedge y^{2} \Pi(d y)<\infty$, $\lambda>0$, and $R$ is a rational function such that $R(z) \equiv \int_{0}^{\infty} e^{-z y} d F(y)$ on $i \mathbb{R}$. The function on the
right-hand side of (2.2) admits an analytic continuation into $\{z ; \Re z<0\}$ except at the poles of $R$ and is continuous up $i \mathbb{R}$. As a result, we can extend $\psi$ by (2.2) and the resulting extension is analytic on $\{z ; \Re z<0\}$ except at the poles of $R$.
For $r>0$, let $\mathbf{e}_{r}$ be an independent exponential random variable with mean $1 / r$. Recall that the negative Wiener-Hopf factor $\phi_{r}^{-}$is defined by

$$
\phi_{r}^{-}(z)=\mathbb{E}\left[\exp \left(z \inf _{0 \leq s \leq \mathrm{e}_{r}} X_{s}\right)\right], \quad \Re z \geq 0
$$

If $\mathbb{E}\left[\left(X_{1}\right)^{-}\right]<\infty$ and $\mathbb{E}\left[X_{1}\right] \in(0, \infty]$, then $\inf _{0 \leq s<\infty} X_{s}>-\infty$ almost surely by the strong law of large numbers for Lévy processes. (See [12] Theorem 36.5 and Theorem 36.6.) It follows that $\lim _{r \downarrow 0} \phi_{r}^{-}(z)$ exists for each $z \in \mathbb{C}$ with $\Re z \geq 0$, and hence we can define

$$
\begin{equation*}
\phi_{0}^{-}(z) \triangleq \mathbb{E}\left[\exp \left(z \inf _{0 \leq s<\infty} X_{s}\right)\right]=\lim _{r \downarrow 0} \phi_{r}^{-}(z) \tag{2.3}
\end{equation*}
$$

For convenience, we will slightly abuse the notation to write $\inf _{0 \leq s \leq \mathrm{e}_{0}} X_{s}$ for $\inf _{0 \leq s<\infty} X_{s}$. From now on, we always assume that $r \geq 0$ and that $\mathbb{E}\left[\left(X_{1}\right)^{-}\right]<\infty$ and $\mathbb{E}\left[X_{1}\right] \in(0, \infty]$ for the case in which $r=0$. For matrix-sexponential Lévy processes, the negative Wiener-Hopf factor has a semi-explicit solution. We quote the following results by Lewis and Mordecki in [10]. See also [3].

Theorem 2.1. (1) The equation $\psi-r=0$ has solutions in $\{z ; \Re z<0\}$. Moreover, if $\left(\rho_{j} ; 1 \leq j \leq m\right)$ are the distinct zeros of $\psi-r=0$ in $\{z ; \Re z<0\}$ and $m_{j}$ is the multiplicity of $\rho_{j}$, then $\sum_{j=1}^{m} m_{j}$ is equal to $\bar{n}$ when $X^{(+)}$is a subordinator and $\bar{n}+1$ when $X^{(+)}$is not a subordinator. Here, $\bar{n}=\sum_{j=1}^{n} n_{j}$. (2) $\phi_{r}^{-}$is a rational function given by

$$
\begin{equation*}
\phi_{r}^{-}(z)=\frac{\prod_{j=1}^{m}\left(-\rho_{j}\right)^{m_{j}}}{\prod_{j=1}^{n} \lambda_{j}^{n_{j}}} \frac{P(z)}{Q(z)} \tag{2.4}
\end{equation*}
$$

Here, $P$ and $Q$ are monic polynomials given respectively by

$$
\begin{align*}
& P(z)=\prod_{j=1}^{n}\left(z+\lambda_{j}\right)^{n_{j}},  \tag{2.5}\\
& Q(z)=\prod_{j=1}^{m}\left(z-\rho_{j}\right)^{m_{j}} . \tag{2.6}
\end{align*}
$$

(3) The distribution of $\inf _{0 \leq s \leq \mathrm{e}_{r}} X_{s}$ is given by

$$
\mathbb{P}\left[\inf _{0 \leq s \leq \mathbf{e}_{r}} X_{s} \in d y\right]=\frac{\prod_{j=1}^{m}\left(-\rho_{j}\right)^{m_{j}}}{\prod_{j=1}^{n} \lambda_{j}^{n_{j}}}\left[\boldsymbol{U}_{0} \delta_{0}(d y)+\left(\sum_{j=1}^{m} \sum_{k=1}^{m_{j}} \boldsymbol{U}_{j, m_{j}-k} \frac{(-y)^{k-1}}{(k-1)!} e^{-\rho_{j} y}\right) \mathbb{1}_{(-\infty, 0)}(y) d y\right]
$$

Here, the constants $\boldsymbol{U}_{0}$ and $\boldsymbol{U}_{j, k}$ are defined by the partial fraction decomposition of $\phi_{r}^{-}$:

$$
\phi_{r}^{-}(z) \equiv \frac{\prod_{j=1}^{m}\left(-\rho_{j}\right)^{m_{j}}}{\prod_{j=1}^{n} \lambda_{j}^{n_{j}}}\left(\boldsymbol{U}_{0}+\sum_{j=1}^{m} \sum_{k=1}^{m_{j}} \frac{\boldsymbol{U}_{j, m_{j}-k}}{\left(z-\rho_{j}\right)^{k}}\right)
$$

We now sketch our plan to find semi-explicit solutions for $r$-balayages. Recall that a function $g$ defined on $\mathbb{R}$ is a Schwartz function, denoted by $g \in \mathscr{S}$, if $\sup _{x}\left|x^{j} g^{(\ell)}(x)\right|<\infty$ for all $j, \ell \geq 0$. For properties of Schwartz functions, see [13]. Since the class $\mathscr{S}$ is sufficiently large, we may obtain, in principle, solutions of general $r$-balayages by suitable approximation once we have found solutions of $r$-balayages of Schwartz functions. Set

$$
a_{r}(x, z) \equiv \mathbb{E}_{x}\left[e^{-r \tau+z X_{\tau}}\right], \quad \mathfrak{R} z \geq 0
$$

For every $g \in \mathscr{S}$, it follows from the Fourier inversion formula that

$$
\begin{equation*}
P^{r} g(x)=\int_{-\infty}^{\infty} a_{r}(x, 2 \pi i \zeta) \mathscr{F} g(\zeta) d \zeta \tag{2.7}
\end{equation*}
$$

with

$$
\mathscr{F} g(\zeta)=\int_{-\infty}^{\infty} e^{-2 \pi i y \zeta} g(y) d y
$$

being the Fourier transform of $g$. Define a Fourier multiplier operator $T_{x}^{r}: \mathscr{S} \longrightarrow L_{2}$ by

$$
\begin{equation*}
\mathscr{F} T_{x}^{r} g(\zeta) \equiv a_{r}(x, 2 \pi i \zeta) \mathscr{F} g(\zeta) \tag{2.8}
\end{equation*}
$$

By (2.7), it follows that $P^{r} g(x)=\int_{-\infty}^{\infty} \mathscr{F} T_{x}^{r} g(\zeta) d \zeta$. If the Fourier inversion formula is applicable in a suitable sense, we should have

$$
P^{r} g(x)=T_{x}^{r} g(0)
$$

Hence, if $a_{r}$ has a form which allows us to identify $T_{x}^{r}$ semi-explicitly by (2.8), the desired solutions of $r$-balayages of Schwartz functions will fall right into our lap.
To carry out the plan, we first recall an identity for $a_{r}$ which states that for all $z$ with $\Re z \geq 0$

$$
\begin{equation*}
a_{r}(x, z)=\frac{e^{z x} \mathbb{E}\left[\exp \left(z \inf _{0 \leq s \leq \mathbf{e}_{r}} X_{s}\right) \mathbb{1}_{\left[\inf _{0 \leq s \leq e_{r}} X_{s}<-x\right]}\right]}{\mathbb{E}\left[\exp \left(z \inf _{0 \leq s \leq \mathbf{e}_{r}} X_{s}\right)\right]} \tag{2.9}
\end{equation*}
$$

(See [1] Corollary 2.) We can use Theorem 2.1 to calculate $a_{r}$.

Lemma 2.1. For any $x>0$ and any $z \in \mathbb{C}$ such that $\Re z \geq 0$,

$$
a_{r}(x, z)=\sum_{j=1}^{m} \sum_{k=0}^{m_{j}-1} \frac{x^{m_{j}-1-k} e^{\rho_{j} x}}{\left(m_{j}-1-k\right)!} \sum_{\ell=0}^{k} \boldsymbol{U}_{j, k-\ell} \frac{Q_{j, \ell}(z)}{P(z)}
$$

Here, $Q_{j, \ell}(z)=\left(z-\rho_{j}\right)^{-(\ell+1)} Q(z)$ for $0 \leq \ell \leq m_{j}-1$.

Proof. Using Theorem 2.1, we get that

$$
\begin{aligned}
\mathbb{E}_{x}\left[e^{-r \tau+z X_{\tau}}\right] & =\frac{Q(z)}{P(z)} \sum_{j=1}^{m} \sum_{k=1}^{m_{j}} \boldsymbol{U}_{j, m_{j}-k} \sum_{\ell=0}^{k-1} \frac{x^{k-\ell-1} e^{\rho_{j} x}}{(k-\ell-1)!\left(z-\rho_{j}\right)^{\ell+1}} \\
& =\frac{Q(z)}{P(z)} \sum_{j=1}^{m} \sum_{k=0}^{m_{j}-1} \boldsymbol{U}_{j, m_{j}-k-1} \sum_{\ell=0}^{k} \frac{x^{k-\ell} e^{\rho_{j} x}}{(k-\ell)!\left(z-\rho_{j}\right)^{\ell+1}} \\
& =\frac{Q(z)}{P(z)} \sum_{j=1}^{m} \sum_{k=0}^{m_{j}-1} \boldsymbol{U}_{j, m_{j}-k-1} \sum_{\ell=0}^{k} \frac{x^{\ell} e^{\rho_{j} x}}{\ell!\left(z-\rho_{j}\right)^{k-\ell+1}} \\
& =\frac{Q(z)}{P(z)} \sum_{j=1}^{m} \sum_{\ell=0}^{m_{j}-1} \frac{x^{\ell}}{\ell!} \sum_{k=\ell}^{m_{j}-1} \frac{U_{j, m_{j}-k-1} e^{\rho_{j} x}}{\left(z-\rho_{j}\right)^{k-\ell+1}} \\
& =\frac{Q(z)}{P(z)} \sum_{j=1}^{m} \sum_{\ell=0}^{m_{j}-1} \frac{x^{m_{j}-1-\ell}}{\left(m_{j}-1-\ell\right)!} \sum_{k=m_{j}-1-\ell}^{m_{j}-1} \frac{U_{j, m_{j}-k-1} e^{\rho_{j} x}}{\left(z-\rho_{j}\right)^{k-\left(m_{j}-1-\ell\right)+1}} \\
& =\frac{Q(z)}{P(z)} \sum_{j=1}^{m} \sum_{\ell=0}^{m_{j}-1} \frac{x^{m_{j}-1-\ell}}{\left(m_{j}-1-\ell\right)!} \sum_{k=0}^{\ell} \frac{\boldsymbol{U}_{j, \ell-k} e^{\rho_{j} x}}{\left(z-\rho_{j}\right)^{k+1}} .
\end{aligned}
$$

The desired equation then follows from the definition of $Q_{j, \ell}$.
The following proposition is the key step to identify $T_{x}^{r}$.
Proposition 2.1. For any $\gamma \in \mathbb{C}$ with $\Re \gamma>0$, the exponential integral operator $\mathscr{E}_{\gamma}$ defined by

$$
\begin{equation*}
\mathscr{E}_{\gamma} g(x)=\int_{0}^{\infty} e^{-\gamma t} g(x-t) d t=\int_{-\infty}^{x} e^{-\gamma(x-t)} g(t) d t \tag{2.10}
\end{equation*}
$$

is a bijection on the space $\mathscr{S}$. Moreover, for any $q \in \mathbb{N}$,

$$
\begin{equation*}
\frac{\mathscr{F} g(\zeta)}{(\gamma+2 \pi i \zeta)^{q}}=\mathscr{F}\left(\mathscr{E}_{\gamma}\right)^{q} g(\zeta), \quad \zeta \in \mathbb{R} \tag{2.11}
\end{equation*}
$$

Proof. The case $q=1$ for (2.11) follows from a straightforward application of Fourier inversion formula. Recall that $\mathscr{F}$ is a bijection from $\mathscr{S}$ onto $\mathscr{S}$. Using (2.11) for $q=1$ and the fact that $\mathscr{F} g \in \mathscr{S}$, we see that $\mathscr{F} \mathscr{E}_{\gamma} g \in \mathscr{S}$ and hence $\mathscr{E}_{\gamma} g \in \mathscr{S}$. This shows that $\mathscr{E}_{\gamma}$ is a bijection from $\mathscr{S}$ to $\mathscr{S}$. Finally, by the fact that $\mathscr{E}_{\gamma}$ is bijective and iteration, we deduce that (2.11) holds for all $q \geq 1$.

Remark 1. (1) It is plain that the operator $\mathscr{E}_{\gamma}$ is well-defined on the set of all bounded Borel measurable functions.
(2) For all $q \geq 1$, we have

$$
\begin{equation*}
\left(\mathscr{E}_{\gamma}\right)^{q} g(x)=\int_{-\infty}^{x}(x-t)^{q-1} e^{-\gamma(x-t)} g(t) d t \tag{2.12}
\end{equation*}
$$

In particular, for $x \leq 0$, the integral depends only on the restriction of $h$ to $\mathbb{R}_{-}$, for any $h \in \mathscr{B}_{b+}(\mathbb{R})$.

We now state the main result of this paper.

Theorem 2.2. (Main Result) Suppose that $g$ is a bounded measurable function defined on $\mathbb{R}_{\mathbf{\prime}}$. Then the $r$-balayage $P^{r} g$ is given by

$$
\begin{equation*}
P^{r} g(x)=\sum_{j=1}^{m} \sum_{k=0}^{m_{j}-1}\left[\frac{\sum_{\ell=0}^{k} \boldsymbol{U}_{j, k-\ell} \boldsymbol{V}_{j, \ell}(g)}{\left(m_{j}-1-k\right)!}\right] x^{m_{j}-1-k} e^{\rho_{j} x} . \tag{2.13}
\end{equation*}
$$

Here, we firstly define the constants $W_{p, q}^{(j, \ell)}$ by the partial fraction decomposition of $Q_{j, \ell} / P$ :

$$
\frac{Q_{j, \ell}(2 \pi i \zeta)}{P(2 \pi i \zeta)}= \begin{cases}\delta_{0, \ell}+\sum_{p=1}^{n} \sum_{q=1}^{n_{p}} \frac{W_{p, q}^{(j, \ell)}}{\left(2 \pi i \zeta+\lambda_{p}\right)^{q}}, & \text { if } X^{(+)} \text {is not a subordinator, }  \tag{2.14}\\ \sum_{p=1}^{n} \sum_{q=1}^{n_{p}} \frac{W_{p, q}^{(j, \ell)}}{\left(2 \pi i \zeta+\lambda_{p}\right)^{q}}, & \text { if } X^{(+)} \text {is a subordinator }\end{cases}
$$

where $\delta_{0, \ell}$ is Kronecker's delta, and then set the linear functionals $V_{j, \ell}$ by

$$
V_{j, \ell}(h)= \begin{cases}h(0) \delta_{0, \ell}+\sum_{p=1}^{n} \sum_{q=1}^{n_{p}} \boldsymbol{W}_{p, q}^{(j, \ell)}\left(\mathscr{E}_{\lambda_{p}}\right)^{q} h(0), & \text { if } X^{(+)} \text {is not a subordinator, }  \tag{2.15}\\ \sum_{p=1}^{n} \sum_{q=1}^{n_{p}} \boldsymbol{W}_{p, q}^{(j, \ell)}\left(\mathscr{E}_{\lambda_{p}}\right)^{q} h(0), & \text { if } X^{(+)} \text {is a subordinator }\end{cases}
$$

The formula of each $\left(\mathscr{E}_{\lambda_{p}}\right)^{q}$ is given by (2.12).
Proof. We prove the desired conclusion holds whenever $g \in \mathscr{S}$. By (2.7) and Lemma 2.1, we obtain

$$
\begin{equation*}
\mathbb{E}_{x}\left[e^{-r \tau} g\left(X_{\tau}\right)\right]=\sum_{j=1}^{m} \sum_{k=0}^{m_{j}-1} \frac{x^{m_{j}-1-k} e^{\rho_{j} x}}{\left(m_{j}-1-k\right)!} \sum_{\ell=0}^{k} \boldsymbol{U}_{j, k-\ell} \int_{-\infty}^{\infty} \frac{Q_{j, \ell}(2 \pi i \zeta)}{P(2 \pi i \zeta)} \mathscr{F} g(\zeta) d \zeta \tag{2.16}
\end{equation*}
$$

By Proposition 2.1 and the Fourier inversion formula, we deduce that the formula (2.13) holds for every $g \in \mathscr{S}$.
Next, we show that (2.13) holds for all bounded Borel measurable functions $g$. Given a bounded Borel measurable function $g$, choose a uniformly bounded sequence ( $g_{q}$ ) of Schwartz functions such that $g_{q}$ converges to $g$ almost everywhere on $(-\infty, 0)$ and $g_{q}(0)=g(0)$ for all $q$. (See [7] Lemma A. 1 and [14] Chapter 2 Theorem 2.4.) Recall the law of $X_{\tau}$ restricted on $(-\infty, 0)$ is absolutely continuous under $\mathbb{P}_{x}$ for $x>0$ (see [7] Lemma A.2). Hence, by passing limit, we see that $P^{r} g_{q}(x) \longrightarrow P^{r} g(x)$. On the other hand, note that for each $q \geq 1$, the formula (2.13) holds with $g$ replaced by $g_{q}$. If we denote by $\widetilde{P}^{r} g$ the function on the right hand side of (2.13), then by Remark 1 and dominated convergence $P^{r} g_{q}(x) \longrightarrow \widetilde{P}^{r} g(x)$. This gives $P^{r} g(x)=\widetilde{P}^{r} g(x)$, and the proof is complete.

Remark 2. (1) To avoid using (2.9), one can first consider the Laplace transform of $r$-balayages for $g \in \mathscr{S}$. Recall that the Pecherskii-Rogzin identity expresses the Laplace transform of $a_{r}(x, z)$ in $x$ in terms of the negative Wiener-Hopf factor. This implies that one may identify the Fourier symbol of the operator $\mathscr{L} P^{r}$ in terms of the negative Wiener-Hopf factor, where the operator $\mathscr{L}$ is the Laplace transform operator. Using a version of Laplace inversion formula and residue calculus, one obtains the same result as in Theorem 2.2.
(2) Take $g \equiv 1, g=\mathbb{1}_{\{0\}}$ and $g=\mathbb{1}_{(-\infty, 0)}$. If $X$ stands for the surplus process of an insurance company, then the resulting balayages represent respectively the discounted ruin probability, the discounted measure of ruin caused by diffusion, and the discounted measure of ruin caused by jump.

## 3 Consistency with an Existing Formula

As in [7], we consider the case that the downward jump distribution $F$ is a convex combination of exponential distributions:

$$
d F(y)=\sum_{j=1}^{n} p_{j} \lambda_{j} e^{-\lambda_{j} y} 1_{y>0} d y
$$

where $p_{j}>0$ and $\lambda_{j}>0$ for all $1 \leq j \leq n$ and $\lambda_{j}$ are distinct. We assume further that $X^{(+)}$is not a subordinator.
In this case, we have the followings.
(1) $n_{j}=1$ for all $1 \leq j \leq n$ and $m_{j}=1$ for all $1 \leq j \leq m=n+1$. See (1.2) and Theorem 2.1.
(2) $\phi_{r}^{-}(z)=\frac{\prod_{j=1}^{m}\left(-\rho_{j}\right)}{\prod_{j=1}^{n} \lambda_{j}} \frac{P(z)}{Q(z)}$, where $P(z)=\prod_{j=1}^{n}\left(z+\lambda_{j}\right)$ and $Q(z)=\prod_{j=1}^{n+1}\left(z-\rho_{j}\right)$. See Theorem 2.1.
(3) $\phi_{r}^{-}(z)=\frac{\prod_{j=1}^{m}\left(-\rho_{j}\right)}{\prod_{j=1}^{n} \lambda_{j}} \sum_{j=1}^{n+1} \frac{U_{j, 0}}{z-\rho_{j}}$, where $\boldsymbol{U}_{j, 0}$ are given by

$$
\begin{equation*}
U_{j, 0}=\frac{\prod_{k=1}^{n}\left(\rho_{j}+\lambda_{k}\right)}{\prod_{k \neq j, 1 \leq k \leq n+1}\left(\rho_{j}-\rho_{k}\right)}, \quad \forall 1 \leq j \leq n+1 . \tag{3.1}
\end{equation*}
$$

See Theorem 2.1.
(4) $Q_{j, 0}(z)=\prod_{\ell=1, \ell \neq j}^{n+1}\left(z-\rho_{\ell}\right)$ and the constants $\left(W_{k, 1}^{(j, 0)}\right)$ are defined by the equation:

$$
\frac{Q_{j, 0}(z)}{P(z)}=1+\sum_{k=1}^{n} \frac{W_{k, 1}^{(j, 0)}}{z+\lambda_{k}}
$$

Hence,

$$
\begin{equation*}
\boldsymbol{W}_{k, 1}^{(j, 0)}=\frac{\prod_{\ell=1, \ell \neq j}^{n+1}\left(-\lambda_{k}-\rho_{\ell}\right)}{\prod_{\ell=1, \ell \neq k}^{n}\left(-\lambda_{k}+\lambda_{\ell}\right)}=\frac{-\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right)}{\prod_{\ell=1, \ell \neq k}^{n}\left(\lambda_{k}-\lambda_{\ell}\right)} \tag{3.2}
\end{equation*}
$$

See Theorem 2.2.
(5) The linear functionals $\left(V_{j, 0} ; 1 \leq j \leq n+1\right)$ are given by

$$
\begin{equation*}
V_{j, 0}(g)=g(0)+\sum_{k=1}^{n} \boldsymbol{W}_{k, 1}^{(j, 0)} \mathscr{E}_{\lambda_{k}} g(0) \tag{3.3}
\end{equation*}
$$

See Theorem 2.2.
(6) If $g$ is a bounded measurable function defined on $\mathbb{R}_{-}$, then we have

$$
\begin{equation*}
P^{r} g(x)=\sum_{j=1}^{m} e^{\rho_{j} x} U_{j, 0} V_{j, 0}(g), \quad x>0 . \tag{3.4}
\end{equation*}
$$

where $\boldsymbol{U}_{j, 0}$ and $V_{j, 0}(g)$ are given in (3.1) and (3.3) respectively. See Theorem 2.2.
In the following, we will show that our formula (3.4) coincides with the one in [7] Theorem 4.3. We write $P^{r} g(x)=\sum_{j=1}^{m} e^{\rho_{j} x} \boldsymbol{T}_{j, 0}(g)$, where $\boldsymbol{T}_{j, 0}(g)$ is given in (4.6) of Chen et al.(2007). We verify that $\boldsymbol{T}_{j, 0}(g)=\boldsymbol{U}_{j, 0} V_{j, 0}(g)$. By linearity of the operator $P^{r}$, it suffices to consider the two cases: (I) $g \equiv \mathbb{1}_{\{0\}}$, and (II) $g \in \mathscr{B}_{b}(\mathbb{R})$ such that $g(0)=0$.
In case (I), the formula in [7] Example 4.5 states that, by setting $\lambda_{n+1}=0$,

$$
\begin{align*}
\boldsymbol{T}_{j, 0}(g) & =\frac{1}{\rho_{j} \prod_{k=1, k \neq j}^{n+1}\left(-\rho_{j}+\rho_{k}\right)} \sum_{k=1}^{n+1}\left(\prod_{\ell=1}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{-\rho_{j}-\lambda_{i}}{\lambda_{k}-\lambda_{i}}\right) \\
& =\frac{1}{\rho_{j} \prod_{k=1, k \neq j}^{n+1}\left(\rho_{j}-\rho_{k}\right)} \sum_{k=1}^{n+1}\left(\prod_{\ell=1}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{\rho_{j}+\lambda_{i}}{\lambda_{k}-\lambda_{i}}\right) \\
& =\frac{1}{\rho_{j} \prod_{k=1, k \neq j}^{n+1}\left(\rho_{j}-\rho_{k}\right)} \sum_{k=1}^{n+1}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}} \prod_{i=1, i \neq k}^{n+1}\left(\rho_{j}+\lambda_{i}\right)\left(\rho_{j}+\lambda_{k}\right)\right) \\
& =\frac{\prod_{i=1}^{n+1}\left(\rho_{j}+\lambda_{i}\right)}{\prod_{k=1, k \neq j}^{n+1}\left(\rho_{j}-\rho_{k}\right)} \frac{1}{\rho_{j}} \sum_{k=1}^{n+1}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}\right) \\
& =\frac{\prod_{i=1}^{n}\left(\rho_{j}+\lambda_{i}\right)}{\prod_{k=1, k \neq j}^{n+1}\left(\rho_{j}-\rho_{k}\right)} \sum_{k=1}^{n+1}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}\right) . \\
& =U_{j, 0}^{n+1}\left(\prod_{k=1}^{n+1}\left(\prod_{\ell=1, \ell \neq j}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}\right), \tag{3.5}
\end{align*}
$$

where the last equality follows from (3.1). Since $V_{j, 0}(g)=1$, it suffices to show that

$$
\begin{equation*}
\sum_{k=1}^{n+1}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}\right)=1 . \tag{3.6}
\end{equation*}
$$

Note that, since $\lambda_{n+1}=0$, we have

$$
\begin{align*}
& \sum_{k=1}^{n+1}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}\right) \\
= & \sum_{k=1}^{n}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n} \frac{1}{\lambda_{k}-\lambda_{i}}\right) \frac{1}{\lambda_{k}}+\prod_{\ell=1, \ell \neq j}^{n+1} \rho_{\ell} \prod_{i=1}^{n} \frac{1}{-\lambda_{i}} . \tag{3.7}
\end{align*}
$$

Next, fixed $1 \leq j \leq n+1$ and set $\lambda_{n+2}=-\rho_{j}$. Then $Q\left(-\lambda_{n+2}\right)=0$. Since $Q$ is a polynomial of
order $n+1$, we obtain by Lagrange's interpolation that

$$
\begin{aligned}
Q(-x) & =\sum_{k=1}^{n+1} Q\left(-\lambda_{k}\right) \prod_{i=1, i \neq k}^{n+2} \frac{x-\lambda_{i}}{\lambda_{k}-\lambda_{i}} \\
& =\left(x+\rho_{j}\right) \sum_{k=1}^{n+1} \frac{Q\left(-\lambda_{k}\right)}{\lambda_{k}+\rho_{j}} \prod_{i=1, i \neq k}^{n+1} \frac{x-\lambda_{i}}{\lambda_{k}-\lambda_{i}} \\
& =\left(x+\rho_{j}\right) P(-x) x \sum_{k=1}^{n+1} \frac{\prod_{\ell=1}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right)}{\left(-x+\lambda_{k}\right)\left(\lambda_{k}+\rho_{j}\right)} \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}
\end{aligned}
$$

Recall $Q_{j, 0}(x)=Q(x) /\left(x-\rho_{j}\right)$. Then

$$
Q_{j, 0}(-x)=P(-x)(-x) \sum_{k=1}^{n+1} \frac{\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right)}{-x+\lambda_{k}} \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}
$$

This implies that, using the fact that $\lambda_{n+1}=0$ again,

$$
\begin{aligned}
\frac{Q_{j, 0}(-x)}{P(-x)} & =-x \sum_{k=1}^{n} \frac{\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right)}{\left(-x+\lambda_{k}\right)} \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}}-x \frac{\prod_{\ell=1, \ell \neq j}^{n+1} \rho_{\ell}}{-x} \prod_{i=1}^{n} \frac{1}{-\lambda_{i}} \\
& =-x \sum_{k=1}^{n} \frac{\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right)}{\left(-x+\lambda_{k}\right)} \prod_{i=1, i \neq k}^{n} \frac{1}{\lambda_{k}-\lambda_{i}} \frac{1}{\lambda_{k}}+\prod_{\ell=1, \ell \neq j}^{n+1} \rho_{\ell} \prod_{i=1}^{n} \frac{1}{-\lambda_{i}} .
\end{aligned}
$$

Since $Q_{j, 0}$ and $P$ are both monic polynomials of order $n$, we see that, by letting $x \longrightarrow \infty$,

$$
1=\sum_{k=1}^{n} \prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n} \frac{1}{\lambda_{k}-\lambda_{i}} \frac{1}{\lambda_{k}}+\prod_{\ell=1, \ell \neq j}^{n+1} \rho_{\ell} \prod_{i=1}^{n} \frac{1}{\left(-\lambda_{i}\right)}
$$

Using this equation, we deduce from (3.7) that (3.6) holds. We have proved that our result coincides with the one in [7] Example 4.5 for $g \equiv \mathbb{1}_{\{0\}}$.
Next, consider case (II). Then the formula (4.6) in [7] Theorem 4.3 states that

$$
\begin{aligned}
\boldsymbol{T}_{j, 0}(g) & =\frac{-1}{\rho_{j} \prod_{k=1, k \neq j}^{n+1}\left(-\rho_{j}+\rho_{k}\right)} \sum_{k=1}^{n}\left(\prod_{\ell=1}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{-\rho_{j}-\lambda_{i}}{\lambda_{k}-\lambda_{i}} \int_{-\infty}^{0} g(y) \lambda_{k} e^{\lambda_{k} y} d y\right) \\
& =-\frac{\prod_{i=1}^{n}\left(\rho_{j}+\lambda_{i}\right)}{\prod_{k=1, k \neq j}^{n+1}\left(\rho_{j}-\rho_{k}\right)} \sum_{k=1}^{n}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n+1} \frac{1}{\lambda_{k}-\lambda_{i}} \int_{-\infty}^{0} g(y) \lambda_{k} e^{\lambda_{k} y} d y\right) \\
& =-\boldsymbol{U}_{j, 0} \sum_{k=1}^{n}\left(\prod_{\ell=1, \ell \neq j}^{n+1}\left(\lambda_{k}+\rho_{\ell}\right) \prod_{i=1, i \neq k}^{n} \frac{1}{\lambda_{k}-\lambda_{i}} \mathscr{E}_{\lambda_{k}} g(0)\right) \\
& =\boldsymbol{U}_{j, 0} \sum_{k=1}^{n} \boldsymbol{W}_{k, 1}^{(j, 0)} \mathscr{E}_{\lambda_{k}} g(0),
\end{aligned}
$$

where the last equality follows from (3.2). By (3.3) and the fact that $g(0)=0$, the last equality gives $\boldsymbol{T}_{j, 0}(g)=\boldsymbol{U}_{j, 0} \boldsymbol{V}_{j, 0}(g)$. The conclusion is that our result coincides with the one in [7] Theorem 4.3 in case (II) as well.

## 4 Another First-Passage Functional

Let $f \in \mathscr{B}_{b}(\mathbb{R})$ and $r>0$. Consider the first passage functional

$$
I^{r} f(x) \triangleq \mathbb{E}_{x}\left[\int_{0}^{\tau} e^{-r s} f\left(X_{s}\right) d s\right]
$$

By strong Markov property, we have

$$
\begin{equation*}
I^{r} f(x)=\mathbb{E}_{x}\left[\int_{0}^{\infty} e^{-r s} f\left(X_{s}\right) d s\right]-\mathbb{E}_{x}\left[e^{-r \tau} \mathbb{E}_{X_{\tau}}\left[\int_{0}^{\infty} e^{-r s} f\left(X_{s}\right) d s\right]\right]=U^{r} f-P^{r} U^{r} f(x) \tag{4.1}
\end{equation*}
$$

where $U^{r}$ is the $r$-resolvent kernel of $X$. Hence, to derive a semi-explicit solution of $I^{r} f$, it suffices to find a semi-explicit solution of $U^{r} f$. Suppose that the upper Lévy measure of $X$ is also matrixexponential. In this case, $X$ is merely a perturbed compound Poisson process both sides of whose jump distributions are matrix-exponential. We can use Theorem 2.1 to calculate $U^{r} f$. Recall that $\mathbf{e}_{r}$ is an exponential random variable independent of $X$ and has mean $1 / r$. By Wiener-Hopf factorization of Lévy processes,

$$
\begin{equation*}
U^{r} f(x)=\mathbb{E}\left[f\left(x+X_{\mathbf{e}_{r}}\right)\right]=\int_{\mathbb{R}_{+}} \mathbb{P}\left[\sup _{0 \leq s \leq \mathbf{e}_{r}} X_{s} \in d y\right] \int_{\mathbb{R}_{-}} \mathbb{P}\left[\inf _{0 \leq s \leq \mathbf{e}_{r}} X_{s} \in d z\right] f(x+y+z) \tag{4.2}
\end{equation*}
$$

By Theorem 2.1, one can write down semi-explicit formulas for the distributions of $\sup _{0 \leq s \leq \mathbf{e}_{r}} X_{s}$ and $\inf _{0 \leq s \leq \mathbf{e}_{r}} X_{s}$. A semi-explicit solution of $U^{r} f$ will then follow from (4.2). By (4.1), this further implies a semi-explicit solution of $I^{r} f$. We leave the details to the readers.
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