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Abstract

We study moderate deviations for additive functionals of stochastic lattice gases
(Kawasaki dynamics for the Ising model). Under a mixing condition, we prove that the
additive functional of any local functions satisfies a moderate deviation principle. The
main tool is the logarithmic Sobolev inequality obtained by Yau.
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1 Introduction

Let E be a Polish space and let (Ω,F , (Ft)t≥0, (Xt)t≥0, Px) be a cádlág E-valued
Markov process with generator (A,D(A)), semigroup {Pt, t ≥ 0} and invariant probability
measure µ. Let Lt = 1

t

∫ t
0
δXsds denote the empirical distribution of the Markov process.

LetM1(E) be the space of probability measures on E and for any ν ∈ M1(E), denote
by Pν(·) =

∫
E
ν(dx)Px(·). The law of large numbers in this context is the statement that

Lt → µ in probability on the spaceM1(E). The corresponding large deviation principle
is that for any Borel set in A ∈M1(E),

− inf
ν∈Ao

I(ν) ≤ lim inf
t→∞

1

t
logPµ(Lt ∈ A), lim sup

t→∞

1

t
logPµ(Lt ∈ A) ≤ − inf

ν∈Ā
I(ν), (1.1)

where

I(ν) = − inf
u∈D(A),infx∈E u(x)>0

∫
E

Au
u
dν, ν ∈M(E),
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Moderate deviations for lattice gases

is the Donsker-Varadhan entropy, Ao and Ā denote the interior and the closure of the
set A, respectively (cf. [6], [25]). In this paper, we often use ν(f) or 〈f, ν〉 to denote the
integral

∫
E
fdν for a measurable function and a measure ν on E.

The moderate deviation principle refers to asymptotics intermediate between the
central limit theorem and the large deviation principle. Let a(t), t ≥ 0 be such that

lim
t→∞

a(t)/
√
t =∞, lim

t→∞
a(t)/t = 0. (1.2)

Then the moderate deviation principle (cf. [27]) is to say that for any Borel set in
A ∈Mb(E) which is the space of all signed measures on E,

− inf
ν∈Ao

Q(ν) ≤ lim inf
t→∞

t

a2(t)
logPµ

(
t

a(t)
(Lt − µ) ∈ A

)
,

lim sup
t→∞

t

a2(t)
logPµ

(
t

a(t)
(Lt − µ) ∈ A

)
≤ − inf

ν∈Ā
Q(ν),

(1.3)

where

Q(ν) := sup
f∈L2

0(µ)

{
ν(f)− 1

2
µ(f(U + U∗)f)

}
, L2

0(µ) := {f ; µ(f2) <∞, µ(f) = 0},

Uf =
∫∞

0
Pt(f − µ(f))dt is the potential operator and U∗ is the adjoint of U in L2

0(µ) (cf.
[27]). Note that if the process is reversible, then

I(ν) = D
(√

dν/dµ
)
, Q(ν) =

1

4
D(dν/dµ),

where D(f) = −µ(fAf) is the Dirichlet form associated with A.
The moderate deviations have been proved under the assumption of geometric

ergodicity, or spectral gap (cf. [2], [10], [18], [27], also see [3] and references therein).
Let us give an explanation under the spectral gap for reversible case. Suppose that our
Markov process is reversible Feller process and has a spectral gap. For any bounded
continuous function V with µ(V ) = 0, let λ(V ) denote the principal eigenvalue of the
perturbation operator A+ V . Then by the perturbation theory of operators (cf. [22], also
see Corollary A.1 in [10]),

lim
t→∞

t

a2(t)
logEµ

(
exp

{
a(t)

t

∫ t

0

V (Xs)ds

})
= lim
t→∞

t2

a2(t)
λ

(
a(t)

t
V

)
= µ(V UV ) = sup

f∈L2
0(µ)

{µ(V f)−D(f)/4} ,

where Eµ(·) denotes the expectation with respect to Pµ, i.e., the process with initial
distribution µ. The above eqation is equivalent to the moderate deviation principle (1.3)
by Varadhan’s lemma (cf. Theorem 4.3.1 in [5]) and the abstract Gärtner-Ellis Theorem
(cf. Corollary 4.5.27 in [5]).

In this article we consider the conservative (lattice gas) dynamics for the Ising model.
These Markov processes are not irreducible and each one among them has infinite
invariant probability measures. Specially, the processes do not have the geometric
ergodicity, and the spectral gap property. Some techniques, such as the regenerative
decomposition method based on the minorization and drift conditions (cf. [1], [2],
[13]) and the perturbation method of operators (cf. [10], [18], [27]) cannot be used.
We will develop new techniques to study the moderate deviations for these models.
Our approach is based on some methods and techniques in hydrodynamic limits (cf.
[12], [15], [16], [26]). We use the equivalence of ensembles and the logarithmic Sobolev
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Moderate deviations for lattice gases

inequality in [28] to study the upper bound of the moderate deviations. The lower bound
is completed by a suitable measure transformation(see Lemma 8.18 and Lemma 8.21
in [24] for large deviations). Our method can be applied to particle system models that
have the same type of logarithmic Sobolev inequality as the lattice gas model, such as,
zero-range processes, Ginzberg-Laudau models,

The paper is organized as follows. We recall the lattice gas models and state the main
result in Section 2. Some exponential moment estimates for the Gibbs measures are
given in Section 3. The proofs of the upper bound and the lower bound are presented in
Section 4 and Section 5, respectively.

2 Lattice gas model and main result

In this section, let us first recall the Gibbs state, the canonical Gibbs state and the
lattice gas model, including some notations, the mixing condition, the equivalence of
ensembles and the logarithmic Sobolev inequality(cf. [11], [21], [26], [28]), and then
state the main result.

2.1 Lattice gas model

For given a domain Λ in Zd, let |Λ| denote the cardinality of the set Λ, and let ∂Λ

denote the boundary of Λ, i.e.

∂Λ = {y ∈ Zd \ Λ; dist(y,Λ) := inf
x∈Λ
|x− y| = 1},

where |x − y| = max1≤i≤d |xi − yi| is the lattice distance. Consider the state space

E = {0, 1}Zd . A function f : E → R is said to be local if there exists a non-negative
integer m such that f(η) = f(ξ) whenever η(x) = ξ(x) for every x ∈ Zd with |x| ≤ m.
Let f : E → R be a local function. For a finite set A ⊆ Zd, we say that supp(f) ⊆ A if
f(η) = f(ξ) whenever η(x) = ξ(x) for any x ∈ A, that is, supp(f) is the smallest subset of
Zd such that f only depends on variables in that set. Let C be the set of all local functions
on E. For a real function f on E, define ‖f‖∞ = supη∈E |f(η)|. For a vector η ∈ E and
two sets A ⊂ B ⊂ Zd, ηA ∈ EA := {0, 1}A denotes the vector {η(x), x ∈ A}, and we can
write ηB = (ηA, ηB\A).

For a bounded domain Λ in Zd, the Hamiltonian HΛ,ω: {0, 1}Λ 3 η = {η(x), x ∈ Λ} →
HΛ,ω(η) with boundary condition ω = {ω(x), x ∈ ∂Λ} ∈ {0, 1}∂Λ is given by

HΛ,ω(η) =
∑
x,y∈Λ
|x−y|=1

J(η(x), η(y)) +
∑

x∈Λ,y/∈Λ
|x−y|=1

J(η(x), ω(y)), (2.1)

where J(η, ζ) = −β(2η− 1)(2ζ − 1), η, ζ ∈ {0, 1}, β > 0 denotes inverse temperature. The
grand canonical Gibbs state with chemical potential λ and boundary condition ω is the
probability measure on EΛ := {0, 1}Λ given by

µgcΛ,ω,λ(η) =
1

ZgcΛ,ω,λ

exp

{
−HΛ,ω(η) + λ

∑
x∈Λ

η(x)

}
, η ∈ EΛ, (2.2)

where λ ∈ R, ZgcΛ,ω,λ is the normalizing constant (the partition function) to make it a
probability measure, i.e.,

ZgcΛ,ω,λ =
∑
η∈EΛ

exp

{
−HΛ,ω(η) + λ

∑
x∈Λ

η(x)

}
.
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Moderate deviations for lattice gases

The canonical Gibbs state is the probability measure µcΛ,ω,n given by conditioning µgcΛ,ω,λ

on EΛ,n := {η ∈ EΛ;
∑
i∈Λ η(i) = n}, that is,

µcΛ,ω,n(ηΛ) = µgcΛ,ω,λ({ηΛ}
∣∣η̄Λ = n/|Λ|) =

1

ZcΛ,ω,n
exp {−HΛ,ω(η)} I{η̄Λ=n/|Λ|}, (2.3)

where η̄Λ = 1
|Λ|
∑
i∈Λ η(i), and ZcΛ,ω,n is the canonical partition function defined by

ZcΛ,ω,n =
∑

η∈EΛ,n

exp {−HΛ,ω(η)} .

Note that since η̄Λ is fixed, the right side of (2.3) is independent of λ. We can replace
µgcΛ,ω,λ by µgcΛ,ω := µgcΛ,ω,0.

For any Λ ⊂ Zd, set FΛ = σ(η(x), x ∈ Λ), and for any bounded domain Λ in Zd, denote
by GΛc = σ(FΛc , η̄Λ) := σ(FΛc ∪ σ(η̄Λ)). Then for bounded domains Λ1 ⊂ Λ2,

FΛc2
⊂ FΛc1

, GΛc2
⊂ GΛc1

.

It is known (cf. Section 1 in [11]) that the grand Gibbs state satisfies the consistency
condition: ∑

ηΛ2\Λ1=ζΛ2\Λ1

µgcΛ2,ω,λ
(ηΛ2)µgc

Λ1,(ζ∂Λ1∩Λ2 ,ω∂Λ1\Λ2 ),λ
(ζΛ1)

= µgcΛ2,ω,λ
(ζ), ζ ∈ EΛ2

,

(2.4)

and the grand canonical Gibbs state satisfies the following consistency condition:∑
ηΛ2\Λ1=ζΛ2\Λ1 ,η̄Λ1

=ζ̄Λ1

µcΛ2,ω,n(ηΛ2)µcΛ1,(ζ∂Λ1∩Λ2 ,ω∂Λ1\Λ2 ),|Λ1|ζ̄Λ1
(ζΛ1)

= µcΛ2,ω,n(ζ), , ζ ∈ EΛ2,n.

(2.5)

For any f, g ∈ C, the correlation µgcΛ,ω,λ[f ; g] is defined by

µgcΛ,ω,λ[f ; g] = µgcΛ,ω,λ(fg)− µgcΛ,ω,λ(f)µgcΛ,ω,λ(g).

The following Assumption A is the mixing conditions in [26],

Assumption A. Let µgcΛ,ω,λ denote a Gibbs measure on Λ with boundary condition
ω and chemical potential λ, and let ρ = µgcΛ,ω,λ(η̄Λ) denote the density. Then there are
constants C1, C2 and C3 ≥ R+ 1 such that for any f, g ∈ C, we have∣∣∣µgcΛ,ω,λ[f ; g]

∣∣∣ ≤ C1ρ(1− ρ) exp {−C2dist(supp(f), supp(g))‖f‖∞‖g‖∞} , (2.6)

provided that the diameters of supp(f) and supp(g) are bounded by C3, where dist(A,B) =

minx∈A,y∈B |x− y|. Note that the constants are independent of the size of the cube, the
chemical potential and the boundary condition.

It is known that the mixing condition (2.6) holds for β sufficiently small (i.e, high
temperature) since the mixing condition is implied by the Dobrushin-Shlosman mixing
condition which is always valid at high temperature (see [26], [28]). By the first lemma
in Section 10 of [26], the mixing condition (2.6) yields the following mixing condition.

Mixing conditions in [28]. Let V be a local function. There exist constants C(V )

and γ > 0 such that for any cube Λ,∣∣∣µgcΛ,ω1,λ
(V )− µgcΛ,ω2,λ

(V )
∣∣∣ ≤ C(V )|Aω1,ω2

| exp{−γ dist(Aω1,ω2
, supp(V ))}, (2.7)
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where for any two configurations ω1, ω2 ∈ {0, 1}∂Λ,

Aω1,ω2
= {x ∈ ∂Λ | ω1(x) 6= ω2(x)}.

Under the mixing condition (2.7), the following results are proved in [28]:
Equivalence of ensembles. Suppose that the mixing condition (2.7) holds for all λ.

Let V be a local function. Then there exists C(V ) <∞ such that for any cube Λ and any
ω ∈ ∂Λ, if λ and n are chosen such that µgcΛ,ω,λ(η̄Λ) = µcΛ,ω,n(η̄Λ) = n

|Λ| , then we have∣∣∣µgcΛ,ω,λ(V )− µcΛ,ω,n(V )
∣∣∣ ≤ C(V )|Λ|−1. (2.8)

Logarithmic Sobolev inequality. Suppose that the mixing condition (2.7) holds for
all λ. Let Λ be a cube of side length L. There exists a constant C independent of L, n
and ω such that for any f ≥ 0 with µcΛ,ω,n(f) = 1,

µcΛ,ω,n(f log f) ≤ CL2DΛ,ω,n(
√
f), (2.9)

where

DΛ,ω,n(
√
f) = µcΛ,ω,n

 ∑
x,y∈Λ
|x−y|=1

(
√
f(ηxy)−

√
f(η))2

 . (2.10)

The equilibrium lattice gas dynamics. Next, let us introduce the equilibrium
lattice gas dynamics with density ρ ∈ (0, 1). For ρ ∈ (0, 1), if ΛL, L ≥ 1 are cubes of side
length 2L centred at the origin and λL, nL, ωL are chosen such that

µgcΛL,ωL,λL
(η̄ΛL) = µcΛL,ωL,nL(η̄ΛL) =

nL
(2L+ 1)d

→ ρ,

then {µgcΛL,ωL,λL
, L ≥ 1} and {µcΛL,ωL,nL , L ≥ 1} are tight since E is compact. Thus, there

exist a probability measure µρ on E and a subsequence {Lk, k ≥ 1} such that

µcΛLk ,ωLk ,nLk
→ µρ weakly as k →∞.

Then under the mixing condition (2.7), we use (2.8) to obtain µgcΛLk ,ωLk ,λLk
→ µρ weakly

as k →∞.
Now, by (2.4) and (2.5), for any V ∈ C, Λ ⊃ supp(V ), the following Dobrushin-Lanford-

Ruelle (DLR) equations hold:∫
E

µρ(dη)µgc
Λ,η∂Λ,λ

(V ) = µρ(V ), (2.11)

and ∫
E

µρ(dη)µcΛ,η∂Λ,|Λ|η̄Λ
(V ) = µρ(V ). (2.12)

That is, µρ is a Gibbs measure with the Hamiltonian HΛ,ω and the chemical potential λ,
and it is also a canonical Gibbs measure corresponding to the Hamiltonian HΛ,ω.

For any L ≥ 1, ζ ∈ EΛL , let ζ ′ be obtained from ζ by a permutation of the sites in ΛL.
Then by (2.12),

µρ({ξ ∈ E; ξΛL = ζ ′}) =

∫
E

µρ(dη)µcΛL,η∂Λ,|ΛL|ζ̄ΛL
({ξΛL ∈ EΛL ; ξΛL = ζ ′})

=

∫
E

µρ(dη)µcΛL,η∂Λ,|ΛL|ζ̄ΛL
({ξΛL ∈ EΛL ; ξΛL = ζ})

=µρ({ξ ∈ E; ξΛL = ζ}).

EJP 29 (2024), paper 43.
Page 5/23

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1101
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Moderate deviations for lattice gases

Thus, µρ is a symmetric probability measure on E.
Next, we show that µρ is the unique weak limit of the sequences {µgcΛL,ωL,λL

, L ≥ 1}
and {µcΛL,ωL,nL , L ≥ 1}. Firstly, for given V ∈ C, choose LV large enough such that for

ω1, ω2 ∈ {0, 1}∂ΛL ,

|Aω1,ω2 | ≤ 2d2(2d+ 1), dist(Aω1,ω2 , supp(V )) ≤ L/2.

Then by (2.7),

lim
L→∞

sup
ω1,ω2∈{0,1}∂ΛL

∣∣∣µgcΛL,ω1,λ
(V )− µgcΛL,ω2,λ

(V )
∣∣∣ = 0.

Now, assume that µ̃ρ is other weak limit of the sequences {µgcΛL,ωL,λL
, L ≥ 1}. Then (2.11)

is also holds for µ̃ρ. By (2.11), we have that for any V ∈ C,

|µρ(V )− µ̃ρ(V )| =
∣∣∣∣∫
E

∫
E

µρ(dω1)µ̃ρ(dω2)

(
µgc

ΛL,ω
∂Λl
1 ,λ

(V )− µgc
ΛL,ω

∂ΛL
2 ,λ

(V )

)∣∣∣∣
≤ sup
ω1,ω2∈{0,1}∂ΛL

∣∣∣µgcΛL,ω1,λ
(V )− µgcΛL,ω2,λ

(V )
∣∣∣→ 0 as L→∞.

Therefore, µρ = µ̃ρ.
Let ηt, t ≥ 0 be the equilibrium lattice gas dynamics with density ρ. More precisely,

η0 is distributed according to µρ and the dynamics is a cádlág E-valued Markov process
with the generator A acting on local functions by

Af(η) =
∑
x,y∈Zd
|x−y|=1

(1 + exp{−(H(ηxy)−H(η))})(f(ηxy)− f(η)), (2.13)

where

(ηxy)(z) =


η(z), z 6= x, y,

η(x), z = y,

η(y), z = x.

Note that H(ηxy)−H(η) does not depend on Λ and λ as long as Λ is taken large enough,
so H can equal any HΛ,ω for any such Λ.

The Markov process {ηt, t ≥ 0} exists and has the Feller property (cf. [21]). Let
{Pt, t ≥ 0} be its operator semigroup, and let D(A) denote the domain of the generator
A on L2(µρ), where as usually,

L2(µρ) =

{
f : E → R; 〈f, f〉µρ :=

∫
E

f2dµρ <∞
}
.

For any f, g ∈ C, take L ≥ 1 such that supp(f) ∪ supp(g) ⊂ ΛL. Then for any cube Λ of
side length bigger than 2L+ 3 centred at the origin, by (2.12) and the symmetry of µρ,
we have that

〈g,−Af〉µρ

=−
∑
x,y∈Λ
|x−y|=1

∫
E

µρ(dη)(1 + exp{−(HΛ,η∂Λ(ηxy)−HΛ,η∂Λ(η))})(f(ηxy)− f(η))g(η)

=−
∑
x,y∈Λ
|x−y|=1

∫
E

µρ(dη)(ZcΛ,η∂Λ,|Λ|η̄Λ)−1
∑
ζ̄Λ=η̄Λ

(
e−HΛ,η∂Λ (ζ) + e−HΛ,η∂Λ (ζxy)

)
(f(ζxy)−f(ζ))g(ζ)

=−
∑
x,y∈Λ
|x−y|=1

(∫
E

µρ(dη)(f(ηxy)− f(η))g(η) +

∫
E

µρ(dη)(f(η)− f(ηxy))g(ηxy)

)

=
∑
x,y∈Λ
|x−y|=1

∫
E

µρ(dη)(f(ηxy)− f(η))(g(ηxy)− g(η)),
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where the second equation is due to (2.12), and the third is obtained by (2.12) and the
symmetry of µρ. In particular, 〈g,Af〉µρ = 〈Ag, f〉µρ . Therefore, {ηt, t ≥ 0} is reversible
with respect to µρ, and the Dirichlet form associated to A is

D(f) =
∑
|x−y|=1

∫
(f(ηxy)− f(η))2µρ(dη), D := {f ∈ L2(µρ); D(f) <∞}. (2.14)

2.2 Main result

Let us introduce first the spaces H1 and H−1 associated with the operator A (cf.
Section 2.2 in [17]). Consider the semi-norm ‖ · ‖1 defined on C by

‖f‖21 = 〈f,−Af〉µρ . (2.15)

Two elements f and g in C are considered the same if ‖f − g‖1 = 0. Let H1 denote the
completion of C with respect to the semi-norm ‖ · ‖1. For any f ∈ L2(µ), define

‖f‖2−1 = sup
g∈C
{2〈f, g〉µρ − ‖g‖21}. (2.16)

Let H−1 be the completion of
{
f ∈ L2(µ); ‖f‖−1 <∞

}
with respect to norm ‖ ·‖−1. Then

for any f ∈ C,
‖Af‖2−1 = ‖f‖21,

and H−1 is the closure of {Af ; f ∈ C}.
For any V ∈ L2(µρ), let µρ(V ) denote the mean of V with respect to µρ, i.e.,

µρ(V ) =

∫
V dµρ. (2.17)

For a mean zero function V , define

σ2
ρ(V ) = 2

∫ ∞
0

〈PtV, V 〉µρdt. (2.18)

Then
σ2
ρ(V ) = 2〈V,−AV 〉µρ = 2‖V ‖1.

Now, let us state our main result in this paper.

Theorem 2.1. Suppose that the mixing condition (2.6) holds. Let d ≥ 3 and ρ ∈ (0, 1)

and let a(t), t ≥ 0 be a positive function satisfying (1.2). Let (Ω,F , {ηt}t≥0, Pρ) be a
Markov process with initial distribution µρ and with the operator A, i.e., under Pρ, {ηt,
t ≥ 0} is the equilibrium lattice gas dynamics with density ρ. For any local function V
with mean zero, if V ∈ H−1, then{

Pρ

(
1

a(t)

∫ t

0

V (ηs)ds ∈ ·
)
, t > 0

}
satisfies the large deviation principle with speed a2(t)

t and with rate function IV (z)

defined by

IV (z) =
z2

2σ2
ρ(V )

, z ∈ R. (2.19)

That is, for any closed set F in R,

lim sup
t→∞

t

a2(t)
logPρ

(
1

a(t)

∫ t

0

V (ηs)ds ∈ F
)
≤ − inf

z∈F
IV (z), (2.20)

and for any open set G in R,

lim inf
t→∞

t

a2(t)
logPρ

(
1

a(t)

∫ t

0

V (ηs)ds ∈ G
)
≥ − inf

z∈G
IV (z). (2.21)

EJP 29 (2024), paper 43.
Page 7/23

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1101
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Moderate deviations for lattice gases

3 Exponential moment estimates for Gibbs measures

In this section, we present some exponential moment estimates for the Gibbs mea-
sures. Let us first introduce some notations. For any positive integer L, let ΛL denote a
cube of side length 2L centered at the origin and define

η̄L =
1

(2L+ 1)d

∑
x∈ΛL

η(x) (3.1)

and
µL(·) = µρ(η̄

L ∈ ·). (3.2)

We also define the regular conditional probability:

µL,q(·) = µL,η∂ΛL ,q(·) = µρ(·|FΛcL
, η̄L = q) = µcΛL,η∂ΛL ,q(2L+1)d(·), (3.3)

where µc
ΛL,η∂ΛL ,q(2L+1)d

is the canonical Gibbs state defined by (2.3), and FΛcL
=σ(η(x), x ∈

ΛcL). By the definition of the canonical Gibbs state, µL,η∂ΛL ,q : E × FΛL 3 (η,A) →
µc

ΛL,η∂ΛL ,q(2L+1)d
(A) ∈ [0, 1], is F∂ΛL -measurable in η for each A ⊂ EΛL , and for each

η∂ΛL ∈ E∂ΛL ,

µL,q(A) = µL,η∂ΛL ,q(A) =
1

Zc
Λ,η∂ΛL ,q(2L+1)d

∑
ζ∈A

exp
{
−HΛ,η∂ΛL (ζ)

}
I{ζ̄L=q}, A ⊂ EΛL ,

is a probability measure on EΛL . Set

µL,η̄L(A) = µL,η∂ΛL ,η̄L(A) = µL,η∂ΛL ,q(A)
∣∣
q=η̄L

, A ⊂ EΛL .

Then for µρ-a.s. η,
µL,η∂ΛL ,η̄L(A) = µρ(A|GΛcL

),

where GΛcL
= σ(FΛcL

, η̄L), and µL,η∂ΛL ,η̄L : E × FΛL 3 (η,A) → µc
ΛL,η∂ΛL ,η̄L(2L+1)d

(A) ∈
[0, 1], is F∂ΛL ∨ σ(η̄L)-measurable in η for each A ⊂ EΛL , and a probability measure on
EΛL for each η∂ΛL ∈ E∂ΛL .

Remark 3.1. (1). Note that the definition makes sense only for q = i/(2L+ 1)d with i an
integer, so we will always assume this in the sequel though we will not state it explicitly.

(2). In order to simplify notation, we drop the subscript ω in µL,q and µL,η̄L when the
boundary η∂ΛL is fixed.

For a local function V , and L ≥ 1 such that ΛL ⊃ supp(V ) and dist(∂ΛL, supp(V )) ≥
L/2, for each fixed boundary ω ∈ E∂ΛL , we define

ψgcL,V (y) = ψgcL,ω,V (y) = µgcΛL,ω,λ
(V ), y ∈ (0, 1), (3.4)

where λ is chosen such that µgcΛL,ω,λ
(η̄L) = y, and set

ψL,V (q) = ψL,ω,V (q) = µL,ω,q(V ), ψL,V (η̄L) = ψL,ω,V (η̄L) = µL,ω,η̄L(V ). (3.5)

Then by the precise representation of µL,q, it is known that ψL,η∂ΛL ,V (η̄L) is F∂ΛL ∨
σ(η̄L)-measurable. In order to estimate the exponential moment of ψL,η∂ΛL ,V (η̄L) under
µ2L,q, let us first compute µ2L,q

(
ψL,η∂ΛL ,V (η̄L)

)
. By ψL,V (η̄L) = µρ(V |GΛcL

), µ2L,q(V ) =

µρ(V |GΛc2L
)|η̄2L=q and GΛc2L

⊂ GΛcL
, we have that for µρ-a.s. ω,

µ2L,ω,q

(
ψL,η∂ΛL ,V (η̄L)

)
=µρ(µρ(V |GΛcL

)|GΛc2L
)|η̄2L=q = µρ(V |GΛc2L

)|η̄2L=q = ψ2L,ω,V (q).

Therefore, for µρ-a.s. ω,

µ2L,ω,q

(
ψL,η∂ΛL ,V (η̄L)

)
= ψ2L,ω,V (q). (3.6)

Next, we give some exponential moment estimates for the Gibbs measures.
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Lemma 3.1. Suppose that the mixing condition (2.6) holds. Let V be a local function
with mean zero. For L ≥ 1 such that ΛL ⊃ supp(V ) and dist(∂ΛL, supp(V )) ≥ L/2, set

WL(η) = ψL,η∂ΛL ,V (η̄L)− ψ2L,η∂Λ2L ,V (η̄2L).

Then there exist constants 0 < B = BV <∞, ε ∈ (0,∞) such that for any |θ| ≤ εLd/2−1,
L ≥ 1, q ∈ (0, 1),

logµ2L,q

(
exp

{
θL1+d/2WL

})
≤ Bθ2L2. (3.7)

Proof. Define

gL(y) = gL,ω(y) = ψgcL,ω,V (y)− ψgcL,ω,V (q), qcL = qcL = µ2L,q(η̄
L).

Then under the mixing condition (2.7), applying Theorem 2.2 in [28] to V and −V , there
exists a positive constant A1 independent of λ, ω, L, such that

gL(q) = 0, |g′L(y)| ≤ A1, |g′′L(y)| ≤ A1, for all y ∈ (0, 1).

Then, under η̄2L = q, we can write

WL(η) =gL(η̄L) +
(
ψL,η∂ΛL ,V (η̄L)− ψgc

L,η∂ΛL ,V
(η̄L)

)
−
(
ψ2L,η∂Λ2L ,V (q)− ψgc

L,η∂ΛL ,V
(q)
)
.

By Lemma A.4 in Appendix (the second lemma in Section 10, [28]), there exists a
constant 0 < A2 <∞ such that

|gL(qcL)| ≤ A1|qcL − q| ≤ A2L
−d.

Thus,
µ2L,q(|gL(η̄L)− gL(q)|2) ≤2µ2L,q(|gL(η̄L)− gL(qcL)|2) + 2A2

2L
−2d

≤2A2
1µ2L,q(|η̄L − qcL|2) + 2A2

2L
−2d

By (3.6),

ψ2L,η∂Λ2L ,V (q)− ψgc
L,η∂ΛL ,V

(q) =

∫ (
ψL,ζ∂ΛL ,V (ζ̄L)− ψgc

L,η∂ΛL ,V
(q)
)
µ2L,η∂Λ2L ,q(dζ

Λ2L).

We can write

ψL,ζ∂ΛL ,V (ζ̄L)− ψgc
L,η∂ΛL ,V

(q)

=ψL,ζ∂ΛL ,V (ζ̄L)− ψgc
L,ζ∂ΛL ,V

(ζ̄L) +
(
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q)
)

+
(
ψgc
L,ζ∂ΛL ,V

(q)− ψgc
L,η∂ΛL ,V

(q)
)
.

By the equivalence of ensembles, there exists a constant 0 < A3,1 <∞ such that∣∣∣ψgcL,V (η̄L)− ψL,V (η̄L)
∣∣∣ ≤ A3,1L

−d,
∣∣∣ψL,ζ∂ΛL ,V (ζ̄L)− ψgc

L,ζ∂ΛL ,V
(ζ̄L)

∣∣∣ ≤ A3,1L
−d.

Since dist(∂ΛL, supp(V )) ≥ L/2, by the mixing condition (2.7), there exist positive
constants 0 < A3,2, A3,3A3,4 <∞ such that∣∣∣ψgc

L,ζ∂ΛL ,V
(q)− ψgc

L,η∂ΛL ,V
(q)
∣∣∣ ≤ A3,2L

d−1e−A3,3L ≤ A3,4L
−d.

Set q̃cL = µ2L,η∂Λ2L ,q(ζ̄
L). Then

µ2L,q

(∫ (
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q)
)2

µ2L,η∂Λ2L ,q(dζ
Λ2L)

)
≤2µ2L,q

(∫ (
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q̃cL)
)2

µ2L,η∂Λ2L ,q(dζ
Λ2L)

)
+ 2A2

2L
−2d

≤2A2
1µ2L,q

(∫
|ζ̄L − q̃cL|2µ2L,η∂Λ2L ,q(dζ

Λ2L)

)
+ 2A2

2L
−2d.
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Thus, there exists a constant 0 < A4 <∞ such that

µ2L,q(|WL|2) ≤A4µ2L,q(|η̄L − qcL|2) +A4L
−2d +A4µ2L,q

(∫
|ζ̄L − q̃cL|2µ2L,η∂Λ2L ,q(dζ

Λ2L)

)
.

Applying (A.4) in Appendix to g(x) = x, then there exist constants 0 < A5 <∞, ε ∈ (0,∞)

such that for any |θ| ≤ εLd/2−1, for any q ∈ (0, 1),

logµ2L,q

(
exp

{
θL1+d/2

(
η̄L − qcL

)})
≤ A5|θ|2L2.

Therefore, for any |θ| ≤ CL−(1+d/2), where C ∈ (0,min{1, 1/‖V ‖}/8), and ‖V ‖ =

supη∈E |V (η)|,

1

8
θ2L2+dµ2L,q((η̄

L − qcL)2) ≤ log

(
1 +

1

4
θ2L2+dµ2L,q((η̄

L − qcL)2)

)
≤A5θ

2L2.

The same proof yields

1

8
θ2L2+d

∫
|ζ̄L − q̃cL|2µ2L,η∂Λ2L ,q(dζ

Λ2L) ≤A5θ
2L2.

Therefore,
µ2L,q(|WL|2) ≤ 2A4A5L

−d +A4L
−2d.

Now, by µ2L,q(WL) = 0, and using the Taylor expansion and (3.6), there exists a constant
0 < A6 <∞ such that for any |θ| ≤ CL−(1+d/2), for any q ∈ (0, 1),

µ2L,q

(
exp

{
θL1+d/2WL

})
=1 +

∞∑
k=2

(θL1+d/2)k

k!
µ2L,q

(
(WL)k

)
≤1 + L2+dθ2µ2L,q(|WL|2)

∞∑
k=0

(2C‖V ‖)k

(k + 2)!

≤1 +A6θ
2L2.

Thus, (3.7) holds for |θ| ≤ CL−(1+d/2).
Next, let us assume that |θ| ≥ CL−(1+d/2). By the Hölder inequality, for any |θ| ≤

εLd/2−1, L ≥ 1, q ∈ (0, 1),

logµ2L,q

(
exp

{
θL1+d/2WL

})
≤1

7
logµ2L,q

(
exp

{
7θL1+d/2

(
gL(η̄L)− gL(qcL)

)})
+

1

7
logµ2L,q

(
exp

{
7θL1+d/2gL(qcL)

})
+

1

7
logµ2L,q

(
exp

{
7θL1+d/2

(
ψL,η∂ΛL ,V (η̄L)− ψgc

L,η∂ΛL ,V
(η̄L)

)})
+

1

7
logµ2L,q

(
exp

{
7θL1+d/2

∫ (
ψL,ζ∂ΛL ,V (ζ̄L)− ψgc

L,ζ∂ΛL ,V
(ζ̄L)

)
µ2L,η∂Λ2L ,q(dζ

Λ2L)

})
+

1

7
logµ2L,q

(
exp

{
7θL1+d/2

∫ (
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q)
)
µ2L,η∂Λ2L ,q(dζ

Λ2L)

})
+

1

7
logµ2L,q

(
exp

{
7θL1+d/2

∫ (
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q̃cL)
)
µ2L,η∂Λ2L ,q(dζ

Λ2L)

})
+

1

7
logµ2L,q

(
exp

{
7θL1+d/2

∫
ψgc
L,ζ∂ΛL ,V

(q̃cL)µ2L,η∂Λ2L ,q(dζ
Λ2L)

})
.

By Lemma A.3 in Appendix, there exist constants 0 < A7 <∞, ε ∈ (0,∞) such that for
any |θ| ≤ εLd/2−1, for any q ∈ (0, 1),

logµ2L,q

(
exp

{
7θL1+d/2

(
gL(η̄L)− gL(qcL)

)})
≤ A7θ

2L2, (3.8)
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and

logµ2L,q

(
exp

{
7θL1+d/2

∫ (
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q̃cL)
)
µ2L,η∂Λ2L ,q(dζ

Λ2L)

})
≤ logµ2L,q

(∫
exp

{
7θL1+d/2

(
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q̃cL)
)}

µ2L,η∂Λ2L ,q(dζ
Λ2L)

)
≤A7θ

2L2.

By Lemma A.4 in Appendix, there exists a constant 0 < A8 <∞ such that

|gL(qcL)| ≤ A1|qcL − q| ≤ A2L
−d ≤ A8θ

2L2 for any |θ| ≥ CL−(1+d/2),

and ∣∣∣ψgc
L,ζ∂ΛL ,V

(q̃cL)
∣∣∣ ≤ A8θ

2L2 for any |θ| ≥ CL−(1+d/2).

By the equivalence of ensembles, there exists a constant 0 < A9 <∞ such that∣∣∣ψgcL,V (η̄L)− ψL,V (η̄L)
∣∣∣ ≤ A3L

−d ≤ A9θ
2L2 for any |θ| ≥ CL−(1+d/2),

and ∣∣∣ψL,ζ∂ΛL ,V (ζ̄L)− ψgc
L,ζ∂ΛL ,V

(ζ̄L)
∣∣∣ ≤ A3L

−d ≤ A9θ
2L2 for any |θ| ≥ CL−(1+d/2).

Since dist(∂ΛL, supp(V )) ≥ L/2, by the mixing condition (2.7), there exists a constant
0 < A10 <∞ such that∣∣∣ψgc

L,ζ∂ΛL ,V
(q)− ψgc

L,η∂ΛL ,V
(q)
∣∣∣ ≤ A3,2L

−d ≤ A10θ
2L2 for any |θ| ≥ CL−(1+d/2).

Therefore, there exist constants 0 < A11 <∞, ε ∈ (0,∞) such that for any CL−(1+d/2) ≤
|θ| ≤ εLd/2−1, for any q ∈ (0, 1),

max

{
logµ2L,q

(
exp

{
7θL1+d/2gL(qcL)

})
,

logµ2L,q

(
exp

{
7θL1+d/2

∫
ψgc
L,ζ∂ΛL ,V

(q̃cL)µ2L,η∂Λ2L ,q(dζ
Λ2L)

})}
≤A11L

2θ2,

(3.9)

and

max

{
logµ2L,q

(
exp

{
7θL1+d/2

(
ψL,η∂ΛL ,V (η̄L)− ψgc

L,η∂ΛL ,V
(η̄L)

)})
,

logµ2L,q

(
exp

{
7θL1+d/2

∫ (
ψL,ζ∂ΛL ,V (ζ̄L)− ψgc

L,ζ∂ΛL ,V
(ζ̄L)

)
µ2L,η∂Λ2L ,q(dζ

Λ2L)

})
,

logµ2L,q

(
exp

{
7θL1+d/2

∫ (
ψgc
L,ζ∂ΛL ,V

(ζ̄L)− ψgc
L,ζ∂ΛL ,V

(q)
)
µ2L,η∂Λ2L ,q(dζ

Λ2L)

})}
≤A10L

2θ2.
(3.10)

Thus, (3.7) holds for any CL−(1+d/2) ≤ |θ| ≤ εLd/2−1.

Lemma 3.2. Suppose that the mixing condition (2.6) holds. Let V be a local function
with mean zero. Then there exist constants 0 < CV < ∞, ε ∈ (0,∞) such that for any
|θ| ≤ εLd/2−1, L ≥ 1 with ΛL ⊃ supp(V ) and dist(∂ΛL, supp(V )) ≥ L/2,

µρ

(
exp

{
θL1+d/2ψL,V (η̄L)

})
≤ exp{CV θ2L2}. (3.11)
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Proof. For j ≥ 0, set

WLj (η) = ψLj ,V (η̄Lj )− ψ2Lj ,V (η̄2Lj ), where Lj = 2jL.

Noting ψ2Lj ,V (η̄2Lj )→ µρ(V ) = 0 µρ-a.s. as j →∞, we have that

ψL,V (η̄L) =

∞∑
j=0

WLj (η).

Since µρ is the canonical Gibbs measure, for any j ≥ 0,

µρ

(
exp

{
θL

1+d/2
j WLj (η)

})
= µρ

(
µ2Lj ,η̄

2Lj

(
exp

{
θL

1+d/2
j WLj (η)

}))
.

By Lemma 3.1, there exist constants 0 < BV < ∞, ε ∈ (0,∞) such that for any
|θ| ≤ εLd/2−1, j ≥ 0, q ∈ (0, 1),

µ2Lj ,η̄
2Lj

(
exp

{
θL

1+d/2
j WLj (η)

})
≤ BV θ2L2

j .

Thus, by the Hölder inequality and d ≥ 3, for any |θ| ≤ εLd/2−1, L ≥ 1,

logµρ

(
exp

{
θL1+d/2ψL,V (η̄L)

})
≤
∞∑
j=0

2−j(1+d/2) logµρ

(
exp

{
θL

1+d/2
j WLj (η)

})
≤
∞∑
j=0

2−j(d/2−1)BV θ
2L2

≤BV θ2L2/(1− 2−d/2+1).

and so, (3.11) holds for CV := BV /(1− 2−d/2+1).

4 Upper bound

In this section, we prove the upper bound of the moderate deviation principle. The
main tool is the logarithmic Sobolev inequality obtained by Yau. Our proof is based on
the variational formulae of the relative entropy, and the principal eigenvalue of Feynman-
Kac semigroup. For the sake of convenience, let us first introduce the two variational
formulae (cf. [5], [6], [15], [24], [25].

The variational formula of relative entropy. Let µ ∈M1(E). The relative entropy
H(ν, µ) of ν ∈M1(E) with respect to µ is defined by

H(ν, µ) =


∫
E

(
dν

dµ
log

dν

dµ

)
dµ if ν � µ,

+∞ otherwise.

(4.1)

where Cb(E) is the space of all bounded continuous functions on E. The relative entropy
H(ν, µ) has the following Donsker-Varadhan variational formula (cf. [25]):

H(ν, µ) = sup
{
ν(f)− logµ(ef ), f ∈ Cb(E)

}
. (4.2)

The variational formula of the principal eigenvalue of Feynman-Kac semi-
group. Let Xt, t ≥ 0 be a reversible Markov process with the Feller property, and let
µ ∈M1(E) be its reversible measure. Let (A,D(A)) and {Pt, t ≥ 0} be its generator and

EJP 29 (2024), paper 43.
Page 12/23

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1101
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Moderate deviations for lattice gases

semigroup on L2(µ), respectively. Let V : [0,∞)×E 3 (t, x)→ V (t, x) ∈ R be a bounded
continuous function. It is known that (cf. Appendix 1 [15], Section 7 in [24])

At = A+ Vt,

is also a symmetric operator on L2(µ), where Vt(x) := V (t, x), and the semigroup of
bounded operators {PVt , t ≥ 0} associated with the generator At can be represented by

PVt f(x) := Ex

(
exp

{∫ t

0

V (s,Xs)ds

}
f(Xt)

)
, f ∈ Cb(E),

where Ex(·) denotes the expectation with respect to the process starting at x. {PVt ; t ≥ 0}
is called Feynman-Kac semigroup. Let λt(V ) be the principal eigenvalue of the operator
PVt . Then

λt(V ) = sup
{
µ(Vtφ

2)− µ(−φAφ); µ(|φ|2) ≤ 1
}
, (4.3)

and
Eµ

(
e
∫ t
0
V (s,Xs)ds

)
≤ e

∫ t
0
λs(V )ds. (4.4)

Lemma 4.1. Suppose that the mixing condition (2.6) holds. Let d ≥ 3 and let V be a
local function with mean zero. Then for any α ∈ R,

lim sup
L→∞

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t
α

∫ t

0

ψL,V (η̄Ls )ds

})
≤ 0. (4.5)

Proof. For L ≥ 1 such that ΛL ⊃ supp(V ) and dist(∂ΛL, supp(V )) ≥ L/2, as the proof in
Lemma 3.2, we can write

ψL,V (η̄L) =

∞∑
j=0

WLj (η),

where
WLj (η) = ψLj ,V (η̄Lj )− ψ2Lj ,V (η̄2Lj ), and Lj = 2jL.

Thus, by the Hölder inequality, and the definition of the canonical Gibbs measure,

t

a2(t)
logEρ

(
exp

{
a(t)

t
α

∫ t

0

ψL,V (η̄Ls )ds

})
≤
∞∑
j=0

L
1−d/2
j × t

a2(t)
logEρ

(
exp

{
a(t)

t
αL

d/2−1
j

∫ t

0

WLj (ηs)ds

})

=

∞∑
j=0

L
1−d/2
j × t

a2(t)
logµρ

(
Eµ

2Lj,η̄
2Lj

(
exp

{
a(t)

t
αL

d/2−1
j

∫ t

0

WLj (ηs)ds

}))
.

Since V is bounded, by the Feynman-Kac formula and the variational formula of the
principal eigenvalue of A+ a(t)

t α2j(d/2−1)WLj (see (4.3) and (4.4)),

logEµ2Lj,q

(
exp

{
a(t)

t
αL

d/2−1
j

∫ t

0

WLj (ηs)ds

})
≤t sup

0≤f∈F2Lj
,µ2Lj,q

(f)=1

{
a(t)

t
αL

d/2−1
j µ2Lj ,q(WLjf)−D2Lj ,q(

√
f)

}
,

where F2Lj = σ(η(x), x ∈ Λ2Lj ),

D2Lj ,q(
√
f) = µ2Lj ,q

 ∑
x,y∈Λ2Lj

,|x−y|=1

(
√
f(ηxy)−

√
f(η))2

 .
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Moderate deviations for lattice gases

By the logarithmic Sobolev inequality,

H2Lj ,q(f) ≤ CL2
jD2Lj ,q(

√
f), 0 ≤ f ∈ F2Lj , µ2Lj ,q (f) = 1,

where
H2Lj ,q(f) = µ2Lj ,q (f log f) .

By the variational formula of the relative entropy (see (4.2)), for any γ > 0,

µ2Lj ,q(WLjf) ≤ 1

γ
logµ2Lj ,q

(
exp

{
γWLj

})
+
H2Lj ,q(f)

γ

≤ 1

γ
logµ2Lj ,q

(
exp

{
γWLj

})
+
CL2

jD2Lj ,q(
√
f)

γ
.

For any 0 ≤ f ∈ F2Lj such that µ2Lj ,q (f) = 1 and D2Lj ,q(
√
f) 6= 0, we choose γ =

L
d/2+1
j

√
D2Lj ,q(

√
f), then

µ2Lj ,q(WLjf) ≤ 1

γ
logµ2Lj ,q

(
exp

{
γWLj

})
+
H2Lj ,q(f)

γ

≤ 1

γ
logµ2Lj ,q

(
exp

{
L
d/2+1
j

√
D2Lj ,q(

√
f)WLj

})
+ CL

1−d/2
j

√
D2Lj ,q(

√
f).

By Lemma 3.1, there exist constants 0 < B <∞, ε ∈ (0, 1) such that for any

L
1−d/2
j

√
D2Lj ,q(

√
f) ≤ ε,

and q ∈ (0, 1),

logµ2Lj ,q

(
exp

{
L
d/2−1
j

√
D2Lj ,q(

√
f)WLj

})
≤ BL1−d/2

j

√
D2Lj ,q(

√
f),

and so

µ2Lj ,q(WLjf) ≤ (C +B)L
1−d/2
j

√
D2Lj ,q(

√
f).

By a density argument, the last inequality holds for any 0 ≤ f ∈ F2Lj with µ2Lj ,q (f) = 1.
Since WLj , j ≥ 1 are uniformly bounded, there exists a constant A such that

a(t)

t
αL

d/2−1
j µ2Lj ,q(WLjf)−D2Lj ,q(

√
f)

≤Ld/2−1
j

(
a(t)

t
αµ2Lj ,q(WLjf)− L1−d/2

j D2Lj ,q(
√
f)

)
I{L1−d/2

j D2Lj,q
(
√
f)≤ a(t)

t |α|A}
.

Since a(t)
t → 0 as t→∞, for any given α, there exists tα > 0, such that for all t ≥ tα,

I{L1−d/2
j D2Lj,q

(
√
f)≤ a(t)

t |α|A}
≤ I{L1−d/2

j D2Lj,q
(
√
f)≤ε2} ≤ I{L1−d/2

j

√
D2Lj,q

(
√
f)≤ε}.

Therefore

sup
0≤f∈F2Lj

,µ2Lj,q
(f)=1

{
a(t)

t
αL

d/2−1
j µ2Lj ,q(WLjf)−D2Lj ,q(

√
f)

}
≤ sup

0≤f∈F2Lj
,µ2Lj,q

(f)=1

{
a(t)

t
α(C +B)

√
D2Lj ,q(

√
f)−D2Lj ,q(

√
f)

}
≤a

2(t)

4t2
α2(C +B)2.
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Moderate deviations for lattice gases

Thus, noting d ≥ 3, we have

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t
α

∫ t

0

ψL,V (η̄Ls )ds

})
≤1

4
α2(C +B)2L1−d/2

∞∑
j=0

2j(1−d/2) → 0,

as L→∞.

The following lemma is an extension of Theorem 1.1 in [15] Appendix 3 (also Lemma
3.2 in [14]). The proof is similar to that of Theorem 1.1 in [15]. For convenience, we give
its proof.

Lemma 4.2. Let (E, E , µ) be a probability space and set L2(µ) := {f ∈ E ; ‖f‖22 = µ(f2) <

∞}. Let −A be a nonnegative definite symmetric operator on L2(µ), which has 0 as a
simple eigenvalue with corresponding eigenfunction space U0 ⊂ L2(µ) and 1 ∈ U0, and
second smallest eigenvalue γ > 0, i.e., the spectral gap of magnitude γ:

γ = inf
‖f‖2≤1

〈f − πU0
(f),−A(f − πU0

(f))〉µ
‖f − πU0(f)‖22

> 0,

where πU0
is the projection from L2(µ) to U0. Let V be an essentially bounded function

with µ(V ) = 0, and denote by λε the principal eigenvalue of A+ ε(V − πU0
(V )) given by

the variational formula

λε = sup
‖f‖2≤1

〈f, (A+ ε(V − πU0
(V ))f〉µ.

Then

0 ≤ λε ≤
ε2

1− 2ε‖V ‖∞γ−1
〈V − πU0

(V ), (−A)−1(V − πU0
(V ))〉µ.

Proof. Fix ε > 0. Denote by Aε = A+ ε(V − πU0
(V )) for simplicity. Note that

λε = sup
‖f‖2≤1

〈f − πU0(f), (A+ ε(V − πU0(V ))(f − πU0(f))〉µ.

Therefore, there exists a sequence of functions {Gε,n, n ≥ 1} of L2(µ) such that

Gε,n⊥U0, ‖Gε,n‖L2(µ) = 1 and lim
n→∞

〈Gε,n,AεGε,n〉 = λε.

Notice that 〈Gε,n, (λε −Aε)Gε,n〉 → 0, as n ↑ ∞ by definition of Gε,n. By 1 ∈ U0, we also
have µ(Gε,n) = 0.

By definition of Gε,n, we have

λε = 〈Gε,n, (λε −Aε)Gε,n〉+ 〈Gε,n,AεGε,n〉 := I1 + I2.

By the Schwarz inequality we have that for any positive C

I2 =ε2µ((V − πU0
)(Gε,n − 1)) + εµ((V − πU0

)(Gε,n − 1)2)− 〈Gε,n,−AGε,n〉

≤ε
(
ε

C
〈(−A)−1(V − πU0), V − πU0〉+

C

ε
〈(−A)(Gε,n − 1), (Gε,n − 1)〉

+ µ((V − πU0
)(Gε,n − 1)2)

)
− 〈Gε,n,AGε,n〉

≤ε
2

C
〈(−A)−1(V − πU0), V − πU0〉+ (C − 1)〈Gε,n,−AGε,n〉+ 2ε‖V ‖∞.
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Moderate deviations for lattice gases

By our choice of Gε,n, 1 = µ(Gε,n)2 ≤ γ−1〈Gε,n,−AGε,n〉. Recollecting all previous
estimates we obtain that λε is bounded above by

〈Gε,n, (λε−Aε)Gε,n〉+
ε2

C
〈(−A)−1(V −πU0

), V −πU0
〉− (1−C−2‖V ‖εγ−1)〈Gε,n,−AGε,n〉.

Now we take C = 1− 2‖V ‖εγ−1. Noting 〈Gε,n, (λε −Aε)Gε,n〉 → 0 as n ↑ ∞, we conclude
the proof of the upper bound by n ↑ ∞..

The lower bound follows from the variational formula for λε by taking f = 1.

Lemma 4.3. Suppose that the mixing condition (2.6) holds. Let d ≥ 3 and let V ∈ H−1

be a local function with mean zero. Then for any α ∈ R,

lim sup
L→∞

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t

∫ t

0

α (V (ηs)− ψL,V (ηs)) ds

})
≤
α2σ2

ρ(V )

2
,

(4.6)
where σ2

ρ(V ) = 2〈V,−AV 〉µρ .

Proof. Without loss of generality, assume supp(V ) ⊂ ΛL and dist(∂ΛL, supp(V )) ≥ L/2.
Set GL = σ(η(x), x ∈ ΛL). Then by Feynman-Kac formula and the variational formula of
the principal eigenvalue of A+ V − ψL,V , for t large enough,

Eρ

(
exp

{
a(t)

t

∫ t

0

α(V (ηs)− ψL,V (ηs))ds

})
≤ exp

{
t sup
f≥0,µρ(f)=1

{
a(t)

t
αµρ((V − ψL,V )f)−D(

√
f)

}}
.

For f ≥ 0 with µρ(f) = 1, set fL(η) = Eρ(f |GL). Then 0 ≤ f ∈ GL, µρ(f) = 1,

µρ((V − ψL,V )f) = µρ((V − ψL,V )fL).

Noting that f → D(
√
f) is a convex function, we also get

D(
√
f) ≥ D(

√
fL) ≥ DL(

√
fL),

where

DL(
√
f) = µρ

 ∑
x,y∈ΛL
|x−y|=1

(
√
f(ηxy)−

√
f(η))2

 . (4.7)

Thus,

Eρ

(
exp

{
a(t)

t

∫ t

0

α(V (ηs)− ψL,V (ηs))ds

})
≤ exp

{
t sup

0≤f∈GL,µρ(f)=1

{
a(t)

t
αµρ((V − ψL,V )f)−DL(

√
f)

}}
.

Now we consider the lattice gas dynamics corresponding to the Dirichlet form DL(f).
Noting that µρ((f−ψL,f )2) = µρ

(
µL,η̄L((f − ψL,f )2)

)
, by the logarithmic Sobolev inequal-

ity, the following Poincaré inequality holds:

µρ((f − ψL,f )2) ≤ CL2

∫
µρ(dη)DL,η∂ΛL ,η̄L(f) = CL2DL(f).
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Moderate deviations for lattice gases

The process has a spectral gap of magnitude γL that depends on L. Therefore, by the
previous lemma,

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t
α

∫ t

0

(V (ηs)− ψL,V (ηs)) ds

})
≤ lim sup

t→∞

α2

1− CL2a(t)/t
〈(V − ψL,V ),−A−1

L (V − ψL,V )〉µρ

≤α2〈(V − ψL,V ),−A−1
L (V − ψL,V )〉µρ ,

where AL is the generator corresponding to the Dirichlet form DL(f) = 〈f,−AL〉µρ .
Note that

〈(V − ψL,V ),−A−1
L (V − ψL,V )〉µρ = sup

g∈GL,µρ(g2)<∞
{2µρ((V − ψL,V )g)−DL(g)}

= sup
g∈GL,µρ(g2)=1

(µρ((V − ψL,V )g))2

DL(g)
.

Since f → DL(f) is lower-semicontinuous in L2(µρ), there exists gL ∈ GL with µρ(g2
L) = 1

such that

〈(V − ψL,V ),−A−1
L (V − ψL,V )〉µρ =

(µρ((V − ψL,V )gL))2

DL(gL)
.

Choose subsequence {gLn , n ≥ 1} such that gLn weakly convergences g in L2(µρ) and

lim sup
L→∞

〈(V − ψL,V ),−A−1
L (V − ψL,V )〉µρ = lim

n→∞

(µρ((V − ψLnV )gLn))2

DL(gLn)
.

By equivalence of ensembles, we have that

ψLn,V (η)→ 0 µρ − a.s. and L2(µρ),

and so

lim
n→∞

µρ((V − ψLn,V )gLn) = µρ(V g).

Therefore

lim sup
L→∞

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t

∫ t

0

α (V (ηs)− ψL,V (ηs)) ds

})
≤ α2 lim sup

L→∞
〈(V − ψL,V ),−A−1

L (V − ψL,V )〉µρ

≤ (µρ(V g))2

D(g)
α2 ≤ α2〈V,−A−1V 〉µρ =

α2σ2
ρ(V )

2
.

Theorem 4.1. Suppose that the mixing condition (2.6) holds. Let d ≥ 3 and let V ∈ H−1

be a local function with mean zero. Then for any α ∈ R,

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t
α

∫ t

0

V (ηs)ds

})
≤
α2σ2

ρ(V )

2
. (4.8)

In particular, for any closed set F ⊂ R,

lim sup
t→∞

t

a2(t)
logPρ

(
1

a(t)

∫ t

0

V (ηs)ds ∈ F
)
≤ − inf

x∈F

x2

2σ2
ρ(V )

. (4.9)
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Proof. By the Gartner-Ellis theorem (cf. Theorem II.2 in [8]), we can obtain (4.9)
from (4.8). Next, let us prove (4.9). For any p > 1 with 1/p + 1/q = 1, by Hölder’s
inequality, the term inside the limit is bounded above by

t

pa2(t)
logEρ

(
exp

{
a(t)

t
pα

∫ t

0

(V (ηs)− ψ2m,V (ηs)) ds

})
+

t

qa2(t)
logEρ

(
exp

{
a(t)

t
qα

∫ t

0

ψ2m,V (ηs)

})
.

Letting t→∞, by Lemma 4.1 and Lemma 4.3, we obtain

lim sup
t→∞

t

a2(t)
logEρ

(
exp

{
a(t)

t
α

∫ t

0

V (ηs)ds

})
≤
pα2σ2

ρ(V )

2
,

which implies (4.8) by letting p ↓ 1.

5 Lower bound

In this section, we prove the lower bound of the moderate deviation principle. The
proof is based on a suitable measure transformation (see Lemma 8.18 and Lemma 8.21
in [24] for large deviations).

Let d ≥ 3 and let V ∈ H−1 be a local function with mean zero. Suppose that the
mixing condition holds for all λ. For any local function f with mean zero, and t > 0 with
a(t)
t ‖f‖∞ < 1, set uft =

√
1 + a(t)

t f . Then µρ((u
f
t )2) = 1, and (cf. Lemma 8.18 in [24]),

M
uft
s :=

uft (ηs)

uft (η0)
exp

{∫ s

0

−Auft
uft

(ηv)dv

}
, s ≥ 0,

is a martingale with expectation one. Define P
uft
x (A) = Ex(1AM

uft
s ), A ∈ Fs. Then P

uft
x

is a Markov process with reversible invariant measure dµt := (uft )2dµρ. Let us call

the corresponding stationary process P t = P
uft
µt , the corresponding generator At and

Dirichlet form Dt.

Lemma 5.1. Suppose that the mixing condition (2.6) holds. Let d ≥ 3 and let g ∈ H−1

be a local function with mean zero. Then for any α ∈ R,

lim sup
t→∞

t

a2(t)
logEt

(
exp

{
a(t)

t
α

∫ t

0

(g(ηs)− µt(g)))ds

})
≤
α2σ2

ρ(g)

2
, (5.1)

where Et denotes the expectation corresponding to P t. In particular, for any r > 0,

lim sup
t→∞

t

a2(t)
logP t

(∣∣∣∣ 1

a(t)

∫ t

0

g(ηs)ds− µρ(gf)

∣∣∣∣ ≥ r) ≤ − r2

2σ2
ρ(g)

. (5.2)

Proof. Let Pts, s ≥ 0 denote the semigroup of At. Using the Taylor expansion, we can
get

Auft
uft

=

√
1 + (a(t)/t)fA

√
1 + (a(t)/t)f

1 + (a(t)/t)f

=
√

1 + (a(t)/t)fA
√

1 + (a(t)/t)f

(
1− a(t)

t
f +O

(
a2(t)

t2

))
=

1

2

a(t)

t
Af − 1

4

a2(t)

t2
fAf−1

8

a2(t)

t2
Af2 +O

(
a3(t)

t3

)
.

(5.3)
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Note that µρ(Af) = 0 and µρ(Af2) = 0. By the definition of the martingale M
uft
t and (5.3),

we have that for any local function g with µρ(g) = 0, and any α ∈ R,

t

a2(t)
logEt

(
exp

{
a(t)

t
α

∫ t

0

(g(ηs)− µt(g)))ds

})
=

t

a2(t)
logEρ

(
M

uft
t exp

{
a(t)

t
α

∫ t

0

g(ηs)ds−
a2(t)

t
αµρ(gf)

})
≤ 1

4
µρ(fAf)− αµρ(gf) +

t

a2(t)
logEρ

(
exp

{
a(t)

t

∫ t

0

(
αg(ηs)−

1

2
Af(ηs)

)
ds

+
1

4

a2(t)

t2

∫ t

0

(f(ηs)Af(ηs)(ηs)− µρ(fAf)) ds

})
+O

(
a(t)

t

)
.

(5.4)

For any p > 1 with 1/p + 1/q = 1, by Hölder’s inequality, the second term in the last
inequality has the following estimate:

t

a2(t)
logEρ

(
exp

{
a(t)

t

∫ t

0

(
αg(ηs)−

1

2
Af(ηs)

)
ds

+
1

4

a2(t)

t2

∫ t

0

(f(ηs)Af(ηs)(ηs)− µρ(fAf)) ds

})
≤ t

pa2(t)
logEρ

(
exp

{
pa(t)

t

∫ t

0

(
αg(ηs)−

1

2
Af(ηs)

)
ds

})
+

t

qa2(t)
logEρ

(
exp

{
1

4

qa2(t)

t2

∫ t

0

(f(ηs)Af(ηs)(ηs)− µρ(fAf)) ds

})
.

By (4.8),

lim sup
t→∞

t

pa2(t)
logEρ

(
exp

{
pa(t)

t

∫ t

0

(
αg(ηs)−

1

2
Af(ηs)

)
ds

})
≤
pσ2

ρ

(
αg − 1

2Af
)

2

=
p

2

(
α2σ2

ρ (g)− 2αµρ(gf) +
1

2
µρ(fAf)

)
,

and for any ε > 0,

lim sup
t→∞

t

qa2(t)
logEρ

(
exp

{
1

4

qa2(t)

t2

∣∣∣∣∫ t

0

(f(ηs)Af(ηs)(ηs)− µρ(fAf)) ds

∣∣∣∣ })
≤ lim sup

t→∞

t

qa2(t)
logEρ

(
exp

{
a(t)

t
ε

∣∣∣∣∫ t

0

(f(ηs)Af(ηs)(ηs)− µρ(fAf)) ds

∣∣∣∣ })
≤
ε2σ2

ρ (fAf)

2
,

which implies

lim sup
t→∞

t

qa2(t)
logEρ

(
exp

{
1

4

qa2(t)

t2

∣∣∣∣∫ t

0

(f(ηs)Af(ηs)(ηs)− µρ(fAf)) ds

∣∣∣∣ }) = 0.

Thus, letting t→∞ in (5.4), we obtain

lim sup
t→∞

t

pa2(t)
logEt

(
exp

{
pa(t)

t
α

∫ t

0

(g(ηs)− µt(g))ds

})
≤
pα2σ2

ρ(g)

2
.

This yields (5.1) by letting p→ 1. Therefore, for any r > 0, (5.2) also holds.
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Theorem 5.1. Suppose that the mixing condition (2.6) holds. Let d ≥ 3 and let V ∈ H−1

be a local function with mean zero. Then for any open set G ⊂ R,

lim inf
t→∞

t

a2(t)
logPρ

(
1

a(t)

∫ t

0

V (ηs)ds ∈ G
)
≥ − inf

z∈G

z2

2σ2
ρ(V )

. (5.5)

Proof. For 0 6= z ∈ G fixed, choose 0 < δ0 < σ2
ρ(V )/2 such that the closed ball B(z, δ0) :=

{y; |z − y| ≤ δ0} ⊂ G. Since

σ2
ρ(V )

2
= ‖V ‖−1 = sup

f∈C

{
2〈V, f〉µρ − 〈f,−Af〉µρ

}
= sup
g∈C,µρ(g)=0,µρ(g2)=1

(µρ(V g))2

〈g,−Ag〉µρ
,

for any 0 < δ < δ0, there exists g ∈ C with µρ(g) = 0 and µρ(g2) = 1 such that

σ2
ρ(V )− δ ≤ 2(µρ(V g))2

〈g,−Ag〉µρ
.

In particular, we have (µρ(V g))2 > 0. Now, we take f = zg/µρ(V g). Then

f ∈ C, µρ(f) = 0, µρ(V f) = z, and σ2
ρ(V )− δ ≤ 2z2

〈f,−Af〉µρ
.

For each 0 < δ < δ0, set

At(δ) =

{∣∣∣∣1t
∫ t

0

fAf(ηs)ds− µρ(fAf)

∣∣∣∣ < δ

}
,

Bt(δ) =

{∣∣∣∣ 1

a(t)

∫ t

0

Af(ηs)ds− µρ(fAf)

∣∣∣∣ < δ

}
,

and

Ct(δ) =

{∣∣∣∣ 1

a(t)

∫ t

0

V (ηs)ds− µρ(V f))

∣∣∣∣ ≤ δ} .
Then, by Lemma 5.1, for any δ > 0,

lim
t→∞

P t(At(δ) ∩Bt(δ) ∩ Ct(δ)) = 1.

Thus

lim inf
t→∞

t

a2(t)
logPρ(G)

≥ lim inf
t→∞

t

a2(t)
logPρ(Ct(δ))

≥ lim inf
t→∞

t

a2(t)
log

∫
At(δ)∩Bt(δ)∩Ct(δ)

uft (η0)

uft (ηt)
e

∫ t
0

Auft
u
f
t

(ηs)ds
dP t

≥− µρ(fAf)/2 + µρ(fAf)/4− 2δ + lim inf
t→∞

t

a2(t)
logP t(At(δ) ∩Bt(δ) ∩ Ct(δ))

=− 1

4
〈f,−Af〉 − 2δ

≥ z2

2(σ2
ρ(V )− δ)

− 2δ.

Letting δ → 0, we obtain

lim inf
t→∞

t

a2(t)
logPρ(G) ≥− z2

2σ2
ρ(V )

.
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A Some moment estimates of the Gibbs measures

For the sake of convenience, we introduce some results for moment estimates of the
Gibbs measures in [26] and [28].

Firstly, let us recall Lemma 5.2 in [28].

Lemma A.1 (see Lemma 5.2 in [28]). Let ν be a probability measure on (Ω,F). Suppose
g is a real measurable function on (Ω,F) satisfying

sup
ω∈Ω
|g(ω)− ν(g)| ≤ L−d/2.

Then there exist a positive constant A such that for any L ≥ 1, β > 0,

1

βLd
log ν

(
exp

{
βLd(g − ν(g))

})
≤ Aβ. (A.1)

Let g be a smooth function on (0, 1) with

|g′(y)| ≤ C, |g′′(y)| ≤ C for all y ∈ (0, 1). (A.2)

Define

φ(y) = g(y)− g′(qcL)(y − qcL)− g(qcL), y ∈ (0, 1),

where

qcL = µ2L,q

(
η̄L
)
.

Note that

Λ2L \ ΛL = a union of cubes of side length 2L.

Applying Theorem 5.1 in [28] to µ2L,q, U = ΛL, and ±V , then there exist constants
0 < A <∞, ε ∈ (0,∞) such that for any 0 < β ≤ ε, for any q ∈ (0, 1),

1

βLd
logµ2L,q

(
exp

{
±βLdφ(η̄L)

})
≤ Aβ.

Set β = θL−d/2+1. Then for any 0 < θ ≤ εLd/2−1, for any q ∈ (0, 1),

logµ2L,q

(
exp

{
±θL1+d/2φ(η̄L)

})
≤ Aθ2L2.

Thus, the following exponential moment estimate holds.

Lemma A.2 (cf. Theorem 5.1 in [28]). Let g be a smooth function on (0, 1) with (A.2).
Assume that the mixing condition (2.7) holds. Then there exist constants 0 < A < ∞,
ε ∈ (0,∞) such that for any |θ| ≤ εLd/2−1, for any q ∈ (0, 1),

logµ2L,q

(
exp

{
θL1+d/2φ(η̄L)

})
≤ Aθ2L2. (A.3)

Lemma A.3 (cf. (5.20) and (5.21) in [28]). Let g be a smooth function on (0, 1) with (A.2).
Assume that the mixing condition (2.7) holds. Then there exist constants 0 < A < ∞,
ε ∈ (0,∞) such that for any |θ| ≤ εLd/2−1, for any q ∈ (0, 1),

logµ2L,q

(
exp

{
θ(2L+ 1)1+d/2

(
g(η̄L)− g(qcL)

)})
≤ A|θ|2L2, (A.4)

and

logµ2L,q

(
exp

{
θ(2L+ 1)1+d/2g′(qcL)

(
η̄L − qcL

)})
≤ A|θ|2L2. (A.5)
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Proof. By (5.20) and (5.21) in [28], there exist constants 0 < A <∞, ε ∈ (0,∞) such that
for any |β| ≤ ε, for any q ∈ (0, 1),

1

(2L+ 1)d
logµ2L,q

(
exp

{
β(2L+ 1)d

(
g(η̄L)− g(qcL)

)})
≤ A|β|2, (A.6)

and
1

(2L+ 1)d
logµ2L,q

(
exp

{
β(2L+ 1)dg′(qcL)

(
η̄L − qcL

)})
≤ A|β|2. (A.7)

Now, take β = θL−d/2+1 in (A.6) and (A.7). Then for any 0 < θ ≤ εLd/2−1, for any
q ∈ (0, 1), (A.4) and (A.5) hold.

The following lemma is the second lemma in Section 10 of [26] which gives a compar-
ison of the mean of particles at two different points.

Lemma A.4 (cf. Section 10 of [26]). Suppose that the mixing condition (2.6) holds. Then
for any s > 0, there exists a constant Cs such that

sup
ω∈E

sup
y∈(0,1)

∣∣∣µcΛL,ω,y(2L+1)d(η0 − ηe)
∣∣∣ ≤ CsL−s,

for any e ∈ ΛL. In particular, there exists a constant Cd such that

sup
ω∈E

sup
y∈(0,1)

∣∣∣µcΛ2L,ω,y(4L+1)d(η̄L)− y
∣∣∣ ≤ CdL−d.
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