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Abstract

In this paper, we prove a CLT for the sample canonical correlation coefficients between
two high-dimensional random vectors with finite rank correlations. More precisely,
consider two random vectors X = x + Az and y = y + Bz, where x € RP, y € R?
and z € R" are independent random vectors with i.i.d. entries of mean zero and
variance one, and A € R?*" and B € R?*" are two arbitrary deterministic matrices.
Given n samples of X and y, we stack them into two matrices X = X + AZ and
Y =Y + BZ, where X € RP*", Y € R?”" and Z € R"™" are random matrices
with i.i.d. entries of mean zero and variance one. Let A > A2 > e 2> A be
the largest r eigenvalues of the sample canonical correlation (SCC) matrix Cxy =
(xx )~ V2xyT (YY) 'yx T (xx )2, and let t; > ¢y > --- > ¢, be the squares
of the population canonical correlation coefficients between X and y. Under certain
moment assumptions, we show that there exists a threshold ¢. € (0, 1) such that if
t; > t., then \/E(Xi — 0;) converges weakly to a centered normal distribution, where 6;
is a fixed outlier location determined by ¢;. Our proof uses a self-adjoint linearization
of the SCC matrix and a sharp local law on the inverse of the linearized matrix.
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1 Introduction

Given two random vectors x € R? and y € R?, canonical correlation analysis (CCA)
has been one of the most classical methods to study the correlations between them
since the seminal work by Hotelling [24]. More precisely, CCA seeks two sequences
of orthonormal vectors, such that the projections of X and y onto these vectors have
maximized correlations. These correlations are referred to as canonical correlation
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CLT of sample canonical correlation coefficients

coefficients (CCCs), which can be characterized as the square roots of the eigenvalues
of the population canonical correlation (PCC) matrix

S . y—1/2 —1 —1/2
IREED VNLTE) Y0 v MO /il

where Y., ¥y, ¥y and X, are the population covariance and cross-covariance matri-
ces defined by

Sep = EEX") — (EX)(EX)", 3, :=E@Fy') - (E¥)(Ey)’,
Sy = 5, = B& ) — (EX)(Ey) "
In this paper, we consider the following standard signal-plus-noise model for X and y:
X=x+ Az, y=Yy+ Bz, (1.1)

where x € RP and y € RY are two independent noise vectors with i.i.d. entries of mean
zero and variance one, z € R" is a shared signal vector with i.i.d. entries of mean zero
and variance one (which yields a rank-r correlation), and A € RP*" and B € R?*" are
two arbitrary deterministic matrices. Under the model (1.1), the PCC matrix is given by
a rank-r matrix

Y= (I, +AAT)"YV2ABT (I, + BBT) 'BAT (I, + AAT)"1/?, (1.2)

and we denote the r non-trivial eigenvalues of > as ti1 =>te>--->t, >20.

We can study 3 and the population CCCs via their sample counterparts, i.e., the
sample canonical correlation (SCC) matrix and the sample CCCs. More precisely, let
(Xi,¥i), 1 < i< n, beniid. samples of (X,y). We stack them (as column vectors) into
two matrices

Xo=n"? (X, %0, %) =X +AZ, V=02 (31,52, ¥n) =Y + BZ, (1.3)
where n~1/2 is a convenient scaling, with which we can write the sample covariance and
cross-covariance matrices concisely as

Spw = XXT, Sy, =YY", S =5, =Y,

and X, Y and Z are respectively p x n, ¢ X n and r x n matrices with i.i.d. entries of
mean zero and variance n—!. Then, we define the SCC matrix as

Cxy = §;x1/2§$y§;y1§91§;z1/2

and denote their eigenvalues by Xl > X2 > > XpAq > 0. The square roots of these
eigenvalues are referred to as sample canonical correlation coefficients. Equivalently,
the sample CCCs are the cosines of the principal angles between the two subspaces
spanned by the rows of X and ), respectively. If n — oo while p, ¢ and r are fixed,
it is easy to see that the SCC matrix converges to the PCC matrix almost surely by
the law of large numbers, and hence every sample CCC converges almost surely to
the corresponding population CCC. On the other hand, in this paper, we focus on the
high-dimensional setting with a low-rank signal: p/n — ¢; and ¢/n — ¢ as n — oo for
some constants ¢; € (0,1) and ¢ € (0,1 — ¢1), and r is a fixed integer that does not
depend on n. In this case, the behavior of the SCC matrix deviates greatly from that of
the PCC matrix.

Related work. In the null case with » = 0, the eigenvalue statistics of the SCC matrix
have been well-understood. If X and ) are Gaussian matrices, then the eigenvalues of

EJP 27 (2022), paper 86. https://www.imstat.org/ejp
Page 2/71


https://doi.org/10.1214/22-EJP814
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

CLT of sample canonical correlation coefficients

Cxy reduce to those of a double Wishart matrix, which belongs to the famous Jacobi
ensemble [26]. It was shown in [40] that, almost surely, the empirical spectral distribution
(ESD) of the double Wishart matrix converges weakly to a deterministic probability
distribution (cf. (2.14) below). By analyzing the joint eigenvalue density of the Jacobi
ensemble, Johnstone [26] proved that the largest eigenvalues of double Wishart matrices
satisfy the Tracy-Widom law asymptotically. Alternatively, the Tracy-Widom law of double
Wishart matrices can also be obtained as a consequence of the results in [23] for F-type
matrices. In the general non-Gaussian case, the convergence of the ESD of Cxy was
proved in [45], the CLT of the linear spectral statistics for Cyy was proved in [46], and
the Tracy-Widom law of the largest eigenvalue of Cxy was proved in [22] under the
assumption that the entries of X and y have finite moments up to any order. The moment
assumption for the Tracy-Widom law was later relaxed to the finite fourth moment
condition in [43].

Some arguments in the literature for the null case are based on the fact that the
subspaces spanned by the rows of X and ) are approximately uniformly (Haar) dis-
tributed random subspaces, which, however, does not hold for the non-null case with
r > 0. This makes the study of the non-null case more challenging. Assuming that
X and ) are both Gaussian matrices, the asymptotic behaviors of the likelihood ratio
processes of CCA under the null hypothesis of no spikes (i.e., r = 0) and the alternative
hypothesis of a single spike (i.e., r = 1) were studied in [27]. If either p or ¢ is fixed as
n — oo, the asymptotic distributions of the sample CCCs were derived in [21] under
the Gaussian assumption. On the other hand, if p and ¢ are both proportional to n, the
limiting distributions of the sample CCCs have been established under the Gaussian
assumption in [4], which we discuss in more detail now.

BBP transition. Suppose X, Y and Z are independent random matrices with i.i.d. Gaussian
entries. Bao et al. [4] proved that for any 1 < ¢ < r, the behavior of \; undergoes a sharp
transition across the threshold ¢. defined by

(1 —Cl)(l — CQ).

More precisely, the following dichotomy occurs:

te = (1.4)

(1) ift; < t., then Xl sticks to the right edge A (cf. (2.15) below) of the limiting bulk
eigenvalue spectrum of the SCC matrix, and n?/? (Xi — Ay ) converges weakly to the
Tracy-Widom law;

(2) if t; > t., then Xz lies around a fixed location 6; € (A4, 1) (cf. (2.16) below), and
nt/ Z(Xi — ;) converges weakly to a centered normal random variable.

Following the notation in random matrix theory litezature, we call Xi in case (2) an
outlier. The above abrupt change of the behavior of \; when ¢; crosses t. is generally
referred to as a BBP transition, which dates back to the seminal work of Baik, Ben
Arous and Péché [2] on spiked sample covariance matrices. The phenomenon of BBP
transition has been observed in many random matrix ensembles deformed by low-
rank perturbations. Without attempting to be comprehensive, we refer the reader to
[11, 10, 18, 29, 30, 36] about deformed Wigner matrices, [1, 2, 3, 9, 19, 25, 35] about
spiked sample covariance matrices, [12, 42, 44] about spiked separable covariance
matrices, and [5, 6, 7, 13, 14, 41, 47] about several other types of deformed random
matrix ensembles. The SCC matrix Cxy considered in this paper can be regarded as a
low-rank perturbation of the SCC matrix in the null case with r = 0.

Main results and basic ideas. A natural question is whether the above BBP transition
holds universally if we only assume certain moment conditions on the entries of X, Y and
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Z. Answering this question is not only theoretically interesting from the point of view of
random matrix theory, but also crucial for modern applications of CCA in e.g., statistical
learning, wireless communications, financial economics and population genetics. In this
paper, we solve this problem and prove that the BBP transition occurs as long as the
entries of X and Y satisfy the bounded (8 + ¢)-th moment condition (with ¢ denoting an
arbitrarily small positive constant). More precisely, we obtain the following results when
t; > tec.

(1) In Theorem 2.3, assuming that the entries of X, Y and Z have bounded moments
up to any order, we prove that n'/?(\; — 6;) converges weakly to a centered normal
random variable.

(ii) In Theorem 2.4, we prove the CLT for XZ under a relaxed bounded (8 + ¢)-th moment
condition on the entries of X, Y and a bounded (4 + €)-th moment condition on the
entries of Z.

On the other hand, when ¢; < t., the Tracy-Widom law of n?/ 3(Xl — A4) was proved in
[34]. For the reader’s convenience, we will state it in Theorem 2.5.

The proof in [4] depends crucially on the fact that multivariate Gaussian distributions
are rotationally invariant under orthogonal transforms, which makes it hard to be
extended to the non-Gaussian case. To circumvent this issue, we employ an entirely
different approach—a linearization method developed in [43]. More precisely, we define
a(p+q+2n)x(p+q+2n) random matrix H that is linear in X and Y (cf. equation (3.2)
below) and call its inverse G := H~! as resolvent. We found that the eigenvalues of
the SCC matrix Cxy are precisely the solutions to a determinant equation in terms of
a linear functional of G (cf. equation (3.4) below). Moreover, an (almost) optimal local
law for this linear functional was obtained in [43]. In [34], we obtained a large deviation
estimate on the outlier sample CCCs: if t; > t., then Xl converges to #; with convergence
rate O(n~'/2*¢) (which is slightly larger than the correct order of fluctuation n~'/2).
With the local law and the large deviation estimate as main inputs, we can reduce the
problem to proving the CLT for a (different) linear functional of GG, denoted by £(X,Y, Z)
(cf. Section 4.3).

The main technical part of our proof is to show that £(X,Y, Z) converges weakly to
a centered Gaussian random variable. Our basic idea is to use the classical moment
method, that is, showing that the moments of £(X,Y, Z) match those of a Gaussian
random variable asymptotically. One method to calculate the moments of £(X,Y, Z) is to
use the simple identity 1 = HG and apply a cumulant expansion formula (cf. Lemma A.1
below) to the resulting expression. However, the calculation for this strategy will be
rather tedious. Instead, we adopt a strategy in [29, 30], that is, we first prove the
CLT in an “almost Gaussian” case (i.e., a case where most of the entries of X and Y
are Gaussian), and then show that the general case is sufficiently close to the almost
Gaussian case. This strategy allows us to divide the lengthy calculation into several
parts that are more manageable. In particular, the resolvent expansion formula can be
replaced by a simpler Gaussian integration by parts formula. We refer the reader to
Section 3 for a more detailed review of our proof.

Finally, we remark that the limiting variance of n'/2(\; — 6;) depends on the fourth
cumulants of the entries of X, Y and Z in an intricate way, which has not been identified
in the Gaussian case. We also perform simulations to verify this deviation from the CLT
result in [4] (cf. Figure 1).

Organizations. The rest of this paper is organized as follows. In Section 2, we define
the model and state the main results, Theorem 2.3 and Theorem 2.4, on the limiting
distributions of the outlier sample CCCs. In Section 3, we introduce the linearization
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method, define the resolvent, and give a brief overview of the proof strategy for Theo-
rem 2.3 and Theorem 2.4. The proof of Theorem 2.3 will be given in Sections 4-8. In
Section 4, we use the linearization method to reduce the problem to showing a CLT for
a linear functional of the resolvent. In Section 5, we establish the CLT of the outlier
sample CCCs in an almost Gaussian case, where most of the entries of X and Y are
Gaussian. Section 6 contains the proof of Lemma 5.5, which is a key lemma for the proof
in Section 5, while Section 7 gives the proof of Theorem 6.4, which is used in the proof
of Lemma 5.5. In Section 8, we complete the proof of Theorem 2.3 by showing that
the general setting of Theorem 2.3 is close to the almost Gaussian case asymptotically.
Finally, utilizing Theorem 2.3 and a comparison argument, we complete the proof of
Theorem 2.4 in Section 9.

Conventions. For two quantities a,, and b,, depending on n, the notation a,, = O(b,)
means that |a,| < C|b,| for some constant C' > 0, and a,, = o(b,,) means that |a,| < ¢,|bx|
for a positive sequence ¢, | 0 as n — co. We use the notation a,, < b, if a,, = O(b,)

~

and the notation a, ~ b, if a,, = O(b,) and b, = O(a,). Given a matrix A, we use

Al := ||A]l;2—;2 to denote the operator norm, ||A||r to denote the Frobenius norm,
and ||Al|max = max; ; |[4;;| to denote the maximum norm. Given a vector v = (v;)j-,,
IIvll = |Iv|l2 stands for the Euclidean norm. In this paper, we often write an identity

matrix as I or 1 without causing any confusion.

2 The model and main results

2.1 The model

In this paper, we consider the model (1.3). Here X and Y are two independent real
matrices of dimensions p X n and ¢ x n, respectively, where the entries X;;, 1 <i <p,
1<j<nandY;;, 1 <i<q 1< j<n, areii.d. random variables satisfying that

EXll :EY11 :0, E‘X11‘2 :E‘Yll‘Q :77/71. (21)

Z is an r x n random matrix that is independent of X,Y and has i.i.d. entries Z;;,
1<i<r, 1< j<n, satisfying that

EZy1 =0, E[Zu?=n"" (2.2)

A and B are p x r and ¢ x r deterministic matrices with singular value decompositions
(SVD)

A=U,5,V, =Y au}(v!)", B=US,V] => bul(v)T, (2.3)
i=1

K2
i=1
where {a;} and {b;} are the singular values, {u?} and {u?} are the left singular vectors,
{v¢} and {v!} are the right singular vectors, and we have used the matrix notations

Y, :=diag (a1, - ,a.), Xp:=diag(by, - ,b), (2.4)

U, = (u(f,--~ ,u;‘f) , Vg 1= (v(f,--~ ,v(;) , Up = (u’{,~-~ ,u?) , Vp = (VZ{,"- 7VE) . (2.5)
Recall that the PCC matrix ¥ is given by (1.2). We assume that for some constant C' > 0,
0<a,<--<a<ar<C, 0<b < <bhy<by <C. (2.6)

In this paper, we focus on the high-dimensional setting, that is, there exist constants c;
and ¢ such that as n — oo,

ci(n) == % — 7, cn) = % 3, with & +& € (0,1). 2.7)
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For simplicity of notations, we will always abbreviate c¢;(n) = ¢; and ca(n) = ¢o in this
paper. Without loss of generality, we assume that ¢; > co. We now summarize the above
assumptions for future reference. We will also assume a high moment condition on the
entries of X, Y and ~Z.

Assumption 2.1. Fix a small constant 7 > 0 and a large constant C' > 0.

(i) X = (X;;) andY = (Y;;) are independent p x n and ¢ x n random matrices, whose
entries are real i.i.d. random variables satisfying (2.1) and the following high
moment condition: for any fixed k € N, there is a constant p > 0 such that

1/k _ 1/k _
(]E|X11|k) < uen” V2 (]E|Y11|k) < upn” V2 (2.8)

(ii) Z = (Z;;) is an r x n random matrix independent of X and Y, and its entries are
real i.i.d. random variables satisfying (2.2) and (2.8).
(iii) We assume thatr < C and ¢; = p/n, ca = q/n satisfy that

T<c<ca, aate<l-T1 (2.9)
(iv) We consider the model in (1.3), where A and B satisfy (2.3) and (2.6).

In this paper, we will use the SCC matrix

—1/2 —1 —1/2
Cry = (XX T) 2 (x¥T) yT) 7 aT) (xaT) (2.10)
and the null SCC matrix
Cxy = Sp/?Suy Sy SyeSea?, (2.11)
with
Spe=XXT, S, =YY" S, =8, :=XY" (2.12)

We will also use the following SCC and null SCC matrices:

—1/2 —-1/2

Cya 1= (WY7) 7 aT) (xT) (2T YT L Cvx = 85,128,087 50 Sy 2

Our results can be easily extended to a more general model
X:=C’x 44z, y:=ci*v+Bz (2.13)

with non-identity population covariance matrices C; and C,. In fact, it is easy to see
that the eigenvalues of the SCC matrix Cyy are unchanged under the non-singular
transformations X — Cfl/QX and )Y — C;l/Qy, which reduce (2.13) to the model (1.3)
with A and B replaced by Cl_l/QA and CQ_I/QB.

2.2 The main results

We denote the eigenvalues of the null SCC matrix Cy x by Ay > Ag > --- 2 A, 2 0. It
is easy to see that Cxy shares the same eigenvalues with Cy x, besides the p — ¢ more

trivial zero eigenvalues A\;41 = --- = A, = 0. We denote the ESD of Cy x by
14
F(z) = 6 Z 1y <

It has been proved in [40, 45] that, almost surely, F;, converges weakly to a deterministic
probability distribution F(x) with density

foy— L VO @A)

 27ey z(1—x) ’

A<z <Ay, (2.14)
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where the left edge A_ and the right edge A\ of the density are defined as

2
Ay = (\/01(1 ") /el cl)) . (2.15)

Under the setting of (1.3), we denote the eigenvalues of Cyy by Xl > e 2> Xq >
Ag+1 = -~ = Ap = 0, and the eigenvalues of the PCC matrix X by ¢, 2 t, > --- > t,. >
t,41 = -+ =1t, = 0. Recall the threshold ¢. for BBP transition defined in (1.4). Assuming

the entries ofN X and Y are i.i.d. Gaussian, it was proved in [4lthat forany 1 << r,if
t; < t., then \; — Ay — 0 almost surely, while if ¢; > ¢., then \; — 6; — 0 almost surely,
where

0; :=t; (1—01 +Clt;1) (1_02+62ti_1). (2.16)

Moreover, the limiting distributions were also identified in [4]: if ; < t., n?/ 3(N\i — Ay
converges to the Tracy-Widom law; if ¢; > t., v/n(\; — 6;) converges to a centered normal
distribution. The main purpose of this paper is to extend the CLT of the outliers to the
setting in Section 2.1, assuming only the moment conditions in (2.8) (or the weaker ones
in (2.31) below).

In [4], it was assumed that the population CCCs are either well-separate or exactly
degenerate. In this paper, however, we consider the general setting which allows for
near-degenerate outliers. For this purpose, we first introduce some new notations
following [30]. For any r x r matrix A = (A;;) and a subset of indices = C {1,--- ,r}, we
define the |7| x |7| submatrix

.A[[,T]] = (Aij)i’jeﬂ. (2.17)

We arrange the eigenvalues of A[,] in descending order as

i (Apag) =+ = g (Apag) - (2.18)

We will group the near-degenerate ¢;-s according to the following definition.

Definition 2.2. Fix two small constants é;,6 > 0. Forl € {1,--- ,r} satisfying
tet 6 <t <1—0, (2.19)

we define the subset y(l) > | as the smallest subset of {1,--- ,r} such that the following
property holds: ifi,j € {1,--- ,r} satisfy t; > t. and |t; — t;| < n~'/?%9, then either
i,j € () ori,j & y(1).

The set y(I) in this definition can be constructed by successively choosing i €

{1,---,7} such that ¢; is away from the set {t; : j € v(I)} by a distance < n~1/2+9,
and then adding i to (). Since the number of such indices is at most r, we have that
[t; — t;| < rn~Y/?*% for any i € ~(I). Now, we are ready to state the first main result,
which describes the joint limiting distribution of a group of near-degenerate outliers
indexed by indices in ().
Theorem 2.3. Fix any 1 < | < r. Suppose Assumption 2.1 holds, and there exists
a constant §; > 0 such that (2.19) holds. Define the vector of rescaled eigenvalues
¢ = (Gi)ieyq), where (; == n'/2(\; — 6,) for 0, defined in (2.16). Let & = (&)icyq) be the
vector of the eigenvalues (in descending order) of the random |v(1)| x |v(l)| matrix

a(ty) {nm [diag(t1,- - tr) = tilp o + Tl} : (2.20)
where a(t;) is a function of t; defined as

a(ty) == (1_012#(@2 — ), (2.21)
l
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[y is defined in (2.17) with m = (1), and Ty is a [y(I)| x |y(I)| symmetric Gaussian
random matrix, whose entries have zero mean and covariance function

E(Y)ij(Y1)ij = Cijargr(t1), for (i,7),(i',5") € (1) x v(1). (2.22)

The function C;j ;j(t;) will be defined in equation (2.27) below. Then, for any bounded
continuous function f : R"®! - R, we have that

lim [Ef(¢) — Ef(€)] = 0. (2.23)

Roughly speaking, the above theorem means that the eigenvalues around Xg converge
in distribution to the eigenvalues of a symmetric Gaussian random matrix. The mean of
this Gaussian matrix is a diagonal matrix depending on the rescaled gaps n'/ 2t — ),
i € v(I). We now give the explicit expressions of the covariance function. Using the
SVD (2.3), we can rewrite the PCC matrix S in (1.2) as

2a

U, | —7> 2
UL

+ X

Ea T
T

s - v,v, sV, V
I, i
Hence, the matrix inside brackets has eigenvalues t; > --- > t,.. Now, suppose we have

the following SVD

Ya b

I VA VA i T
TASLE V,V, T~ Odiag(vty, -+, V)0 ", (2.24)
for two r x r orthogonal matrices O and O. Then, for k € {1,---n}and i, je{1,---,r},

we define
Wi =t (Wa)y, (Wa)kj + 1t (We)y, (Wb)kj
- \/E(Wa)ki (Wb)kj - \/E(Wb)ki (Wa)kj ) (2.25)
where W, and W, are two n x r matrices defined by

Xy ~

by
- O, Wy =Vp————0.
BRRTARSSE

Wa = Va ;
TR

Moreover, we define the p X r and ¢ x r matrices
U:=U,(I,+32)7120, v:=U,d, +x3)"20. (2.26)

Then, the covariance function C;; ;/;/ (t;) for (i, ), (i',5") € v(I) x (1) is defined as

1—4))%?
Cuatt) = S (o4 200 O Gy )

tl2 — t% 1— C1 1-— C2
+ tl2/€£64) Zukiuki/ukjukj/ + tl2/€?(!4) Z Vkivki/vkjvkj/ + I<62,4) Z Wk,ijwk,i’jq (227)
k k k

where we have introduced the notations

Y = n’EXY -3, k(Y =n’EBY -3, kY :=n’EZ{, -3, (2.28)
which are the fourth cumulants of \/nX;;, v/nY71, and v/nZy;.

We apply our result to the special case where the entries of X, Y and Z are
i.i.d. Gaussian random variables, and t; = ¢; for all ¢ € v(I). In this case, the last
three terms in (2.27) vanish and [diag(t1,- - ,¢;) — ti],;; = 0. Hence, by Theorem 2.3, ¢
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converges weakly to the ordered eigenvalues of a GOE (Gaussian orthogonal ensemble)
G = (g,;), with independent Gaussian entries

9ij = gji ~ N(0, (1 + 6;5)0°(t1)), (2.29)

where

2 (1—c1)?(1 —e2)?(1 — 1) (87 — 2) c1 C2
1) = 2t . 2.30
o (t) 2 g e (2:30

This is in accordance with [4, Theorem 1.9].

The next theorem shows that if we assume that the population CCCs are either
well-separated or exactly degenerate (cf. condition (2.32)), then the CLT of the outlier
eigenvalues in Theorem 2.3 also holds under the relaxed moment assumption (2.31).

Theorem 2.4. Fix any 1 < | < r. Suppose Assumption 2.1 holds except that (2.8) is
replaced with the following moment assumption: there exist constants cy, Cy > 0 such
that

ElvnX11 [t < Co, E|vnY11 ¥ < Gy, E|vnZi|*T < Co. (2.31)

Suppose there exists a constant §; > 0 such that (2.19) holds, and
t,=1t for ie€xy(l), and |t;—t]| >0 for i¢~(l). (2.32)

Then, (2.23) holds for ¢ and & defined in Theorem 2.3.

On the other hand, the limiting Tracy-Widom distribution of the extreme non-outlier
eigenvalues has been proved under a fourth moment tail assumption in [34].

Theorem 2.5 (Theorem 2.14 of [34]). Suppose Assumption 2.1 (iii)-(iv) hold. Assume
that Tij = nil/Q/I’\ij, Yij = Tlil/2/y\ij and Zij = nil/Q/Z\,;j, where {fij}/ {377]} and {213} are
three independent families of real i.i.d. random variables of mean zero and variance one.
Moreover, we assume the fourth moment tail condition

tli}rgot‘l [P (|Z11] = t) + P (|g1| = t)] = 0. (2.33)

Assume that for a fixed 0 < v < r, the eigenvalues of & satisfy that

liminf¢,, > t. > limsupt,, 41. (2.34)

Then, we have that for any fixed k € IN and (s1, 52, . . ., s1) € R,

~ k
)\r i A . k
lim P <n2/3+++ < si> = lim PEOF [(ng/?’()\i -2)< sz> } ,  (2.35)
n— oo CTW i1 n— oo =1
where

CTw —

\/Clcg(l — Cl)(l — C9

and PSOF stands for the law of GOE, referring to an n x n symmetric matrix with

independent Gaussian entries of mean zero and variance n~!.

1/3
A (1= )’ ]
)

The assumption (2.34) means that ¢;, 1 < ¢ < r4, are supercritical spikes Ehat lead to
outlier eigenvalues, while ¢;, 7, +1 < ¢ < r, are subcritical spikes. Hence, A, ;; is the
i-th non-outlier eigenvalue of the SCC matrix, and (2.35) gives a complete description
of the asymptotic joint distribution of the first k£ non-outlier eigenvalues of Cyy in
terms of the extreme eigenvalues of GOE. Taking £ = 1 in (2.35) shows that the first
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(rescaled) non-outlier eigenvalue n2/3(XT++1 — Ay )/crw converges weakly to the type-1
Tracy-Widom distribution [38, 39]. For a general k£ € IN, the joint distribution of the
largest k eigenvalues of GOE can be written in terms of the Airy kernel [20].

Combining Theorems 2.3, 2.4 and 2.5, we complete the story of BBP transition for
high-dimensional CCA with finite rank correlations.

2.3 Simulations

In this subsection, we verify Theorem 2.3 with some numerical simulations. In particu-
lar, we will show that the last three terms in (2.27), which depend on the fourth cumulants
/<;§;4), nff) and /{24), are necessary to match the variance of the simulated sample CCC.
For our simulations, we take the entries of X, Y and Z to be i.i.d. Rademacher random
variables (with an extra scaling n~1/2). In this setting, we have x\" = m3(,4) = = 2.
Moreover, we take n = 2000 and ¢; = ¢c3 = 0.2, i.e. p = ¢ = 400, which gives t. = 0.25
by (1.4). We consider the rank-one case with » = 1 and take the matrices A and B as
A = aju® and B = byu’ with a; = b; = 2, which gives a supercritical spike t; = 0.64. We

consider the following two scenarios for the unit vectors u® and u’.

Scenario (a): u® and u® are standard unit vectors along the first Cogrdinate axis in RP
and R4, respectively. In this case, the limiting variance of (; = n1/2()\1 — 61) is given by
0'5 = a2(t1)C’11,11(t1), where 011711(751) is defined in (2.27):

1—t1)%7 1 1
Cuun(t) =200 (2t1 + 7 e > — 2t} [ + ]

2 — 12 - l—cy (1+a?)?  (1+0b3)2
2 2 2
a1 bl albl
-2t t — 2/t .
[11+a§+ e 1(1+a%)1/2(1+b%)1/2}

Scenario (b): u® and u® are random unit vectors on the unit spheres $? and $9, respec-
tively. Then we have ||u?|. < n~1/?*¢ and |[u’|. < n~1/27¢ with probability 1 — o(1) for
any constant £ > 0, with which we can easily check that the /@&4) and /@1(,4) terms in (2.27)
are both of order O(n~*2¢) with probability 1 — o(1). Hence the limiting variance of (;

is given by o7 := a?(t1)C11,11(t1), where

1 —t1)2¢2 c c
Ci111(t1) = 2% Uy 4 — 2
1 — C1 1 — C2

2

b
a101 + O(n71+25),

I+ a) P+ 17)7

af bi
-2 |t +t — 24/t
{H—i—a% 07 vh
with probability 1 — o(1).

In Figure 1, we report the simulation results based on 10° replications. We find
that the histograms match our result in Theorem 2.3 pretty well. Furthermore, it is not
surprising that the prediction (2.29) in the Gaussian setting deviates from the simulations,
which shows that the last three terms in (2.27) are necessary for non-Gaussian settings.

2.4 Relation with [34] and [43]

This paper is the third part of a series of papers with [43] and [34] being the first two
parts. The main goal of this series is to establish the BBP transition of sample CCCs in
the setting of high-dimensional CCA with finite rank correlations and without Gaussian
assumptions.

In the first part [43], we considered the null case with r = 0 and developed a
new linearization method for the study of sample CCCs. More precisely, we introduce a
(p+q+2n) x (p+q+2n) linearized matrix H(z) in terms of X, Y and a spectral parameter
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Scenario (a) Scenario (b)

60

60

40t

201

0.76 0.78 0.8 0.82 0.76 0.78 0.8 0.82
The first sample CCC The first sample CCC

Figure 1: The histograms give the simulated first sample CCC based on 10° replications.
The red solid curves give the probability density functions (PDF) of the normal distri-
butions N (61,02/n) and N (0;,0%/n) in scenarios (a) and (b), respectively. The green
dashed curves represent the PDF of the normal distribution A/ (6y,202(¢;)/n), where
o2(t1) is defined in (2.30).

z € C (cf. equation (3.2)), so that the eigenvalues of the SCC matrix are exactly the
solutions to the equation det H(z) = 0. In [43], we studied this equation through its
inverse G(z) := H(z)~!, called the resolvent. The main result of [43] is an optimal large
deviation estimate, called the anisotropic local law, on G(z) (cf. Theorem 4.8 below). As
consequences of the anisotropic local law, we also proved a sharp eigenvalue rigidity
estimate for the null SCC matrix Cxy (cf. Lemma 4.5 below) and the Tracy-Widom law of
the largest eigenvalue of Cxy, which is a special case of Theorem 2.5 with » = 0.

In the second part [34], we considered the model (1.3) with » > 0. In particular,
we showed that the eigenvalues XZ 1 <7< pAg, of Cxy are precisely the solutions to
a determinant equation in terms of a linear functional of G(z) and the matrices in the
SVD (2.3), see equation (3.4) below. Then, based on the anisotropic local law and the
eigenvalue rigidity estimate obtained in [43], we proved Theorem 2.5 regarding the
Tracy-Widom law of the extreme non-outlier eigenvalues. In addition, we also proved
in [34] that the outlier sample CCC \; corresponding to a supercritical spike t; > t.
converges to 0; with a sharp convergence rate O(n*1/2+5) (cf. Lemma 4.3).

Finally, in this paper, we complete the theory of BBP transition for high-dimensional
non-Gaussian CCA by showing the CLT of the outlier eigenvalues, that is, Theorem 2.3
and Theorem 2.4. In the proof of these results, we first reduce the problem to proving
the CLT for a linear functional of GG (cf. Proposition 4.11 and equation (4.42)) by using
the anisotropic local law, Theorem 4.8, obtained in [43] and the convergence estimate of
outlier eigenvalues, Lemma 4.3, obtained in [34]. Then, the main part of our proof is to
show that the linear functional of G converges weakly to a centered Gaussian random
matrix. Again, the anisotropic local law, Theorem 4.8, is the key tool for this proof. We
refer the reader to Section 3 for a brief overview of the proof and to Sections 4-9 for
complete details.

3 Overview of the proof

In this section, we give a brief overview of the proof for Theorem 2.3. The starting
point of our proof is the following self-adjoint linearization trick developed in [34, 43],
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thatis, a A € (0, 1) is an eigenvalue of Cyy if and only if the following equation holds:

X 0
" (0 y> =0 (3.1)
xXT 0 A,  A2LN\ T T ‘
0o YT M21, M,
Inspired by this equation, we define the following (p + ¢ + 2n) x (p + ¢ + 2n) self-adjoint
block matrix

det

X 0
o Gy
HO)=HX, Y N) = | r NSRRI (3.2)
( 0 YT) ()\1/2In M, )

G\ = G(X,Y,\) = [H(X,Y,\)] . (3.3)

and call its inverse the resolvent:

In this paper, we extend the argument A to z € C := {z € C : Im z > 0} with 2!/2 being
the branch with positive imaginary part. Similar to equation (3.1), it is not hard to see
that A is not an eigenvalue of the null SCC matrix if and only if det [H(\)] # 0. Hence,
for A ¢ Spec(Cxy), using (1.3), (2.3), (2.4) and (2.5), we can rewrite (3.1) as

s+ ()8 2) (% e

~ det [1+ (20) ﬁ) (I{; &) G (IOJ 3)} , (3.4)

where we have used the identity det(1 + M; M3) = det(1 + MyM;) for any two matrices
M and Ms of conformable dimensions. Here, D, U and V are 2r x 2r, (p+ ¢) x 2r and
2n x 2r matrices defined as

¢ O U, 0 _(ZTV, 0
D"(o 2b>’ U"(o U,,)’ V"( 0 ZTVb>'
By the anisotropic local law in Theorem 4.8, G(\) in equation (3.4) can be replaced
by a deterministic matrix, denoted by II()\), up to a small error:

det {1 + (g 75) K[{)T &) T\ (IOJ f,) +5(/\)]} —0, (3.5)

-
= (T yr)em - (] y).

Using the definition of II in equation (4.14) below, we can check that if we set £(\) =0
in (3.5), then the resulting deterministic equation has a solution A\ = 6, if ¢; is super-
critical. Moreover, Theorem 4.8 shows that ||£(\)|| < n~!/?*¢ with high probability
(cf. Definition 4.1 (iv)) for any constant ¢ > 0. With this fact, we proved in [34] that
I\, — 6;] < n~1/2*¢ with high probability. Thus, performing a Taylor expansion of equa-
tion (3.5) around 6;, we obtain that with high probability,

aefre (5 D) vr) (oo + Go-oomon) () 3) +] }

= O(n~1+%),

where
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This equation suggests that the limiting distribution of n'/ Q(Xl — 6,) should be determined
by that of n'/2£(#;). In fact, through calculations in Section 4.3, we find that n'/2(\; — 6;)
is related to a more complicated linear function of G(8;) — II1(6;) given in (4.32). We refer
the reader to Proposition 4.11 below for a precise statement.

Now, roughly speaking, our problem has been reduced to showing the CLT for a
linear function of G(6;) — I1(6;). Through a direct calculation, we can further reduce the
problem to showing the CLT of a matrix of the form (cf. equation (4.42))

Yo = nl/2WT (G(6,) — TI(6,)] W, (3.6)

where W is a 4r x (p + ¢ + n) matrix independent of X and Y. To illustrate the basic
idea, we describe the strategy of the proof for the following quantity:

T :=n2w' [G(6) — T11(6;)] w, (3.7)

where w is a (p + ¢ + n)-dimensional vector independent of X and Y. In general, to show
that Ty in (3.6) converges weakly to a Gaussian matrix, we can adopt the Cramér-Wold
device, that is, we will show that

n'/? Z i (Yo)ij

1<K <4r

is asymptotically Gaussian for any fixed vector of parameters (\;;)1<i<j<4ar. This can be
proved using the same strategy as the proof of the CLT for Y, which we will discuss now.

In order to prove that Y is asymptotically Gaussian, we will show that its moments
match those of a Gaussian random variable as n — oo. It suffices to prove the zero mean
condition EY — 0 and the induction relation: for any fixed integer k > 2,

EY* = (k — 1)o?BEY*2 + 0(1) (3.8)

for some deterministic parameter o2, which determines the variance of the limiting
Gaussian distribution. We will describe some basic ideas for the proof of (3.8), while the
mean condition can be regarded as a special case with k£ = 1. Using the definition of G,
we can write that G —II =TI (II"* — H) G, and hence

EY* = n!2EY* ! wT I1(6;) [I171(6;) — H(6)] G(61) w.

Using the definitions of IT (cf. equation (4.15)), we can write w' II (II"! — H) G w into a
sum of terms of three types (cf. equation (6.11) below)

TypeA: WI G(el)WQ, TypeB: W;— JlHJgG(9l>W2, TypeC: W; JQHJ4G(91)W6,

where wy, 1 < k < 6, are vectors that are independent of G (and whose forms are
irrelevant for our discussion below), and the matrices J, are (p+ ¢+ n) x (p+ g+ n)
block identity matrices defined as

104=1Ip 0 0 0
0  la—sl, O 0
— =1,2,3,4. :
Ja 0 0 1a:SIn 0 , ) 737 (3 9)
0 0 0 104:4171

We only consider type B terms, while type C terms can be handled in exactly the
same way. We need to calculate terms of the form

n'PE Y > w3 (1) wa(a) X, Gua YF L (3.10)

1<ag<p+g+2n 1<iS<p,p+g+1<pu<p+q+n
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Assume for now that the entries of X are Gaussian. Then, applying Gaussian integration
by parts to X;,, we obtain that
0G 1a

_1/2 - k—1
(3.10) = n!/ EZZWg(Z) W4(a)3TmT
a  i,u

+ (k- 1)n1/2E§u: z; w3 (i) Wa(a)G o TP~ P

=141IL

By the definition of G, its derivative with respect to X;, can be evaluated as

6Gab
0X,,

= —GaiGue — GapGip.

We can calculate the terms I and II using this identity. Then, the resulting expressions
can be estimated using the anisotropic local law, Theorem 4.8, on GG and the anisotropic
local laws on GJ,G, a = 1,2, 3,4, which will be provided by Theorem 6.4 below. Through
our calculations, we find that the term I will cancel certain type A terms up to an o(1)
error, while the term II will contribute to the first term on the right-hand side of (3.8).

In general, when the entries of X are not Gaussian, we can replace Gaussian inte-
gration by parts by a cumulant expansion formula in Lemma A.1, with which we get an
expansion of (3.10) with higher order derivatives of G MaT’“‘l. Then, we need to estimate
them using anisotropic local laws on G and GJ,G. However, due to the intricate form
of G as an inverse of a 4 x 4 block matrix, the estimation of first order derivative terms
is already quite complicated. The estimation of higher order derivative terms will be
even more tedious. In particular, to get the fourth cumulant terms in (2.27), we need
to study terms coming from the third order derivative of GHUT’“*I, which leads to a
much lengthier calculation than that in the Gaussian case. To have a more tractable
proof, we will adopt a strategy in [29, 30]: we first consider an almost Gaussian case
where most of the entries of X and Y are Gaussian, and then show that the general case
is sufficiently close to the almost Gaussian case in the sense of the limiting CLT of T,
in (3.6). The merit of this strategy is that we can divide the proof into several parts that
are relatively easier to handle, as we will explain now.

First, given the matrix W appearing in T, we will construct almost Gaussian matrices
XY and Y9 by changing most entries of X9 and Y9 to i.i.d. Gaussian random variables,
while keeping the rest entries unchanged. The locations of Gaussian entries depend on
the indices of “small” entries in W (see Proposition 5.1 for more details). Then, we can
define HY, G9 and Tg by replacing X and Y with X9 and Yog in definitions (3.2), (3.3)
and (3.6). Under this construction, we can show that Y, has the same asymptotic
distribution as T§ through a resolvent comparison argument developed in [29, Section
7]. Since this is a relatively standard argument in the random matrix theory literature,
we will not discuss it here and refer the reader to Section 8 for more details.

Now, to conclude the proof, it remains to prove the CLT of T§. We first decompose
each of X9 and Y'Y into several different blocks—a large block consisting of Gaussian
entries only and several small blocks that also contain non-Gaussian entries. Using the
Schur complement formula and concentration estimates for large random vectors, after
some calculations, we can rewrite T} into two parts, where one part is of the form (3.6)
with a resolvent consisting of the large Gaussian blocks in X9 and Y9, and the other
part is a quadratic form of the small blocks in X9 and Y9 (see equation (5.21) below).
We have discussed the proof for the former part using Gaussian integration by parts
and local laws. On the other hand, the latter part can be handled directly using the
classical CLT. This completes the proof for the almost Gaussian case in principle, but
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the calculations of the limiting covariance functions of the two parts (cf. Sections 5.4
and 5.5) are rather tedious. However, these calculations are straightforward algebraic
calculations, and the reader can use a computer algebra system to check them.

Our main result for the almost Gaussian case is summarized in Proposition 5.1, and
its proof in Sections 5-7 constitutes the main theoretical contribution of this paper. More
precisely, Section 5 constructs the almost Gaussian setting and calculates the limiting
covariance function; Section 6 proves the CLT of (3.6) in the Gaussian case; Section 7
proves an sharp anisotropic local law on GJ,G.

Finally, Theorem 2.4 follows from Theorem 2.3 combined with a comparison argu-
ment. More precisely, suppose we have two ensembles of random matrices (X,Y’) and
()N(7 )7) where X and Y satisfy the moment assumption (2.31) and X and Y satisfy (2.8).
Then, using the resolvent comparison method developed in [31], we can show that the
asymptotic distributions of To(X,Y) and Y((X,Y) are the same as long as the first four
moments of the X entries and Y entries match those of the X entries and Y entries.
In the proof of Theorem 2.3, we have shown the CLT of TO()~(, 17) Together with the
comparison result, it implies that To(X,Y") satisfies the same CLT, and thus concludes
Theorem 2.4. Both the construction of ()Z' , 37) according to the moment matching condi-
tions and the resolvent comparison method have been well-understood in the random
matrix theory literature. We refer the reader to Section 9 for more details.

4 Linearization method and resolvents

In this section, we reduce the study of the limiting distribution of the outliers to
proving the CLT for a matrix of the form (3.6). We first recall some (almost) sharp
convergence estimates on the sample CCCs that have been proved in [34, 43]. They will
serve as important a priori estimates for our proof.

4.1 Convergence of sample CCCs

To simplify notations, it is helpful to use the following notion of stochastic domination
introduced in [15]. It greatly simplifies the presentation by systematizing statements of
the form “¢ is bounded by ¢ with high probability up to a small power of n”.

Definition 4.1 (Stochastic domination and high probability event). (i) Let
¢= (€M@ ineNuev™), ¢=(¢"w:neNuev®)

be two families of nonnegative random variables, where U™ is a possibly n-dependent
parameter set. We say ¢ is stochastically dominated by (, uniformly in u, if for any small
constant € > 0 and large constant D > 0, we have that

sup P60 (u) > n* ¢ (w)] < n P
ueU (™)
for large enough n > ng(e, D), and we will use the notation £ < ( to denote it. If a family
of complex random variables ¢ satisfy || < ¢, then we will also write £ < ¢ or{ = O<(().

(ii) We extend O(+) to matrices in the operator norm sense as follows. Let A be a family
of random matrices and ¢ be a family of nonnegative random variables. Then A = O<(()
means that || A]| < ¢.

(iii) As a convention, for two deterministic nonnegative quantities £ and (, we write £ < (
if and only if ¢ < n" ( for any constant T > 0.

(iv) We say an event = holds with high probability (w.h.p.) if for any constant D > 0,
P(Z) > 1 — n~P for large enough n. Moreover, we say = holds with high probability on
an event () if for any constant D > 0, P(Q\ 2) < n~ for large enough n.
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The following lemma collects some basic properties of stochastic domination <, which
will be used tacitly in the proof.

Lemma 4.2 (Lemma 3.2 in [8]). Let £ and ( be two families of nonnegative random
variables, U™ and V(") be two parameter sets, and C' > 0 be a large constant.
(i) Suppose that &(u,v) < ((u,v) uniformly inu € U™ and v € V™, If |[V(™| < n,
then 3, v £(u,v) < 3, ey ((u,v) uniformly inu € U™.

(i) If& (u) < i (u) and &(u) < Co(u) uniformly inw € U™, then & (u)é2(u) < (i (u)Ca(u)
uniformly in u € U™,

(iii) Suppose that ¥(u) > n~C is deterministic and &(u) satisfies E|¢(u)|?> < n® for all
u € U™, Then if ¢(u) < ¥(u) uniformly in v € U™, we have that E¢(u) < U (u)
uniformly inu € U™,

The following large deviation bounds on the outliers of Cxy were proved in [34].

Lemma 4.3 (Theorem 2.9 of [34]). Suppose Assumption 2.1 holds. Ift; > t, +n~'/3,
then we have that _
i — 0;| < n= 2|t — t | V2. (4.1)

On the other hand, for any i = O(1) with t; < t. +n~'/3, we have that
e 4.2)
The quantiles of the density (2.14) correspond to the classical locations of the eigen-

values of Cy x.

Definition 4.4. The classical location v; of the j-th eigenvalue of Cy x is defined as

+oo i1
7y 1= sup {/ fdt > 7q } , (4.3)

where f is defined in (2.14). Note that we have v; = Ay and A —~; ~ (j/n)?/3 for j > 1.
In [43], we have proved the following eigenvalue rigidity estimate for Cy x.

Lemma 4.5 (Theorem 2.5 of [43]). Suppose Assumption 2.1 holds. The eigenvalues of
the null SCC matrix Cy x satisfy the following eigenvalue rigidity estimate:

1/3

o=l =i 1< < (1= 0)g, (4.4)

where § > 0 is any small constant.

4.2 Local laws

In this section, we state some local laws on the resolvent that have been proved in
[34, 43]. These local laws will be important tools for our proof. We first introduce some
new notations.

Definition 4.6 (Index sets). For simplicity of notations, we define the index sets
Il = {1a 7p}7 IQ = {p+1a 7p+q}7
Iy:={p+q+1,-,pta+n}, Li:={p+q+n+1-,p+tq+2n}

We will consistently use latin letters i,j € 717, UZy and greek letters p,v € Z3UZy.
Moreover, we will use the notations a,b € 7 := Uj»*:lL-.

Denote the averaged partial traces of the resolvent by

1
me(z) = - Z Guaa(2), a=1,2,34. (4.5)
acZ,
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In [43], we have shown that they converge to the deterministic limits given by

_—ztateat/(z-A)(z— ) a1
mie(2) = 2(1—c1)z(1 - 2) - (1—c1)z’ (4.6)
_—ztatat/(z-A)(z—A4) Co
mae(z) = 2(1 —e2)2(1 = 2) == (1—c2)z’ (@.7)
7%4@=%{u—qu+quy+¢@—A4@—Ag}, 4.8)
myc(z) = % [(1 —2c)z+ca—c1+ /(2= A )(z— )\_,_)} , (4.9

where Ay are defined in (2.15). In [43], we also verified the following equations for m.:

C C:
mm:—m; m%:—mi,n%@%wmA@:u—a@rwﬂ, (4.10)

2 (2) = 1— (2 = 1)mac(2)
M3el%) = T () F mae(@] (2 — Drne(@mae(e)” @10

B 1—(z—=1)mic(2)
Mac(2) = 27— [mie(2) + mac(2)] + (2 — 1)mac(2)mac(z) @412

One can also check them through direct calculations with (4.6)-(4.9). We also define the
function

h(z) 27 1?ms.(2) 271 %my(2)
z) = =
14+ (1—2)mac(z) 14 (1—2)mic(z) (4.13)
S1/2 ’
=5 [—z+(2—cl —e)+ V=2 )(z- ).
With the above definitions, we define the matrix limit of G(z) as
(cl_lmlc(z)lp X 0 0
o 0 ¢y mac(2)1,
T(z) = ; (mgc DL, I > (4.14)
h(2)I,  myc(2)I,
Using (4.10)—(4.13), one can check that
—mgclp 0 -t
0
= 0 Tl (4.15)
o 0 21, 21/2In -t B micly, 0 ’
2121, zI, 0 Mocly

We define two different spectral domains of z for the local laws.

Definition 4.7. Given a constant € > 0, we define a spectral domain around the bulk
spectrum [A_, \.] as

S)={z=E+in:e<E<1—en "t <n<e '}, (4.16)
and a spectral domain outside the bulk spectrum as
St (2) = {z —E+ipg: A+ < EL<1—,0<< 5—1} . (4.17)

The following theorem gives the anisotropic local law of G(z) on the above two
spectral domains.
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Theorem 4.8 (Anisotropic local law). Suppose Assumption 2.1 holds. For any fixed € > (
and deterministic unit vectors u,v € CZ, the following anisotropic local laws hold.

1. (Theorem 2.13 of [43]). For any z = E + in € S(¢), we have that

T Immge(z) 1
[, G(z)v) = (w T(Z)v)] <4 [=——2 ==+ 0 (4.18)

where the inner product is defined as (v, w) := v* w with v* denoting the conjugate
transpose.

2. (Theorem 3.9 of [34]). For any z = E + in € S,y:(e), we have that

1

[(u, G(2)v) — (u,1L(z)v)| < n1/2(|E — A4 +n)1/4'

(4.19)

The above estimates (4.18) and (4.19) hold uniformly in the spectral parameter z.
Moreover, for these estimates to hold, it is not necessary to assume that the entries of
X, Y and Z are identically distributed—only independence and moment conditions are
needed.

The averaged partial traces in (4.5) satisfy stronger averaged local laws.

Theorem 4.9 (Averaged local law, Theorem 2.14 of [43]). Suppose Assumption 2.1 holds.
For any fixed € > 0, we have that

_ —1
a:rrllg),%74|ma(z) Mac(2)] < (nn) ™7, (4.20)

uniformly in z € S(e). Moreover, outside of the spectrum we have the stronger estimate

1 1

+ ;
|E=Ael+n)  (m)2/]E = M|+

(4.21)

a:rrll,%f%A Ima(2) — Mac(2)] < n(

uniformly in z € S(g) N Sout(€).

4.3 Reduction to the law of resolvent

In this subsection, we relate the limiting law of ¢ in Theorem 2.3 to that of a matrix
taking the form (3.6). Without loss of generality, we assume a slightly stronger condition
than (2.6) so that A and B are both of rank r:

0<a,<--<as<ar <O, 0<b <---<ba<by <C. (4.22)

This can be achieved by adding a small 0 < ¢, < e~™ to each zero a; or b;. Since the
proof does not depend on the lower bounds of «a,- and b,,, we can easily extend it to the
case with zero a;’s or b;’s by taking ¢,, — 0.

Recall that if A € (0,1) is not in the spectrum of Cxy, then it is an eigenvalue of Cxy
if and only if (3.4) holds. Throughout the following discussion, we always assume that
A € Sout(e) and A > Ay + ¢ for a small constant e > 0. We write (3.4) as

H(l) D—l
2_7“1 (2 + 847"
DT

where Hglr) and Hg,) are 2r x 2r deterministic matrices defined as

—1 T
MWy .o (€1 MMy 0 @y . [ MmN h(A)V,Vy
M2 (V) '_( 0 ¢y 'mae(N)I ) M3 () = ANV V. my (NI )’

(4.23)

)

-1
0 = det {(Do_l DO ) + Iy (M) + 54T] = det
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114, is a 4r x 4r deterministic matrix defined as

Ty (A 0
H47‘(/\) = < 27"0( ) Hé?)()\) , (424)

and &y, is a 4r x 4r random matrix defined as

(el P\ uT oo U 0 0 0
54T:<52(4) D)= vr G- (o v)*+l, vy @ |- 429

Here, 55), Eéf), 52(?) and 52(3) are the upper-left, lower-right, upper-right, and lower-left
2r x 2r blocks of &4,, and

oo (mseNLn BN
M) = ( L, m4c()\)1n)

is the lower-right 2n x 2n block of II. Note I1$? is defined such that TI$? = E(VTII®V).
Using the large deviation bounds in Lemma 5.3 below, we can obtain the following
approximate isotropic conditions for Z:

1227 = I|| <n~ Y2, and |[Zv|2 < n~Y2|v]s, (4.26)

for any deterministic vector v € C". Using Theorem 4.8 and equation (4.26), we can
bound &4, as

[Ear]] < n 12, 4.27)

Now, using the Schur complement formula, we find that (4.23) is equivalent to
-1
det [n;? ve - (D ed) () + ) (D4 g;?ﬂ 0.
Using (4.27) and the first two equations in (4.10), we can reduce this equation to

et [(mgc()\)(b +32) h(NZ V] V,E,

-1 _
hAZV) VaZa  macM\) (I + 25)) + & +0<(n )} =0, (4.28)

where &, is a 2r x 2r random matrix defined as

€ = DD + (1Y) 7' &5, (I1y,)) 7 — (IL,)) 765D — Deg,) (1L,))
_ (mscl e
o\ e me )
with S,(-O‘), a=1,2,3,4, being four r x r random matrices defined as

EN =mz S,V Z (G — mae) ZVaEa + SV, (227 — 1)V, 2,
+mscU, (Gary — ¢1'mic)Ua + [Uy G13)Z ' VaSa + SV, ZG31)Ud]

&R =my Sy V)] Z (Guaay — mac) 2TV, + 5,V (227 — L) V5,
+macUp (Geaz) — €3 'mac)Us + [U) Gany Z' Vs + Sp V) ZG(42)Us|

&V =EMNT =018V Z (Geny —h) 2TV, + 2.V, (227 — L) Vo5

m3cMqc m3c Myc
+ %UIQ(H)Ub + T(U;rg(14)ZTVbEb + T(‘EaVIZg(32)Ub~
EJP 27 (2022), paper 86. https://www.imstat.org/ejp
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In the above expressions, we abbreviated the Z, xZg block of G by G(,) fora, 8 = 1,2,3,4.
Applying the Schur complement formula once again, we obtain that (4.28) is equivalent
to

det [£.() (I +22) + f(NED

1

- (BVIVim +E9) ———
(V2 IR ARE > A

(zbvgvaza + 5,(‘0) + O<(n1)] =0,

where the function f. is defined by

_omze(2)mac(z) 2= (e o2 —2e1e0) + /(2 = A ) (2 — >\+).

fe(z) = 2G) - 20— e —ca) (4.29)

Using (4.27), we can check that [|E{)(\)|| < n~Y/2, o = 1,2,3,4, with which we can
further reduce the above equation to

det [fc()\)lr S VIVERVIV,E, &) + O<(n_1)} =0, (4.30)

where we have abbreviated that
~ Y. P Py

om0 Ypi= ————— (4.31)
(I, +%2)1/2 (I, + X2)1/2

and &, is a r x r random matrix defined by

1 e 1
(Ir+23)1/2 r (Ir+zg)1/2

& =fc

~ . 1 1 . .
T (2) T
+ S VIV S & T SANE SV V.S,

1 £ 1
(I, + £2)1/277 (I, + %2)1/2

L eW L :
(I, +2)17277 (I, + %2)1/2

A ~ (4.32)
Sy Vi Vo3,

— S, VIV,

Finally, with the SVD (2.24), we can rewrite the equation (4.30) as
det [fo(N)I, — diag(t1, -+ ,t,) + OTE(N)O + O (n~1)] =0. (4.33)

One can easily check that the following function is the inverse of f. in (4.29) when
z ¢ [)\7, )\+]:
9c(8) :=¢ (1 —cy + 01571) (1 —co + 02571) .
Moreover, it is easy to check that f.(A;) = t. (recall (1.4)). Since f.()) is monotonically
increasing when A > A, the function f.(\) —¢; = 0 has a solution in (A,, 1) if and only if

te = fo(Ay) < ti. (4.34)

If (4.34) holds, then ¢; gives rise to an outlier lying around 6; = g.(¢;), which ex-
plains (2.16). With a direct calculation, we can verify the following deterministic
estimates on f. and g..

Lemma 4.10 (Lemma 4.1 of [34]). Fix a large constant C > 0. Forany z € D :={z € C:
At <Rez < C} and ¢ € f.(ID), the following estimates hold:

[fe(2) = feQp)l ~ |2 = A V2, [ fe()] ~ |2 = s Y2, (4.35)
|gc(§) _)Ur‘ ~ |§_tc‘21 |gé(€)| ~ |£_tc|. (4.36)
EJP 27 (2022), paper 86. https://www.imstat.org/ejp
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Now, with equation (4.33), we can prove the following proposition, which shows that
the limiting law of ¢ in Theorem 2.3 is determined by the limiting law of n'/207&,.(6,)O.
Leta: {1,---,v()} = {1,--- ,r} be a labeling function so that Xa(i) is the i-th largest
value in the set {)\; : i € y(I)}.

Proposition 4.11 (Reduction to the law of G). Under the assumptions of Theorem 2.3,
there exists a constant € > 0 depending on ¢ only such that for 1 < i < |y(I)

7

| (Raiy = 00) = i {at) [ding(tr, - 1) =t = OTE(B)O) o | < n 275, 4.37)
where p; is the i-th eigenvalue of the |y(I)| x |v(I)| matrix

a(tr) [diag(ty, -+ ,t) =t = O T E(0)O]

in the sense of (2.18).

Proof. By Lemma 4.3 and the condition (2.19), we have that for i € ~(1), XZ € Sout(e) and
Ai 2 A4 + ¢ with high probability for a sufficiently small constant € > 0. Thus the above
discussion starting at (4.23) will finally lead to the equation (4.33). Armed with (4.1),
equation (4.33) and the estimates in Lemma 4.10, we can conclude the proof using the
same argument as the one for [30, Proposition 4.5]. We omit the detai~ls. In fact, one
can easily see why (4.37) holds by performing a Taylor expansion of f.()\,(;)) around 6,
in (4.33), and noticing that 1/f.(6;) = g.(t;) = a(t;). O

By Proposition 4.11, to prove Theorem 2.3, it suffices to study the CLT of n*/2O7E,.(6;,)O.
With a straightforward algebraic calculation, we get that

E(0) = EX () +E9 (0, (4.38)
where
ED () = f(0)SV) (227 — 1) VoS
FEVIVSIV] (22T — L) ViE2V] V5,
N _ . (4.39)
— 2.V, (Z2ZT - L) V,E}V,) V.2,
— S VISV (227 - 1)V, 5.,
and
ul 0 0 o0
0 Ul 0 o0
E9(0) = fo(0)msc(6:)287 (61) 0 Ob 7 o | G0 —11(6)]
0 0o 0 Z
(4.40)
U, 0 0 0
0 U, 0 0
“lo o 2z o |0
o o o ZzZT
with 20 being a 4r x r matrix defined by
(I, +53)7/2
—h(0)m3.)} (0) (1 + 22)~ 28,V V,. 5,
W(;) == -1 S
m3. (01) Va2,
—h(0)m3, (61)my (0)VeEZ V) Vo5,
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Here, the superscripts (z) and (g) indicate that we will make use of the CLT of ZZ T — I,.
and G — 11, respectively, when dealing with these two terms (4.39) and (4.40).
By classical CLT, we know that

Vn(zZZ" - 1) = G, (4.41)

where G is an r x r symmetric Gaussian matrix whose entries are independent up to
symmetry and have mean zero and variances (recall (2.28))

EG2 =1, i#j, and EG2=r® +2.

With this result, we immediately derive the CLT for n'/ 20T &%) O, Therefore, to conclude
Theorem 2.3, it remains to prove the CLT for the matrix

ul 0 0 0 U, 0 0 0
0 U/ o0 o 0 U, 0 0

Mo(0):=vn| o 0 5 o [GO) =16 | ob 7 0 (4.42)
0o 0 0 Z o 0 o0 ZT

As discussed in Section 3, we first prove the CLT for M (6;) in an almost Gaussian case,
where most of the X and Y entries are Gaussian. Then, in Section 8, we show that the
general case in the setting of Theorem 2.3 is sufficiently close to the almost Gaussian
case, thereby completing the proof of Theorem 2.3.

5 The almost Gaussian case

In this section, we calculate the limiting distribution of M (6,;) in the almost Gaussian
case. The extension to the general setting in Theorem 2.3 will be postponed to Section 8.
We fix a small constant 7y > 0 in this section, and use n~ ™ as a cutoff scale in the entries
of U, and Uy, below which the corresponding entries of X and Y are Gaussian. Our
goal is to prove the following proposition.

Proposition 5.1. Fix any 1 < I < r and a sufficiently small constant 7, > 0. Suppose
Assumption 2.1 and (2.19) hold. Suppose X and Y satisfy that for k € 1,

nax |luf (k)| <n™™ = X, is Gaussian, p € I3, (5.1)
S U
and for k € I,
max |ul(k)] <n™™ = Yj, is Gaussian, u € Z,. (5.2)
<i<r

Then, for any bounded continuous function f : RI"WIXI"(DI — R, we have that

fim [Ef ((‘/EOTST(H”O) [[v(l)]]) - Efm)} =0, (5.3)

where T, is the Gaussian random matrix defined in Theorem 2.3.

For simplicity, in the proof below we often drop the spectral parameter z = 6; from
our notations. Using (4.26) and the SVD of Z, we can find an r x n partial orthogonal
matrix Z such that

ZZ" =1,, |Z—-Z|p<n""2 (5.4)

From (4.26) and (5.4), we also obtain the following estimate:
1Z | max < 127 [lmax +n /22 <7t /24e (5.5)
with high probability for any fixed £ > 0. Now, using (5.4) and (4.19), we get that
IM(60) = Mo(80)]] < n~"/2, (5.6)
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where M is a 4r x 4r random matrix defined by

ul 0o 0 o0 U, 0 0 0
0 Ul 0 o 0 U, 0 0

M(@l) = \/ﬁ 0 Ob Z 0 [G(Gl) — H(@l)] 0 0 ZT 0 (5.7)
o 0 0 Z 0o o0 o0 ZT

Hence, to obtain the CLT of M (6,), it suffices to study M (6;). For this purpose, we first
introduce the concept of minors of H and G.

Definition 5.2 (Minors). Let J and T C J be some index sets. Given any J X J matrix
A, we define the minor A™) := (A, : a,b € J\T) as the (7 \ T) x (J \ T) matrix
obtained by removing all rows and columns indexed by T. Note that we keep the names
of indices when defining A™M, i.e. (A(T))ab = Ay for a,b ¢ T. Correspondingly, we
define the resolvent minor as G (z) := [H(™)(z)]~'. For convenience, we will adopt the
convention that Ag) =0whena e T orb e T. We will abbreviate that ({a}) = (a) and
({a,b}) = (ab).

The following large deviation bounds for linear and quadratic forms of independent
random variables were proved in proved in [16].
Lemma 5.3 (Theorem B.1 of [16]). Let (x;), (y;) be independent families of centered
independent random variables, and (A;), (B;;) be families of deterministic complex
numbers. Suppose the entries x;, y; have variances at most n~! and satisfy (2.8). Then,
the following large deviation bounds hold:

‘XZ:A,% =< %(Z \Ai|2)1/27 ‘;ml’j’m%’ = i(;|81j|2)1/27

1 1/2
‘ZZL'ZB”‘TJ‘ < ﬁ(Z‘B”P) .
i#£] i#£]

For convenience, we introduce the following shorthand for the equivalence relation
between two random vectors of fixed size in the sense of asymptotic distributions.

Definition 5.4. Given two sequences of random vectors A,, and B,, in R*, where k ¢ IN
. . . d .
is a fixed integer, we write A,, ~ B,, if

lim [Ef(A,) —Ef(B,)] =0

n—oo

for any bounded continuous function f.

In the proof, we will frequently use the following simple fact, which can be proved
using characteristic functions. Given two sequences of random vectors A, and 5,
suppose that conditioning on 4,,, we have B3, 4 D,,, where D,, has an asymptotic
distribution that does not depend on A,,. Then, we have that

-An + Bn ’C\l’ An + Dna (58)

where on the right-hand side D, is independent of A,,. One immediate use of this fact is
to decouple the randomness of M(6;) from that of Z (and hence Z) as long as we can
show that conditioning on Z, the limiting distribution of M(6;) does not depend on Z.

5.1 Step 1: Rewriting M (x)

We start with some linear algebra to write M(z) into a form that is more amenable
to our analysis. Our main tool is the rotational invariance of multivariate Gaussian
distributions.
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First, notice that since |[u¢||z = 1 and ||u?||z = 1 for 1 < i < r, we have

Hk: max |uj (k)| > nf"‘)}’ < rp?™, Hk; max |ul(k)| > n_TOH < rn?m. (5.9)
1<igr 1<igr

We permute the rows of U,, Uy, X and Y using p x p and ¢ X ¢ permutation matrices P,
and Ps:

u/p’ 0 0 0\ /L 0 0 O
0 U/P 0 0 0 P 0 0
M(B) = Vn 0 0 Z 0 0 0 I, 0
0 0 0 Z 0o 0 0 I,
P 0 0 0 pPU, 0 0 0
0 P 0 0 0 PU, 0 0
x[Go) —T@ | o g I, 0 0 0o ZT 0
0 0 0 I, 0 0 0o Z7T

We can choose P; and P, such that all the “large” entries of U, and U, in the two sets
of (5.9) are now in the first p rows of P, U, and P,U, for some integer p < rn?7. Without
loss of generality, we rename P, U, and P,U, as U, and U,. Then, we can assume that

U, and U, take the forms
(O (0O,
Ua— (0/1) 5 Ub— (O;) 5 (510)

where O, O, are p x r matrices, O} is a (p — p) x r matrix, O, is a (¢ — p) x r matrix,
and || O |[max <17, || O ||max < 7. On the other hand, we have

PL 0O 0 0 PT 0 0 O
0 P 0 0 0 P 0 0
0 0 0 I, 0o 0 0 I,
. PX 0 '
0 PY

XTPT 0 o, 6°1,\
0 Y'R') \¢"%1, 6,

Again, without loss of generality, we rename the permuted matrices P; X and P,Y as X
and Y. Then, because of (5.1) and (5.2), X and Y take the forms

Xi Y1
X = Y =
(o) v-(2)
where X, Y7 are p x n matrices, X5 is a (p — p) x n Gaussian matrix and Yz isa (¢—p) xn

Gaussian matrix. Next, we rotate O} and O using orthogonal (p — p) x (p — p) and
(¢ — p) x (¢ — p) matrices S; and S so that

. A/ - A/
sT0= (). 870y = (),

where O/ and O), are r x r matrices satisfying that

00, +(0,)"0,=0/0,+(0)"0, =1, a=1,2. (5.11)
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Similarly, we rotate ZT using an orthogonal n x n matrix S = (2 T.S), where S is an
n x (n — r) matrix satisfying 'S =1, _,and STZ" = 0.
With the above notations, we can rewrite M in (5.7) as

~ -1
U/ o0 0 o0 0 (X 0 U, 0 00
0 U] 0 o0 0 Y 0 U, 0 0
M= b _ _
Vil 0T 0] [(xT o oL, 6721, 0 0 I 0
0 0 0 I o v7) \a1, o 0 0 01
— V/nllgy 2, (01), (5.12)
where Ily, o, is a 4r x 4r matrix defined as
(cllmlcf,, 0 ) 0
Ty oy i= 0 cy'macl (5.13)
2r,2r - 0 m3cIr h[r ’ .
hI, Myl
and we have abbreviated that
0, O,
_ - _ - _ I . I, _
Ug:=10]]|, Up:= 104 |, I:= Ir L X=(7 ~OT XS, Y:=|(" ~0T YS.
. . 0 0 S 0 S

Using the rotational invariance of X5, we can write X as

PVAR TR R
Xi(l ,1>: Xél) Xg)’

X2 @ @

L R

where “2£” means “equal in distribution”, and Xg), Xf), Xl(%l) and X1(22) are respectively
rxr,(p—p—r)xr,rx(n—r)and (p— p—r) x (n — r) Gaussian matrices. We have a
similar decomposition for Y:

. YiZT vis

y 4 (NnZ NS\ _ | yo 30
Yo |G Jo

YL YR

For simplicity, we introduce the notations ¥ = r + p and

U{p+qg+n+1,--- ,p+qg+n+r}.

Then, applying the Schur complement formula to (5.12), we obtain that
ML /n [OT Hyty, O —Taro, (61)] (5.14)

where O and Har 2, are (27 + 2r) x 4r and (27 4 2r) x (27 + 2r) matrices defined as (recall
Definition 5.2)

- Ol) -
~ 0 0 O
t
O,
O:= 0 ~ 0 0],
(6)
0 0 I. 0
|0 0 0 I
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0- Iy 0
-1
Harari= | o1, 6071, +H, — FTGM(4)F,
0,1, 01,
and H; and F are (27 + 2r) x (27 + 2r) and (p + ¢ + 2n — 27 — 2r) x (27 + 2r) matrices
defined as
X, Z7
x ) 0
L
0- Iy ~
H, = Y, Z7 +c.t.,
0 0- I,
0 0 x® o0
0 0 0 v
P (s xT ()T 0 0 0
0 (sTvi.vghT) 0o
Here, “c.t.” means the (conjugate) transpose of the preceding term. Using (4.15), we

can rewrite Hoy o, as

mScIF 0 0 0
_ 0 m CIF 0 0
Horor = HQ%}QV' + Hy + 0 % mycly 0
0 0 0 macl,
P M™p FT(G(T) _ H(T))R (5.15)

where II(T) is the minor of II as defined in Definition 5.2 and Ily7 o, is defined in a similar

way as (5.13):
(cllmlcj} 0 > 0
0 S i mo I
_ Co Mocl7

o7 9 == . maol,  hl
hIr m4c-[r

(5.16)

5.2 Step 2: Concentration estimates

In this step, we establish some (almost) sharp concentration estimates on the terms
in (5.15). More precisely, we claim that

I 0 0 0
T~ [0 = 0 0| —1/24270
FPE=10 0 e o |70:0 ) 617
0 0 0 ¢l
and
FIIMF - Ep(F TIIMF) = 0L (n~1/2+270), (5.18)

where [Er denotes the partial expectation over the randomness in F' and conditioning on
Z. (To avoid confusion, we emphasize that the matrix S is deterministic conditioning on
Z.) Using the facts S'S = I,,_,, and 7 = O(n?™), we get that

macl7 0 0 0
T7(T) ) _ 0 myclyz 0 0 —1+4270
Ep (FTIDF . 0 en o | O (5.19)
0 0 0 macl,
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Both the estimates (5.17) and (5.18) follow from Lemma 5.3. We consider the terms
(XHTxP x,98TX] and X15(X}(;,11))T as examples, where recall that X\”, X, and
Xg) are (p —7) xr, pxnandr x (n—r) random matrices with i.i.d. entries of mean
zero and variance n~!. Forp+ ¢+ 1 < p,v < p+ g +r, we have that

’ [(X£2))TX£2)} P ; T‘S;w _ Z (XWXiu B n—1(5W)

n% - :
T+1<i<p

(n_l/Q).

For 1 <7 < p, we have that

[(X188TX]),, —n ' Tr (SST)| = ] > XinXi(SST) +’ > (X2, =SS
uFAVEL HETL3

= %( Z [(SST)uu]2)1/2 + %( Z [(SST)MLF)UQ < % {Tr [(SST)g] }1/2 _ O(n‘l/Q),

nH#VELs HEL3

while for 1 <7 < j < p, we have that

(XlsSTX;r)ij: Z qu SST)NV %( Z [(SST)MVF)

w,vELs W, V€T3

= (T [(s5T))} = o),

1/2

Using the fact Tr(SST) = n — r, the above two estimates actually give the estimate

’(XlsSTX;—)” — 5Z]| < 77171/2, 1 < Z7j < pP.

Finally, for1 <i¢<pand p+1<j < p+r, we have that
1 1 /2 1 1/2 _
saENT] = X XuXaSw <o (X Su) = [m(ssT) = 0w ).
€Ly V€L

With similar arguments as above, using Lemma 5.3, we can obtain the following concen-
tration estimates: for any constant € > 0, with high probability,

H(X?))TXE) _ Ve (Y(2))TY(2) — ol </t
||XlS'STX1—r — IpHmax < n—1/2+67 Hylss‘l'yl _ PHmax —1/2+e7
X088V | e <0720 XX T L)) <R
Hy(l) (V)T — 1, ’ < no1/2te Xl(%l)(ylg))T’ < n-l/2+e, (5.20)
HXIS Xg ) - <L/t X15(Y1§1))T . < nY2e
HYlS(Xg))T’ N <nl/2te YlS(Yéf))T‘ ax< n—1/2+e

These estimates immediately imply (5.17) and (5.18) by bounding the operator norms of
error matrices by their Frobenius norms.

By (5.17), we have that ||F|| = O(1) with high probability. Then, using the local
law (4.19) and the fact that F is independent of G(T), we get that

< p /2420

max

HFT(G(T) - H<T))FH < (27 + 2r) HFT(G(T) - H(T))F‘

Under the moment assumption (2.8), every entry of H; is of order O (n‘l/ 2) by Markov’s
inequality, so we have that

”HIH < (2F+ 2,r‘)”‘E[leax < n_1/2+270_
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Finally, by (5.18) and (5.19), we have that

msely 0 0 0
0 mycl7 0 0 T (T) —1/2+42
— 1I o,
0 0 mil, 0 FALTE) <n
0 0 0 macl,

Hence, for M in (5.14), taking the inverse of (5.15) and performing a simple Taylor
expansion, we get that

ME /RO Mgy |[—Hy + (1 — Ep)(FTIF) + FT(GM — H<T>)F] Ta75, O
+ O.<(n_1/2+470)7

(5.21)

where we used (5.19) and O' Ilo7 2 O = Ilg,9,. Since 7y can be taken as small as
possible, it suffices to study the CLT of the first term in (5.21).

5.3 Step 3: CLT of the resolvent

In this step, we establish the CLT of the resolvent term /nF " (G(™) —TI(M)F in (5.21).
Conditioning on F', we have the following lemma, whose proof will be given in Section 6.

Lemma 5.5. Fix any F' such that the estimates in (5.20) hold for a small enough constant
e > 0. Then, we have that (recall Definition 5.4)

a11911 Q12912 a13913 Q14914

\/EOT FT (G(T) _ H(T))F 0 4 | 21921 228922 (23923 (24924 (5.22)
431931 @32932 a33933 (34934
(41941 42942 Q43943 Q440944

where g.3, 1 < o < 8 < 4, are independent Gaussian matrices satisfying the following
properties: gog = gga, 1 <a< p <4, arer x r random matrices with i.i.d. Gaussian
entries (gag)ij ~ N(0,1); gaa, 1 < o < 4, are r x r symmetric GOE (Gaussian orthogonal
ensemble) with entries (gaq)ij ~ N (0,14 d;;). Moreover, the coefficients are given by

2 2 2 2
az + ¢ a a az + co
ajy = Mac| | == =<, a12 = ag = hy| =t? < ;
1-— C1 C1 C2 1-— Co
a2+ ¢ Ae M3c aZ2+cy  a?
ai3 = asy 1= , Q14 = Q41 1= , (22 1= My + —,
1—01 1/ C1 h 1—62 Co
(5.23)
" " ac_ mac " a2+ ¢y " —— a2+ ¢
23 = A32 1= 24 = Q42 = A T 33 1= . 17—
1/ C2 h, 1762’ 3¢ 17017
a a?+c
a34 = Q43 ‘= i aqq4 = m_l 82072
h ’ e ]. — C2 ’
where we have introduced the notation
2 t2
C
ag = 3 (5.24)
ty —ts
With Lemma 5.5, we get the weak convergence
T T T T
VO Ty 0, FT (G — T Fly; 5, O
a11911  @12912 a13913 Q14914
25)
(21921 @A22922 A23923 (24924 (5.
= H2r,2r H2r,2ra
a31931 (32932 (33933 (34034
(41941 42942 Q43943 0440944
using the simple identity Ilo7 5. O = O Ily; 2., With I, 5, defined in (5.13).
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5.4 Step 4: Calculating the limiting covariances

In this step, we expand (5.21) and show a CLT for each term. The main technical
work is to calculate the limiting covariance functions. Lemma 5.5 already gives the CLT
for \/n O My 0, F T (G — TI(M) Fly; 5, O. We still need to study the term

VnO' IIy7 o, [—H1 +(1-EFr) (FTH(T)F>] IIy7 2, O

= H2r,2rQ4rH2r,2r = H2r,2r <8411 gj) H2r,2r7

where @4, is a 4r x 4r symmetric matrix, with @)1, Q2, Q3 and Q4 being the 2r x 2r blocks
defined by

Q(l) an) o 1]I]E(X(2))TX(2) 0
Q1= (Q W o) @=vn 0 Ry Ty )
_ OT X ZVT _ (6/ )TX(l) 0
_ T . 1 41 1) AL
3= =/n ~ ~ :
Qs = Q4 f( 0 —O;—HZT—(OIQ)TYL(I)

Here, we have abbreviated IlE := 1 — [Ez, and the four r x r blocks of (), are defined as
= VnlE [mgc (o1 X8+ (0))Tx{ ) (STX1 0, +(x! )To')]
§2> = /nlE [m4c (02T YiS + (6’2)TY};1>) (STYT 0, +(v{V)T 0, )}
Q¥ = ()T .= ValE [h (01T X318+ (05)Tx ) (STYlT 0, +(Y§1>)T6g)} .
Now, using (4.40), (5.6), (5.21), (5.25) and the simple fact (5.8), we obtain that

a11911  a12912 @13913 Q14914

d 21921 @22922 A237923 (240924
VnOTEDO Lyyms WT | 4219 g g 4N W 4 tymge W Qu W

a31931 Q32932 Q33933 Q34034

41941 Q42942 (43943 Q44944

(5.26)
Here, the 4r x r matrix W is defined as
—m3( "W,
W i Il 5,00 = hm;;_%;gw? ,
hms Wy
where we have abbreviated that
Wi = (I, +32) 20, Wy = (1+352)*S,V]V,5,0, 597

Ws =1, Vo5,0 — V52V V5,0, W4 :=V,5,0-V,52V]V,5,0.

In the derivation, we also used that f.(0;) = ma.(0;)mac(6;)/h%(6;) = t;. Expanding (5.26),
we get that

VnOTED O

a
L uwy { 1

(of x5+ (©)TX[) (s7x/ 01 +(X§§))T6’1)] W,

{WT [ }112912 +vn (0T X158+ (O’)Tx(l)) (STle 0, +(YI(%1))T6/2)} W, + c.t.}
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+ W5 [;?42‘ (05 vi8+ (04) YY) (sTY, 0 +(Y,;1>)T6’2)} W,

- {WI (a13913 —/nO! X, 27 — \/H(GQ)TXS)) Wi + c.t.}
h
w/ (== W 1. W, W .
[ (ha14914> 4tc ]—!—{ 2<m4c ) 3+c ]
wJ O YiZT — /n(0) Y)W
+ |Wy (a214924 — vVn Oy Y3 Vn(04) 'Y, 1 +ect.
+t, "Wy (m30a33933 — /nlE(X 2))TX(2)) W,

+ WI (m46a44g44 — \/E]IE(Y£2))TY£2)) W4 + [W;— (ha34gg4) W4 + C.t.] s (528)

where recall that “c.t.” denotes the (conjugate) transpose of the preceding term. Note
\/EXS) and \/ﬁYL(l) are r x r matrices with i.i.d. Gaussian entries of mean 0 and variance
1, and they are independent of all the other terms. So we rename them as two new
Gaussian matrices

Gis = =X Goy 1= —/my Y. (5.29)

Moreover, the matrices \/H]IIE(Xf))TXf) and \/H]IE(YL@))TYL@) are also independent of
all the other terms. With classical CLT, we obtain that

— VAIE(XYTXP L Jergss, —aIEY )Y, L Jeggu, (5.30)

where ¢33 and gu4 are r x r symmetric GOE with entries (g33);; ~ N (0,1 + ¢;;) and
(544)1‘]' ~ N(O, 1+ (5”)
Now, to conclude the CLT for (5.28), it remains to show the CLT for the matrix

O =, W] [\/ﬁm (01T X15+VT71TX“>) (Sij 0; —I—(X(l))TWl)] W,
- {WlT [f <01 X1S+ WX ) (STYTO +(Y(1>)TW2)} W, +c.t.} a1
+ W [ValE (0 vis + WI i) (ST, 0p +(V() TW ) | W '
[WT (foTX1 )W3+ct} [wz (\FOJY1 )W4+ct}

We decompose O into the sum of four matrices, © := 01 + O5 + O3 + Oy, as follows. We
first group all terms depending on Ylg) into ©4,

O1 1= W] |[ValE(Oy) Y (Vi) 70, + v (05 ¥iS (1)) 7O} + e )| Wa
- [wf (\/ﬁ (01T X158+ (63)%}3) (Y}g”)T()g) W, + c.t.} ,

all the remaining terms depending on X g) into O,

0y = W] {\/H]HE((BQ)TXS)(X}Q)T@ +vn (01T X, 8(x)To; + c.t.)} W,
- [WJ (ﬁ 0; mS(XQ)T()’I) W+ c.t.] :
all the remaining terms depending on X; into O3,
O; = [WI (\/ﬁ o/ leT) W, + c.t.] - [WI (\/ﬁ 0] X,557y;" 02) W, + c.t.]
+uW] [VAIE(O] X887 X[ 01)| Wi,
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and finally all the remaining terms depending on Y; into ©4,
1= W] (VRO ViZT) W, +ct.| + W] [ValE (0] YiSSTY" 0)] Wa,

Using (2.8) and Lemma 5.3, we can obtain the following large deviation estimates as
in (5.20): for any small constant € > 0, with high probability,
HXlgTHmax + HX1||max < n_1/2+57 H*le*X—Ir - IpHmax < n_1/2+67 (532)
Y12 [max + V1 max < 27275, V1Y) = I flmax < n7H/2F2 (5.33)

Combining (5.32) and (5.33) with the facts SST = I, — VV T and p = O(n?7), we can
simplify ©3 and ©4 as

Oy = O, + O (n1/2H40) o = 3.4,
where
0} = [WI <\/ﬁ o/ XléT) W, + c.t.] - [wj (\/ﬁ o] x,v,T 02) W, + c.t.}
+u W] [varE (0] X, X7 04)| W,
0, = — [WZT (ﬁ oJ YJT) \ c.t.] W] [\/E]IE <02T Y1y, 02)} Wo.
The next lemma shows that ©;, O, ©5, and ©/ are all asymptotically Gaussian. It

has several different proofs using some classical techniques for CLT. For the reader’s
convenience, we give a proof based on Stein’s method in Appendix A.

Lemma 5.6. We have the following results conditioning on Z satisfying (5.5):
(i) conditioning on X;, Y1 and Xl(?ll) satisfying (5.20), ©, is asymptotically Gaussian
with zero mean;
(ii) conditioning on X, and Y; satisfying (5.20), ©, is asymptotically Gaussian with
zero mean;
(iii) conditioning on Y; satisfying (5.33), ©} is asymptotically Gaussian with zero mean;
(iv) © is asymptotically Gaussian with zero mean.

With Lemma 5.6, we obtain that © converges in distribution to a centered Gaussian
matrix. It remains to determine the covariance of this matrix. First, we calculate
the covariance for ©,. Conditioning on X;, Y; and Xl(%l) satisfying (5.20) and using
7 = O(n?™), we have that

(W] 0] V1857V, 03 W), = (W] OF 03 Wy),; + O(n~ /2270t
and

[WI (01T X159 + (611)TX1(?,1)> <STX1T 0, +(X1(?,1))T6I1) WlL‘j

_ (Wirwl)m + O(n71/2+270+6).
With these two identities, we can calculate that
By (01)ij(©1)i5
= (W3 W), (W (04)TO5Ws)5 + (W3 (05) T O, W3)ii (W5 Oy O3 Wa)jj0

+ (W] W1) (W3 (05)TOLWa) 50 + (W3 (05) T Oy Wa)iw (W] W10
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+ (i/ o ]/) + O(n71/2+270+5),

where EY(1> denotes the partial expectation over ng, ) and (i’ ++ j/) means an expression
obtained by exchanging ' and j’ in all the preceding terms (i.e., the first four terms

on the right-hand side). Similarly, conditioning on X; and Y; satisfying (5.20), we can
calculate that
X(l) (62)1] (62)
1 (W{ W) (WT(@ )TOLW )50 + t7(W] (07)TO\ W1 )i (W] Of 01 W)
+ (W] (0))TO\W 1) (W3 O3 03 Wa)jj0 + (W3 05 03 Wa)i (W] (07)TO{ W) 5
(Z Hj +O(n 1/2+27’0+E).
For ©} and ©)/, the entries of X; and Y; are not Gaussian anymore. Hence, the covari-

ances of 0% and © will depend on the third and fourth moments of X; and Y;. First, we
can calculate the covariance for ©%:

Ex, (03)i(03)ij

= (W] O] O, W) [(W]Z—-W, 03 V1)(Z W3-Y, 0, Wy)|
~ B 7 (5.34)
+ (W] Z-W] 0] vi)(ZTWs 1" 0. W2)| (W] O] 01 Wh),
+ t?(WI OI 01 Wl)ii’ (W;r OI 01 Wl)jj/ + (’L/ < j/) + Kg + K4,
where K3 is a third moment term defined as
t
Ks = <n3/2EX131) : %[ Z (01 W1),,; (01 W1),, (01 W),
1<k<p,p€Ls

X (ZVTW3 - YlT 02 W2)uj + (’L s j):l

t
+ (n3/2EXf’1) . % [1<k<z . (04 Wl)ki (04 Wl)kj (01 Wl)ki’
SRPHHELS

X (ZTW3 =Y, 03 Wy, + (i’ j/)} 7
and K, is a fourth cumulant term defined as (recall (2.28))

Ky =170 > (01 W)y, (01 W1),, (01 W), (01 W), .

1<k<p
Using Lemma 5.3, we can check that
[Yi€llmax <2~ Y2, for e:=n"12(1,1,---,1)" € R".
Applying this estiamate and (5.33), we obtain that

(WJZ—W, 0] V1)(Z"Ws3—-Y, 0, W5)
=W, W3+ W, 05 0y Wy + O (n /2270,

and forany 1 < < r,

f > 0: W3) , = (e"Y," 02 Wy); = O(n~/2727).

HEIL3
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On the other hand, using (4.26) and (5.4), we obtain that
||Ze||max < 1 Zelmax + H(Z — Z)e|max < ”71/2a (5.35)
which implies that forany 1 <¢ < r,
1 ~ =~ _
T 2 (T Wil = (7 2T W) = O (%),
HELs

The above calculations show that K3 is negligible. For K, by the assumption of Propo-
sition 5.1, we have that ||O) ||max < 7~ ™, which gives (O] W)x; < n~™ for any k. With
this fact, we obtain that

> (O W1)ki(O)W1)kir (OF W1 )5 (OF W)
p+1<k<p

STt Y (07 W) (Of W) S n 2™,
p+H1<k<p

where O/ is defined in (5.10). Thus, we can replace O; W; with U, W, in K, up to a
negligible error. Collecting the above estimates, we can simplify (5.34) as

Ex, (03)i5(03)r
= t}(W] O] O1W1); (W] O] O1W1)j + (W] O] O1 W) (W3 W3+ W, Oy 0. W),
+ (W] W3+ W] 0] 0:W3) (W] O] O W) + (i ¢ 5)
+ 176 Ui Ui iU + O(n™2™)
k€T,

with high probability, where we recall the notations in (2.26) and (5.27). With similar
calculations, we can obtain the covariance for ©/: with high probability,

Ey, (0})i;(0}) i = (W3 O3 Oy W2)i(W [ Wy)j5 + (W] W) (W3 O O3 Wa)jr
+ (W3 0; 03 W2);/ (W3 Oy 02 Wa)ji0 + (i’ < §)
+ 1y Z (UsWa)y, (UyWa) i, (UyWa),; (UyWa) o +O(n=270).

kE€TZo

Combining all the above calculations, we have shown that © = O + O, + O3 + O4
converges weakly to a centered Gaussian random matrix, denoted by go, with covariance

E(ge)ij(ge)ij (5.36)

=t} (W] W) (W] W) + (W3 Wa) i (Wy Wy

+ (W] W1)i (Wy Wa) i + (W3 Wa) (W] W),

+ (WlT 01T O, Wl)ii/ (W;W3)jj' + (W;W3)ii/ (WlT 01T 0, Wl)jj/

+ (W3 O 03 Wa)ii (W] W) + (W] W)t (Wy Oy Oy Wa) 50 + (i 4 j')

+ 17RO Ui liUse + 550 (U W), (U W), (U W), (U, Wa),

keT, kET,

Notice that for any i € (1), we have that (recall (2.26) and (5.27)),

.

J

(U Wa)ii = [V + O™/ Vi, (5.37)

where we used the SVD (2.24) and the fact t; = t; + O(n~'/2%9) for any i € ~(I) by
Definition 2.2. Hence, up to a negligible error, the last term in (5.36) can be replaced by

KD ViiViiVig Ve, for i, 5,11, 5" € 4(1).
kE€Zs
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5.5 Step 5: Concluding the proof

Finally, combing (5.28), (5.29), (5.30) and (5.36), after a straightforward algebraic cal-
culation (where a computer algebra system may help), we obtaln that (vnOT&, (o )O)[['y 0]
converges weakly to an r X r centered Gaussian matrix T, (@) with

B0 (01 g

a’+c a? a; +c 2
:tlz(Cl‘f'c+1><1_A)zz’(1_A)]j’+< 2++1>BZ’LBJJ
1761 C1 1-¢ C2

a? a?+c
+ (Ct? + 1) [(1 = A)iir Bjjr + Bir (1 = A) 5]
C2 1— C2

n (ac—i—cl + 1) [(1—A)iw(C1)jj + (C1)ir (1 — A) ]

1—61

2

a2

; az +c
+ [Biir (C1) 0 + (Cr)iir Bjjr] + ( 2

1702

+ 1) [Biir (Ca)jj + (Ca)iir Bjj]

_ + 2+
+t° ( al — a +C1> (C1)iir (C1)jyr + (Czal — CC; + C2> (C2)iir (C2)jj0
+ a2 [(Ca)ir (C2)j5 + (Ca)iw (C1) 1]

+ (i j) + 2D Zukiuki’ukjukj’ + kY Z ViiViir Vi Vi
k %

where we recall that (¢’ +» j') means an expression obtained by exchanging ¢’ and j in
all the preceding terms (i.e., the terms in the first seven lines), and we have introduced
the following notations:

A=1-W[W, =07520, B:=W]W,=0T5,V]V,5, (1+%2) ' 5,V]V,5,0,
Ci:=Wi;W3=t7A+(1-2t;)C-B, Co:=W,W,;=A-C—B, (5.38)
with C defined as

C:=0TS, V]V, 22V V5,0 = diag(ty, - ,1,).

Then, we plug (5.38) into ]E(Tl(g )),»j(Tl(g N j» and simplify the resulting expression. After
a straightforward algebraic calculation, we can show that

2 2 2.2
+ +1 t2a2
E(T),5 ()50 = 6u [tf Cc T (ac (1-2t;) — L=< “°> c}
Ji’

c1(l—¢q) 1—¢ c1
211 t2a? 1—c)(1—2t)% (1 —c))t?
+ Ci |:<a“c + (1 —Qtl) . la’c> + <( 02)( l) + ( Cl) l _2(1 _2tl)) (LEC:|
1 — C1 (6] C2 C1 55’

— (1= 2t) (AiwCjy + Civr Ajyr) — (BiarCijr + CiarBjjr) — t7 Asir Ajjr — Byar By
+ (Aiq’,/Bjj/ + Bii/.Ajj/) + (i, < ]/) + tlzligf) Zukium/ukjukj/ + tlzlfé4) Z Vi Vit Vi Vi -
k k

On the other hand, using (4.39) and (4.41), we can check that (fOTé'( )O)[['y 0]
converges weakly to an r x r centered Gaussian matrix T ) with (recall (2.25))

E(Y})i (0 )i = (26— 1)CiirCijr + 2 Aiir Ay + B By + (1 — 261) (Ao + Cior Ajjr)
— (AiirByjr + Bion Ayjr) + (BiwCije + Cov By ) + (' 5 ') + 693" Wi ij Wi
k
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Then, by (5.8), we know that
T - Te(2) Telg)
(VRO &:(0)0), ) = (VRO ETO) gy + (VRO E:70) )
converges weakly to a centered Gaussian matrix T, with covariance
BT (T1)irg = B )i (00 )y + B3 (01 )i

Finally, using C;;» = t;6;;: + O(n~1/2%9) for j, i’ € v(I), we can check that the covariance
functions of Y; are asymptotically equal to (2.27). This concludes Proposition 5.1, which
gives Theorem 2.3 in the almost Gaussian case by Proposition 4.11.

6 Proof of Lemma 5.5

In this section, we give the proof of Lemma 5.5, which, as we have seen, is a key step
in the proof of Proposition 5.1. Under the setting of Lemma 5.5, we need to study the
CLT of the matrix

0o 0 VvV 0

0 0 0 \%
L T ( ~(T) () _ 2|
Qu(0)) : = V/n¥, (G (6,)—1I (91))”//07 where ¥, = Vi 0 0 0 =F0.
0 Vg O 0

It is easy to check that the matrices V;, V3, V3 and V, are respectively (p — 7) x r,
(¢q—7) x 7, (n—7) xrand (n—r) x r random matrices independent of G(™), and they
satisfy that with high probability,

VIV =l +0.(n"Y?), ViV, =l + 0 (n~/?), (6.1)

ViVs=1+0.(n"7t20) VIV, =1+ 0,(n 2"27), VIV, =0_(n"2727). (6.2)

These conditions all follow from (5.20) and (5.11). For simplicity of notations, we permute
the columns of #; and study the CLT of

0 I T/ ~(T) _ 17(T) 0 Iy
(12,« 0)\/57/0 @@ -1y (). (6.3)

Moreover, with a slight abuse of notation, we rename (XM, Y™ G(M) as (X,Y,G) and
study the CLT of the following matrix under the conditions (6.1) and (6.2):

Q(8) : = vn¥ T [G(X,Y,6,) —11(6;)] ¥, (6.4)

where
Vi 0 0 0

0 Ly |0 vy, 0 0
Ly 0) 0o 0o Vs o0
0 0 0 V,

Since |T| < n?™, we have (n — |T|)/n = 1+ O(n~127), where O(n~1727) is a negligible
error. Hence, without loss of generality, we still assume that the dimensions of X and Y
are p x n and g x n in order to simplify notations.

In our proof, in order to avoid singular behaviors of G on exceptional low-probability
events, we will use a regularized resolvent G (z) defined as follows.

“//::7/0<

Definition 6.1 (Regularized resolvent). For z = FE + in € C,, we define the regularized
resolvent G(z) as

~ Iy, O\]7'

G(z) := [H(z) —zn 10 ( pa—q 0)} .
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The main reason for introducing the regularized resolvent is that it satisfies the
deterministic bound:
IG(2)|| Sn'%9~t, for 5 =Imez. (6.5)

This estimate has been proved in Lemma 3.6 of [43]. In particular, if we choose n > n=¢

for a constant C > 0, then (6.5) justfies the assumption of Lemma 4.2 (iii), which will be
used in the proof when we bound expectations of polynomials of regularized resolvent
entries. With a standard perturbation argument, we can easily control the difference
between G(z) and G(z).

Claim 6.2. Suppose there exists a high probability event = on which ||G(z)||max = O(1)
for z belonging to some subset. Then, we have that

”G(Z) - é(z)”max < n® on E. (6.6)
Proof. Fort € [0,1], we define

Ci(z) = [H(z)—tzn_lo (ngq 8)]1 with Go(2) = G(2), G(2) = G(2).

Taking the derivative with respect to ¢, we immediately obtain that
OGi(2) = z2n” " Gyi(2) 0 0 Ge(2). (6.7)
Thus, applying Gronwall’s inequality to

t
1G4 () llmax < G (2) ma + C~° / |G (2|2 s,

we get that maxo<i<i1 ||G¢(2)|lmax = O(1) on E. Then, using (6.7) again, we get (6.6). O

Note that the bound (6.6) is purely deterministic on =, so we do not lose any proba-
bility in this claim. Moreover, such a small error n~2 is negligible for our proof.

In the following proof, we will use the regularized resolvent G (2) with z = 0; +in~%,
and prove the CLT for Q(z) with G(6;) replaced by G(z). The argument in the proof of
Claim 6.2 then allows us to show that Q(6;) satisfies the same asymptotic distribution.
In the proof, it is helpful to keep in mind that the bound (6.5) always holds with n = n=4,
and hence Lemma 4.2 (iii) can be applied without worry. To ease the notation, we also

introduce the following notion of generalized entries.

Definition 6.3 (Generalized entries). For v,w € C%, a € 7 and an T x T matrix A, we
shall denote

Avw = (v, AW), Ayq:= (v, Aey), Aaw := (€q, AW), (6.8)
where e, is the standard unit vector along the a-th coordinate axis.

For 1 < a < 4r, we denote the a-th column vector of ¥ by v,. With the Cramér-Wold
device, it suffices to prove that

Qr=vn Y AaQub=vnD Aap(G—T)y, v,

1<a<b<dr a<b

is asymptotically Gaussian for any fixed vector of parameters denoted by A := (Agp)a<h-
By (4.19), we have the rough bound \@A| =< 1. For our purpose, it suffices to show that
the moments of @ A match those of a centered Gaussian random variable asymptotically.
This follows immediately from the following claims: (i) the mean of Q A satisfies

EQx(z) =o(1), with z=6, +in"*, (6.9)
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and (ii) for any fixed integer k£ > 2, we have that
EQA(2) = (k— )s}EQY2(2) +0(1), with =z =6, +in"*, (6.10)

for a deterministic parameter s3 as a function of A. Moreover, the covariance of Qis
also determined by s3.

As described in Section 3, our main tool for the proof of (6.9) and (6.10) is Gaussian
integration by parts. Using the identity HG =TI and equation (4.15), we get that

G—Hzn(n—l—ﬁ)é

~(mae + 20 0), 0 X0
_— 0 “mae e 0y e 4D
o —)(—r 0 _mlcln 0 .
0 YT 0 —macly
We first prove (6.9). With (6.11), we can write that
EQ, := \/ﬁz AabEQap
a<b
—maclp 0 0 0
_ 0 *m4ch 0 0 2l
- \/’[»7,;) AapIE 0 0 —micly 0 “
= 0 0 0 _m2CI’I’L Wa Vi
o (0,
— ﬁ%AQbE T 0 . G +0(n™?), (6.12)
ax 0 YT
Wgq Vp
where we have abbreviated w, := Il v,. For the sum in line (6.12), we expand it as
X 0
(@)
0 Y =
I Xt 0 0 ¢
0 YT Wgq Vp
= —\/H]E Z Xl'u {Wa(i)éﬂvb + Wa(ﬂ)éiVb}
1€Zy,u€Ls
— \/EIE Z Y; [Wa(j)éuvb + Wa(V)aij}
JEI2,vELY
— n_1/2E Z Wa(l) [é##éi Vp + al—lié#vb}
1€Ty,p€Ls
+nPE Y wa(p) [én@uw + éwém}
i€Ty,u€L3
+07 8 Y walg) [GunGiv, + GusCo]
JEI2vETY
+ n~V2E Z wa(V) [éjjél/vb + éjyéj Vb} ) (6.13)
JEL2,vELy

where in the second step we used Gaussian integration by parts with respect to X;, and
Yju,
EXz,uf(qu) = n_lEfl(Xiu)7 ]EY]Vf(Y]I/) = n_lEf/(iju)u
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and the identities

~

0Gyy
aY;,

0Gav A A A A
3Xm __GuiGuV_GU/J.GiV7

= _éujéuv _éuuéjvz (6.14)

for any vectors u,v € CZ. With the notations in (4.5), we can rewrite (6.13) as

msl, 0 0 0
B 0 al, 0 0 |4
(6.13) = \/nE 0 o' mr o |€
0 0 0 el,

Wa Vp

+n 2R [(wa, J1GJ3G vy) + (W, JgCA?Jl@vb)}
+n 2R [<wa, TG LG V) + (Wa, J@Jﬁvb)} : (6.15)
where recall that J, is defined in (3.9). We claim that
1343{{ Ma(2) — Mae(z)] < n~2/3, (6.16)

whose proof will be postponed until we complete the proof of Lemma 5.5. Moreover,
GJ,G, a = 1,2,3,4, satisfy the anisotropic local laws in Theorem 6.4 below, which
implies that for any deterministic unit vectors u,v € CZ,

(u,GJ.GV)| =02(1), a=1,234. (6.17)
Now, plugging (6.15) into (6.12) and using (6.16) and (6.17), we obtain that

EQ) = O (n~ /%), (6.18)

which implies (6.9). R
It remains to prove (6.10). With (6.11), we expand IEQﬁ as

EQX
I —mgcfp 0 —-X 0
o 0 *m4CIq 0 -Y = k—1
=Evn ;b AaB |1 r 0 L 0 G i
h 0 -YT 0 —macly, .
—mzel, 0 0 0 ]
B 0  —mud, 0 0 ~ P
- \/ﬁé)\abE 0 0 . 0 G K (6.19)
b 0 0 0 —maln) ], .
—VIED Ay > Wali) XiuGpy, QN (6.20)
a<b i€T1,u€L3
—VAEY Ay Y wa(§)YiGuv, Q5 (6.21)
a<b JEI>,vETY
—VIEY gy > W) XiuGiv, Q51 (6.22)
a<b i€Z1,u€L3
—VAEY Aay Y wa()Yj Gy, Q5T +0(n70). (6.23)

a<b JE€EL2,vELY

Again, we apply Gaussian integration by parts to the terms in (6.20)-(6.23). First, as
we have seen in the £ = 1 case, the terms containing 90x,, G, v,, Ox,,Giv,, Oy;,Guv,
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and 8yjuéj v, will cancel the first term in (6.19), leaving an error of order O (n~'/%) as
in (6.18). Thus, we get that

BQ4
N a@k—l . 8@]@—1
—1/2 . —1/2 .
=—n7V Z)\abE Z wo ()G v, 8)?- —n~t/ Z)\abE Z wo(7)Guv, 8}/[}-
. i . Jv
a<h i€Zq,u€Ls, a<b JETI,wETY
B . 8@’“‘1 B . a@k—l
-n UQZAQZ,IE Z wo(1)Giv, 8)?- -n 1/22)\abE Z wo(V)Gjv, 3yj'\.
. i . Jv
a<b €Ly ,u€L3 a<b JEI2,wETLY
+0<(n7V%)
] 8G(\V 1V Nk—
=—(k-1) Y daravE > Wa(1)Gv, —5 e h=2 (6.24)
a<b,a’ <b’ 1€T1,nu€Ls R
N A 86‘,&, Vi Ak—2
—(k=1) > AadayE D Wa(j)Guv, 5 Q) (6.25)
a<b,a’ <b’ jETaveTy v
oo aév 1V Nk—
—(k=1) Y AadavE D Wa (1) Giv, —5 k=2 (6.26)
a<b,a’ <b’ i€T1,uET; K
= aév 1V Nk— _
—k=1 > AadaewBE Y Wa (V) Gv, 5 k=2 L 0L (nY9%). (6.27)
a<h,a’ <b’ jE€ToveTy v

To calculate the terms (6.24)—(6.27), we need to use the anisotropic local law of
GJ.G, a=1,2,3,4. We first define the deterministic matrix limits of GJ,G:

(FAQ)(Z)IP ( )0 ) 0
0 ()1
D@ (2) = 72 () " . a=1,2,3,4, (6.28)
0 v () ha(2)In
ha(2), A ()1,
where the v functions are defined by
S Qo) ey et o (e) e
LU omB (22 T R P [ ’
S amide o) et o) (L)l
TRy T TR T mi (2 2)
—-1_.2 42 —1 £2
2) _ C1 mate @ . (L—c) ' f2 3 ._ —1.0)
= =1 =
BT RE-ey M [EE
—1 —172,2 r2
_ _ ¢ ¢y hAtif:
5=t = et Y = g
C C
A=y, WY =P, Y =10, Y = tmia . (6.29)

On the other hand, the functions &, are defined by

hal2) = 21202(2) {1t (2) [+ (1 = 2)mac(2)] + 2§V () [1+ (1= 2)mie(2)]}
Here, we recall that ¢. is defined in (1.4), mq., a = 1,2, 3,4, are defined in (4.6)—(4.9), h
is defined in (4.13), and f. is defined in (4.29).

Theorem 6.4. Suppose Assumption 2.1 holds. For any deterministic unit vectors u,v €
C?, we have that
(u, G(6;)JoG(0) v) — (u, T () v) < n~1/2, (6.30)
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We will prove Theorem 6.4 in Section 7. Again, by the argument in the proof of
Claim 6.2, (6.30) also holds for G(z)J,G(z) with z = §; +in~%. Now, we use this estimate
to calculate (6.24)-(6.27) term by term. First, for (6.24), using (6.14) we get that

o 0Gy v PO N .
“E Y WGy, — QN = B(GUsG)y,, v, (Va LW G V) Q2
1

i€T1,uELs (6.31)

+ E(ajg,G)v 'V <Va, HJlGV(,/> Ok 2,
Now, using the local law (4.19), (6.1) and the first equation in (4.10), we get that

<Va7 HJléVa/> =C1 (cf1m10)2 50,0/ 11§a§r =+ O<(n_1/2) (6 32)
= Clmgf&m/].lgagr + O<(n_1/2). .
Moreover, using (6.1), (6.2) and the local law for @Jga in Theorem 6.4, we get that
o o~ 3 B .
(GG, v, = Ca Yoy dow + O<(n™1/77270), (6.33)
where we used the notation

a) =k if (k—1r+1<b<kr, k=1234,

and let ¢, = 1 for k = 3, 4. Plugging (6.32) and (6.33) into (6.31), we get that

Ao Al— —1/2+427
6240)=(k—1) > cicam—2 e yfz)b)(l—i—%bﬂEQf\ 2405712y (6.34)
1<agr,a<sh
Similarly, we can get that
>‘ ~k— — T
(625)=(k—1) >  catap)—2 2 ﬁ&) (1+ 0a)EQE 2 + O (n~1/227). (6.35)
r+1<a<2r,a<b

For (6.26), we have that

o] aéV 1V Nk—
_E Z Wa (1) Gy, —mea Y0 i2

. aqu,
i€ZLy,u€L3
=B Y (GG, v (Ve TGV Q) (6.36)
i€Z1,u€Ls
+E Z GJl V /vb<Va,HJ3GVb/> k= 2'
1€ZL1,uEL3
Using (4.19) and (6.2), we get that
<Va, HJgé Va/> = mgcéaallgprlgaggr + h2(5aa/ 13r+1<a<4r + O<(n_1/2+270). (6.37)

Using the local law for @Jlé’ in Theorem 6.4 and (6.2), we get that
(G11G)v, v, = Ot + O (n™/2420) for a(b) = 3,4. (6.38)
Plugging (6.37) and (6.38) into (6.36) gives that

626)=(k—1) > AmdAl (1 +0w)EQL
2r+1<a<3r,a<b

+(k—1) S 21+ ) QL2 + O (n /2R,

3r+1<a<4r,a<h

(6.39)
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Similarly, we can get that

2 Nk—
627 =(k—1) > Ah*M (1+0w)EQL
2r+1<a<3r,a<b

+h=1) Y AZmial (4 6 BQE 2 + 0L (n7 /), o40
3r+1<a<dr,a<h
Combining (6.34), (6.35), (6.39) and (6.40), we obtain that
EQX = (k= 1)s3BQ} + 0«(n™"°),
where s3 is a function of A defined by
K= ) 01ca(b);\%’cvﬁ)@(l +oaw)+ Y C2ca(b);:%l;7é4()b)(1 + bab)

1<ar,a<b

+ > N (mgﬂs()b) + h2'yf()b)) (L + bab)

2r+1<a<3r,a<h

+ Z )‘ib (hQ’y((xl(L) + mézlc’)/g?()b)) (1 + 6ab)'

3r+l1<a<<dr,ash

r+1<a<2r,a<b

This concludes (6.10). Combining (6.9) and (6.10), we have shown that @A(z) is asymp-
totically Gaussian with zero mean, which indicates that Q(z) converges weakly to a
centered Gaussian matrix by the Cramér-Wold device. Then, the argument in the pr(()o)f

of Claim 6.2 shows that Q(6;) converges to the same limit. Using the definitions of g s
o, =1,2,3,4, in (6.29), we obtain from s% that

bi1gi1  bi2gi2 bizgiz  bi1agia

ba1g21  baagoz  bazgaz  b2agoa
70 (6.41)
v b31931 032932 b33g33  b34G34
bi1gar  ba2gaz  bazgaz  biagaa

where g,3 are Gaussian matrices as defined in Lemma 5.5, and through direct calcula-
tions, we can check that b,g are given by
bi1 = azz, b1z =ba1 =azs, b1z =bz = a3, bia =by =az3, b = aua,

(6.42)
bag = b3y = 14, boy = bag = a4, b3z = a11, b3y = baz = a2, bys = aga.

In the above calculation, we also used that for z = 6; + in™4,

~ mze(2)mae(2)

fe(z) = 2(2) =t;+0(n?).

Finally, combining (6.41) with (6.3), we can obtain the asymptotic distribution in (5.22),
upon renaming the matrices g,g and the coefficients b,3. This concludes Lemma 5.5.
Before the end of this section, we give the proof of (6.16).

Proof of (6.16). By the proof of Claim 6.2, it suffices to prove the estimate for |m,(z) —

Mae(2)| for z = 6; + in~*. In the following proof, we denote z := 6; + iny with 7y = n=2/3.
By the averaged local law (4.21), we have
1Mo (20) — Mae(20)] <7723, a=1,2,3,4, (6.43)

where we also used that k = |0, — A| ~ 1 due to (2.19). Thus, to show (6.16), it suffices
to prove that

[Mac(2) — Mac(zo0)| = n~%/3, (6.44)
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Mo (2) — ma(z0)| < n=2/3. (6.45)

The estimate (6.44) follows directly from the definitions in (4.6)-(4.9). We still need
to prove (6.45). It follows from the spectral decomposition of the resolvent, which we
introduce next.

First, recalling the notations in (2.12), we define

H =S /%80y S, /%, (6.46)
and the resolvent 1o
L R —2 PR H
R(Z) E (—21/2HTR1 1%2 ) )

where the two blocks R, and R, are defined as
Ri(z):=(Cxy —2) ' = (HH" — z)il7 Ro(2) = (Cyx —2) ' = (H"H — z)fl . (6.47)

By Theorem 2.10 of [8], we have the following bounds on the extreme eigenvalues of S,
and Sy,:

(1= /c1)? — & < X\p(Suz) M (Sz) < (14 Vc1)* + ¢, (6.48)
(1-ve2)® —e< Aq(Syy) < A1(Syy) < (1 + Ver)? e (6.49)

Next, consider a singular value decomposition of H,

q
H=2 V&, (6.50)
k=1

where \.’s are the eigenvalues of the null SCC matrix Cxy, and &’s and (;’s are
respectively the left and right singular vectors. Then, the singular value decomposition
R(z) is given by

2": ( &l —2 V2l )
— A — 2 — 272N GET Gy

1(& 6l 0)
z 0/

(6.51)

We denote the (Z; UZ;) x (Z3 UZs) block of G(z) by G.(z), the (Z1 UZy) x (Z3 UZy) block
by Grr(2), the (Z3 UZ,) x (Z; UZ,) block by Gry(2), and the (Z3 UZy) x (Z3 UZy) block by
Gr(z). Using the Schur complement formula, we can check that

Sa? o Sea? 0
Gr = B R(z B , (6.52)
L < 0 Syyl/z (2) 0 Syy1/2
G — 20, 21?1,
B zl/QIn z1,
N 2I, 220\ (XT 0 g X 0 2L,  2Y?I,
A21, 2, o YvT7)7*\o v)\:21, 21, )’
X 0 2I,  ZY2I,
Grr(z) = =G1(2) (0 Y) (zl/2fn oI, )
2I, 220\ (XT 0
Gre(z) = = (21/2In zI, ) ( 0 YT> Gr(2).

EJP 27 (2022), paper 86. https://www.imstat.org/ejp
Page 42/71

(6.53)

(6.54)


https://doi.org/10.1214/22-EJP814
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

CLT of sample canonical correlation coefficients

Now, we are ready to prove (6.45). We only give the proof for o = 1, and all the other
cases can be proved in exactly the same way. Using the rigidity estimate (4.4), we get
that with high probability,

min |\, —z| 21, z=6,+in"" (6.55)
1<k<q

Then, using (4.5), (6.51), (6.52), (6.55), and (6.48), we obtain that

PP 2
|ma(z) — ma(z0)] %ZZKe,, ~1/2e >‘ Tr(S Y <o =n"2/3,
i=1 k=1

where e; is the standard unit vector along the i-th direction. O

7 Proof of Theorem 6.4
In this section, we give the proof of Theorem 6.4. We first record the following simple
estimate, which can be verified through direct calculations using (4.6)-(4.9).

Lemma 7.1 (Lemma 3.2 of [43]). Fix any constants ¢,C > 0. If (2.9) holds, then for
z2€CiN{z:¢c< 2| £ C}and a =1,2,3,4, the following estimates hold:

Imac(2)] ~ 1, |z_1 — (Mm1c(2) + mac(2)) + (2 — D)myc(2)mac(z | ~ 1. (7.1)

7.1 Resolvents and limiting laws
We begin the proof by introducing some new resolvents. With H(6,;) in (3.2), we
define the following generalized resolvent

wil, 0 0 -

0
0 0 wsl, ’ (7.2)
0

where w = (w1, we, w3, wy) € (Di is a new vector of spectral parameters. Then we have
the simple identity
OR(w)

Ow,,

GJ,G = (7.3)

w=0
Hence, to obtain the local laws on G(6;)J,G(6;), it suffices to study the local law R(w)
for the spectral parameters w around the origin.

In the following proof, we only prove the local law for GJ;G, while the proofs for
GJ,G with o = 2, 3, 4 are similar. For this purpose, it suffices to use spectral parameters
w with wy = w3 = wy = 0. With a slight abuse of notation, we shall prove a local law for
the resolvent

-1

21, 0 0 0

0 21 0 0
R(z,z’) = |H(X,Y,0,) — 0 Oq A1, 0 , 2,7 € C,. (7.4)

0 0 0 21,
Similar to (4.5), we introduce the averaged partial traces
1
Wa(z,2) = - Z Raalz2,2), a=1,2,3,4. (7.5)
acZly
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Since H is symmetric and has real eigenvalues, we immediately obtain the following

deterministic bound o

min(Im z, Im 2’)

R (2, 2")|| < (7.6)

Most of the time we will choose 2z’ = 0. But, to avoid the singular behaviours of R on
exceptional low-probability events, we sometimes will choose, say 2/ = in=?, so that
|R(z,2")|| = O(n*) by (7.6) and hence Lemma 4.2 (iii) can be applied.

We now describe the deterministic limit of R(z,0). We first define the deterministic
limit (wae(2))2_; of (wa(2,0))%_,, as the unique solution to the following system of
self-consistent equations

1 1-6 c
= = TR — W3¢y W3c = (0l - 1) ha ( l)a&‘ 1>
wic 1+ (1 — 6)wie][1 + (1 — 6))wae] — 6; o
C2 1+ (1-6)wie '
= —W4e, W4e = (91 - 1) 1>
Wae [1 + (1 — Hl)wlc] [1 + (1 — 0[)6020] - 0[
such that Imw,.(z) > 0 whenever z € C,. Moreover, we define the function
6, —1)6, "/
g(z): = G 10, - (7.8)
[1+ (1= O)wic(2)][1 + (1 = O)wae(2)] — 6
Then, the matrix limit of R(z,0) is defined by
(cllwlc(z)Ip 0 0
0 5 twae(2)1,
I'(z) := 2 ¢ a (7.9)
(2) 0 <w30(z)[n g1(2) I, )
91(2 In w4c(Z)In

The following lemma gives the existence and uniqueness of the solution (wa.(2))%_,. We
postpone its proof to Appendix B.

Lemma 7.2. There exist constants ¢y, Cy > 0 depending only on ¢y, cs and é; in (2.19)
such that the following statements hold. If |z| < ¢o, then there exists a unique solution
to (7.7) under the condition

m%( |wae(2) — Mac(0r)] < co. (7.10)
Moreover, the solution satisfies
m4§¥ Wae(2) — Mae(@)] < Colz]. (7.11)

We also have the following stability estimate regarding the system of equations
in (7.7), whose proof is postponed to Appendix B.

Lemma 7.3. There exist constants cy, Cy > 0 depending only on c1,cy and §; such that
the self-consistent equations in (7.7) are stable in the following sense. Suppose |z| < ¢
andwq : C4 — C4, a = 1,2,3,4, are analytic functions of z such that

miai<|wa(z) — Mac(01)]| < co. (7.12)

Suppose they satisfy the system of equations

c1 14+ (1—6))ws
— +z+wz3=&, w3+ (1—-80 =&,
wi 3=, wst( l)[l—i—(l—Hl)wl][l—i—(l—Hl)wg] —g (7.13)
C 1+ (1—6)w '
— 4ws =&, wi+(1-6 =&y,
oy Twa =88 Wit l)[1+(1 —O)wr][1+ (1— O] — 6,7
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for some errors bounded as max?_, |€,| < 6(z), where §(z) is a deterministic function of
z satisfying that §(z) < (logn)~!. Then, we have

m‘éi( |wa (2) — Wae(2)| < Cod(2). (7.14)

The following theorem gives the anisotropic local law for R(z, 0).

Theorem 7.4. Suppose Assumption 2.1 holds. Then, for any deterministic unit vectors
u,v € C7, the following anisotropic local law holds uniformly in z € D := {z € C : |z| <

(logn)~"}:
[(w, R(z,0)v) — (u,T(2)v)| < n~/2, (7.15)

where I'(z) is defined in (7.9).

The proof of this theorem will be given in Section 7.2 below. Now, we use it to
complete the proof of (6.30) when a = 1.

Proof of (6.30) for GJ;G. Using (7.3) and Cauchy’s integral formula, we get that

(u,G(6,)J.G(6;) v) = L j(li de -1 de + 04 (n~Y?)

-~ 2mi w? -~ 2m Je w
= (u,T’(0) v) + O (n~%/?), (7.16)
where C is the contour {w € C : |w| = (logn)~!'} and we used (7.15) in the second

step. It remains to calculate IV(0), which is reduced to calculating the derivatives
Meac(0)) = wl (2 =0), a=1,2,3,4.
Using equation (7.7) and implicit differentiation, we obtain that

1. _ . ;" . . 1. _
er e = mac + thue + [1+(1 - Oymad2 2o e = m3 (e e —m3?)
c
071
C§1m2c = m?c + L mlca m4c = 051m2cm421 .
14 (1—6;)m1]? ¢

Solving the above equations and using that (recall equation (4.13))

o, " _R? o, " _

L+ @ —O)ma]? — m3," [T+ (1= 0)mi]>  mi,

)

we get that ¢ e = 75, a = 1,2, and 1. = 75, a = 3,4, for 75" defined in (6.29).

Moreover, we can check that ¢} (0) = hi(z). Hence, we get I'(0) = ') (¢;), which,
together with (7.16), concludes (6.30). O

The proof of Theorem 6.4 for GJ,G with a = 2, 3,4 is exactly the same, except that we
need to use the following local law in Theorem 7.5. Recall the resolvent R (w1, ws, w3, wy)
defined in (7.2). We define (w..(w))%_,, as the unique solution to the following system
of self-consistent equations

(&1 C2
= W1 — W3¢y, = TW2 — Wyc,
Wie Wae
1+ (1 —6;)(wae +wy)
wze = (0 — 1) -1 (7.17)
(14 (1= 6)(wie +ws)][1+ (1= 0p)(wae + wa)] — 6
1 1-0 c
wye = (0p — 1) it e+ ws) —,
[]. + (1 — 91)(wlc + wg)][l + (1 — 01)((4)25 + U)4)] — 91
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such that Imw,.(w) > 0 whenever w € C4. Define the matrix limit of R(w) as

<cl_1wlc(w)lp 0 > 0
0 5 twae(w)1,
I(w) := 2 et ~ 7.1
) . (twltn 5t ) 719
g(wW)I,  wac(W)I,
where g(w) is defined by
 \p—1/2
g(w) : = O~ 1)6 (7.19)

[1 +(1- 91)(0-11(; + wg)][l + (1 —6))(wae + w4)} — 6‘;1 .

Then, we have the following local law for R(w).

Theorem 7.5. Suppose Assumption 2.1 holds. Fix any o = 1,2,3,4. For any deter-
ministic unit vectors u,v € CZ, the following anisotropic local law holds uniformly in
Wy € {wy € Cy : lwa| < (logn)~1} ifwg =0 for B # a:

[(u, R(w)v) — (u,D(w)v)| < n~1/2. (7.20)
This theorem can be proved in exactly the same way as Theorem 7.4. Moreover, with

Theorem 7.5, the proof of Theorem 6.4 for GJ,G, a = 2, 3,4, is also the same as the
«a = 1 case. So we omit the details for both proofs.

7.2 Proof of Theorem 7.4

In this section, we prove Theorem 7.4. We first prove the following a priori estimates
on R(z,0). In the following proof, we will abbreviate R(z) = R(z,0).

Lemma 7.6. There exists a constant C' > 0 such that the following estimates hold with
high probability:

sup |[R(2)]| < C, (7.21)
zeD
sup [|R(z) — G(6))|| < C|z|. (7.22)

zeD

Proof. We denote the (Z; UZs) x (Z; UZs) block of R by R, the (Z; UZs) x (Z3 UZy4) block
by Rpr, the (Zs UZy) x (Z; UZy) block by Rpy, and the (Zs UZy) X (Z3 UZy) block by Rg.
Using the Schur complement formula, we obtain that

_p—1/2 -1
Ri = _1/2ﬁ%¢ b RSeS| (7.23)
=0, 7S, SyaRa Ra
where
- -1 “1a— “1a— -
R1 = (SaySyy Sya = 01Sex — 2) , Ro=—0"S,1 +6,"5,15,:R15:45,,"
The other three blocks are given by
Rp = olln oll/QIn
o2, o,
(7.24)

(ol
6,1,
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and

x o\ /[ e 671
Rir=-R no )
LR L (0 Y) (9}/ I, 01,

o1, 6% (XT 0 )
RRrL = — " L =n RrL.
RL (911/2171 Hlln 0 YT g
One can compare the above expressions with (6.52)-(6.54). With the estimates (6.48)
and (6.49), we see that it suffices to prove the following estimates for R;:

(7.25)

sup |[R1(2)|| £1 with high probability, (7.26)
zeD

sup ||R1(2) — Ga11)(61)|| < |2| with high probability, (7.27)
zeD

where Q(n) is the 77 x Z; block of GG (as defined in Section 4.3). With # in (6.46), we can
write R, as )
Ri= S 2 (HH" — 0, —25.)) S;.0/2%
By (4.4), we have that with high probability, §; — HH " is positive definite and its smallest
eigenvalue satisfies
M0 —HHT) = (0 — Ny)/2 2 1.
Combining this estimate with (6.48), we obtain that with high probability,

1 <1
+—0O((logn)~1)
This concludes (7.26). With (7.26), we can easily conclude (7.27):

sup ||[R1(2)] <
sup [Rs (2] 55—

[(u, Ri(2) v) = (w0, G (1) v)| = [(u, [Ri(2) — R1(0)] v)| = |2] [(u, R1(2)R1(0) v)| S |2],
with high probability. O
Combining (7.22) with the local law (4.19), we immediately obtain the rough bound

max max |Rab(2) — Iap(6;)] < C(logn)~'  with high probability. (7.28)
zeD a,be

Then, we record some useful resolvent identities in Lemma 7.7 and Lemma 7.8, which
can be proved easily using the Schur complement formula. For simplicity, we abbreviate

X 0
W (0 Y) . (7.29)

Lemma 7.7. We have the following resolvent identities.

(i) Fori € 7; U1y, we have that

1
Ris

K22

— —2licr, — (WR@WT) . (7.30)
(ii) Fori €1, UZ, and a € T\ {i}, we have that

Ria = —Rai (WR(“) . (7.31)

a

(iii) Fora € Z and b,c € 7\ {a}, we have that

RhaRac

_ p(a)
Rhc = Rbi + Raa

(7.32)
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(iv) All of the above identities hold for R(T) instead of R for any index set T C Z.

For u,v € Z3, we define the 2 x 2 blocks
_( Rw Ruw
R[/Ll/] = < wa R;w > s (7.33)

where we denote g := p +n and v := v + n. We call R,,] a diagonal block if 4 = v, and
an off-diagonal block otherwise. For i € 74, j € Z, and u € 73, we define the vectors

Ryui
Rify = (RipRig) Riyi = ( ’R;, ) . (7.34)

For 1 € T3, we denote HM := H#E) and R := R in the sense of Definition 5.2.
Then, we record the following resolvent identities, which again can be obtained directly
from the Schur complement formula.

Lemma 7.8. We have the following resolvent identities.
(i) For € I3, we have that

1 1 e (XTRIMX) (XTRMY)
-1 _ l _ pp b
R[M,u,] - 0[ —1 <—9l1/2 1 |: n _ T . (735)

(ii) Fori € 7; UZy and i € I3, we have that

Riu = Ry, = [(RMWX) 5, (RUY)iz] Rip)- (7.36)

()i =

(iii) For u # v € I3, we have that

R p (XTR["])W (XTR u])
(wv] = [1n] (YTR[H])HV (yTR[u]) (7.37)
_ (R[V]X);w (RMY)MU R .
T RMX)p, (RIY )] T
(iv) For i € 75 and a1, a2, b1,b2 € 7\ {p, i}, we have that
(Rﬂl[’l R01b2> _ (R%ﬁih R%ﬁ}’z)
Razbl Ra2b2 Ral;bl Raébz (738)

+ (Raw Raw) R <Rub1 Ru%) )
Ra’z# Razﬁ [rep] Rﬁbl Rﬁbz
Using the above tools, we now prove the following entrywise version of Theorem 7.4.

Proposition 7.9 (Entrywise local law). If Assumption 2.1 holds, then we have that

max |Rap(2,0) — Tan(2)| < n~Y/2  uniformly in z € D. (7.39)
a

For the proof of Proposition 7.9, we introduce the following Z variables
-1
Z,o:=(1- Ea)(Raa) ,

where E,[-] := E[- | H(¥), i.e., it is the partial expectation over the a-th row and column
of H. By (7.30), we have that fori € Z,, a = 1,2,

A
Z Rgg <n5,ul/ - WiuWiu) . (740)

V€Lt

2 = (B — 1) (WR@WT)

i
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We also introduce the matrix-valued Z variables

-1
Zyy = (1-Eyp) (Rpaw) (7.41)

where E(,[] := E[- | HI], i.e., it is the partial expectation over the y-th and i-th rows
and columns of H. By (7.35), we have that

(]
g% Rij XonYim . (7.42)

Zi) = E,Jezl R[ (n™1di; — X 1Xijp) ZiEIl
& 10~ YirYi)

(1]
ZZEI1 LJELs R i XZ#Y?ﬁ Zz ,JEL2 R
We also define the random error to control the off-diagonal entries,

AO L= Ri‘ R v R
e Ryl + max [Ryull+  max Ry pl]- (7.43)

Now, we claim the following large deviation estimate for the Z variables and off-diagonal
entries.

Claim 7.10. Under the setting of Theorem 7.4, we have that
Ao+ 1Zi| + 12l < 012 (7.44)

Proof. Fori € Z,, a =1,2, applying Lemma 5.3 to Z; in (7.40), we get that

SRE YL REE PN LTy

N7V€Iu+2 MEIQ«F?

—1/2
)

1/2
} <n

e

where in the last step we applied (7.21) to R to get (R (R))*),,, = O(1) with high
probability (note R(» satisfies the same assumption as R). Similarly, applying Lemma 5.3
to Z[u] in (7.42), we obtain that

120l < %( IZI [RE) ) [ IZZ (R“] (RIM) )] V2 e, (7.45)
1,J €L ULy 1€Z1UZs

The proof of the off-diagonal estimate is similar. For ¢ # j € Z; U Z,, using (7.31),
Lemma 5.3 and (7.21), we obtain that

1/2
Ryl < —=( X [ROP) <n
f HEL3ULy
For p # v € 73, using (7.37), Lemma 5.3 and (7.21), we obtain that
1 L n—1/2
|\R[m||<g( > \R“]!) ( > |RE !) 2.
1€L1 ULy 1€T1UZy
Finally, for ¢ € 7; UZ, and p € 73, using (7.36), Lemma 5.3 and (7.21), we obtain that
R 1 R 71/2
[Rogall < (3 [REP) <n2
JEL1UZy

Combining the above estimates, we conclude (7.44). O

A key component of the proof for Proposition 7.9 is to show that w,, o = 1,2,3,4,
satisfy the self-consistent equations in (7.13) up to some small errors |&,| < n=1/2,
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Lemma 7.11. Fix any constant € > 0. The following estimates hold uniformly in z € D:

a +z4+ws| < Tfl/za 3 + w4‘ < n71/27 (7.46)
w1 w2
14+ (1—6))ws ~1/2
ws + (1 -6 —| =< n 2 (7.47)
3+ ( )[1+(1—ol)wl}[1+(1—el)w2} — 0"
14+ (1—6)wn ~1/2
wi+(1—6 — | <n /2 (7.48)
1+ )[1—|—(1—Hl)wl][1+(1—91)w2] -0, !

Proof. Similar to (7.5), for ¢ € 7, UZ, and p € Z3, we denote
W) =1 ST RG, W= 1 STRUL a=1234
e} n aas a n aas 9~y
ac€l, €Ly
Using (7.30) and (7.40), we get that for i € 7; and j € Zo,

1
Rii

= —zZ — w3+ &;, o T TWwa + €5, (7.49)

bﬁ'ﬁ
3

where

(@)

g =Zitws—wg’', &5:=2Z2Z;+wy — W,

On the other hand, using (7.35) and (7.41), we get that for u € 73,

1 10— w0
-1 I _ 1
R[uu] = T ] (_9;1/2 1 ( 0w > + €us (7.50)

where

(1]
Wi — Wy 0
e, i=2Z,+ .
Iz iz < 0 ) gt} )

Now, using (7.32) and (7.44), we get that

% 1 RLiRiJ. _
w3—w§)=527’ ”/ =0<(n™),
1ETs %

where in the second step we also used |R;;| = 1 by (7.28) and (7.1). We have similar

estimates for wy — wij), Wy — w%"] and wy — wg“}. Together with (7.44), these estimates
give that
max |g;| + max|le, || < n"Y/2 (7.51)
1€Z1 ULy neLs

Using the first equation in (7.49) and (7.51), we obtain that

1 C1

1 1
=—) Rii=— = O (n~1/?
wi= ) nz_z_w3+€i — o o<, (7.52)
i€ZLy i€l

where in the second step we used |z + ws| = 1 with high probability by (7.28). This gives
the first equation in (7.46). Similarly, using the second equation in (7.49), we can obtain
the second equation in (7.46). With (7.28) and (7.1), we can check that

—1
1 1 —, /2 wi 0 o N
0 —1 - <1 th high bability. (7.53
[9; -1 (91—1/2 1 0w S1owr igh probability. ( )
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Taking the matrix inverse of (7.50) and using (7.51) and (7.53), we obtain that for u € 73,

—_— 6, — 1 14 (1= 6))ws o,/
bl = 1 (1= 0)wn|[1+ (1 — O))ws] — 0, 0,1/ 1+ (1—0)wi) (7.54)
+ 04 (n~Y?),

After taking the average n~! >z, over the (1,1)-th and (2,2)-th entries of equa-
tion (7.54), we obtain the equations (7.47) and (7.48). O

Combining Lemma 7.11 with Lemma 7.3, we conclude the proof of Proposition 7.9.

Proof of Proposition 7.9. We apply Lemma 7.3, where (7.12) is implied by (7.28), and
the equations in (7.13) follow from Lemma 7.11. Then, (7.14) implies that

m4§¥ wa (2) — Wae(z)| < n~ 12, (7.55)
Plugging (7.55) into (7.49) and (7.54), we then get the diagonal estimate
W3e 01 -1/2
R — <n .
= (2220

Combining it with the off-diagonal estimate in (7.44), we conclude (7.39). O

-1 —1
max‘Rii—c wlc‘—l—max‘?%'—c wzc’—i—max
€Ty ! jez, | 2 Wels

Finally, we can complete the proof of Theorem 7.4 based on Proposition 7.9.

Proof of Theorem 7.4. With the entrywise local law, Proposition 7.9, the proof of (7.15)
uses a polynomialization method developed in [8]. In fact, the argument is exactly the
same as the one in Section 7 of [43]. Hence, we omit the details. However, we make one
remark that in the proof, we need to bound the high moments

E|(u,R(z,0)v) — (u, F(z)v>\2a

for fixed large a € IN. So for regularity reasons, we shall use the resolvent R(z +in~*, z’)
with 2/ = in~* in order to make use of the deterministic bound (7.6) on exceptional
low-probability events, which justifies the applicability of Lemma 4.2 (iii). The structure
of the proof is as follows. First, the argument in the proof of Claim 6.2 allows us to extend
the entrywise local law (7.39) to R(z + in=4, 2 ). Then, we can prove the anisotropic local
law (7.15) for R(z +in~%, 2’) using the argument in Section 7 of [43]. After that, applying
the argument in the proof of Claim 6.2 again allows us to extend the anisotropic local
law to R(z,0). O

8 Proof of Theorem 2.3

With Proposition 5.1 and Proposition 4.11, we see that (2.23) holds in the almost
Gaussian case. Hence, to conclude Theorem 2.3, it suffices to show that the general case
is sufficiently close to the almost Gaussian case regarding the outliers. In particular,
by (4.37), (4.38) and (5.6), we only need to show that the asymptotic distribution of
M(6,) in (5.7) for general X and Y is the same as that of M9(6;) defined for almost
Gaussian X = X9 and Y = Y9. Corresponding to (5.1) and (5.2), we define the index set
(“s” stands for “small”)

Zs:= {k € 7; : max |uf(k)| < n_TO} U {k € T, : max |ul(k)| < n_TO}.

T T
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Corresponding to (3.2) and (3.3), we define a new self-adjoint block matrix HY and its
resolvent as

0 X9 0
H9(2) 0 Y9
z) =
X9t o 21, 2?1,
0 (Yo)© 21, 2,
where X9 and Y9 are defined through

o [ X Wi¢T L, [Yi ifig¢T. ©.1)
e, dtiez,” M o, ifieT,

1|, @(z) = [HY() Y,

Here, ggi) and gi(i) are i.i.d. Gaussian random variables independent of (X,Y’) and with

mean zero and variance n~!. Note that X¢ and Y9 satisfy the setting of Proposition 5.1.
Define the set of pairs of indices

Ts = {(Z,/L) 1 €1q ﬁIS,M€I3}U{(i,u) 11 €1y ﬂIS,/LEI4}.
We choose a bijective ordering map ® on J;:
(I):js*){]-a"'vﬁ)/max}v Ymax = |js| = |Is|n

Similar to (7.29), we introduce simplified notations

X 0 X9 0
W.:(O Y), Wg.:<0 Yg>. (8.2)

For any 1 < v < Ymax, We define the (Z; UZ) x (Z3 UZ4) matrix W} such that

. , and W' =w,, =W for (i,n) ¢ Js.
" W2 i ®(i,pu) >y " . " () ¢

1

W{'y} _ {Wiu7 lf@(Z,‘u) g v

Correspondingly, we define

0 wi}
1 _
H (z) = wint | 22T, , G = [HD ()
2127, z1,

Under the above definition, we have G1% = G9 and G{*mx} = G. For ®(i, u) = 7, we can

write that
HO =0} 4 WZ.HE{V}’ H-1 = bt 4 WZ%E{W}v (8.3)

where E{7} is a matrix defined by
BN = L n=(in) + Lap)=(ui)> (8.4)

and Q17! is a random matrix with zero (i, zz)-th and (y, i)-th entries. In particular, Q{"} is
independent of W;, and Wf;. For simplicity of notations, for any v we denote that

T} .= G{”’}, S .— G{V’l}, R = (Q{v})*l. (8.5)

Then, given any function f, we can write that

Ymax

Ef(G)-Ef(G%) =Y [Ef (TW) _Ef (S{W})} . (8.6)

=1
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We will estimate each term in the sum using resolvent expansions. More precisely,
by (8.3) we have that

T} = (Q{"/} + WWE{’Y}) -1 _ (1 n WZ_#R{’Y}E{"/}) -1 R},

For any fixed k € IN, we can expand 717} till order k as

k s k+1
T} = 3 (< W) (R{V}E{w}) ROV 4 (=W, )k (R{v}E{v}) T} (8.7)
s=0

We can also expand R1} in terms of 717} as

RV = (1 — WiMT{’Y}E{’Y})_l 7}

b s k1 (8.8)
— S (T pRY T ! T s Y T
ZOWw({}{}> {}+WZL“({} {}) R

We can get similar expansions for S{7* and R{"} by replacing (717}, W;,,) with (ST}, W)
We will combine these resolvent expansions with the Taylor expansion of f to estimate
the right-hand side of (8.6).

In the following proof, we use the regularized resolvent G (z) in Definition 6.1 with
z =0, +in~*. We can also define @9(2) and CA}'{V}(z) in a similar way. By (6.5), 57}, 7{7}
and R} satisfy the deterministic bound

maxmax { S0} (=), ITOV ), | ROY ()]} < n. (8.9)
:

Again, because of this bound, Lemma 4.2 (iii) can be used tacitly, and we will not
emphasize this fact again in the following proof. Using the expansion (8.8) for a suffi-
ciently large & (for example, k = 100 will be enough), |W;,| < n~'/2, the anisotropic local
law (4.19) for TA“{“Y}, and the bound (8.9) for E{V}, we can obtain that for any deterministic
unit vectors u, v € CZ,

miju, [ITZ{”}(z) - H(z)} V>‘ <n~12 (8.10)

Moreover, using the same argument as in the proof of Claim 6.2, we can easily show that
M(6;) has the same asymptotic distribution as M (%), (8.11)

where M (2) is defined as (recall the notations in (5.7))

U, O 0 0
N - 0 U, 0 0
M(Z) — \/E%T [G(z) _ H(Z)} U, z=0 +in*4’ Y = 0 Ob ZT 0
0o o0 o ZT

(8.12)

By replacing G with G or G}, we can also define M9 or M7}, Then, we will use the
following comparison lemma to complete the proof of Theorem 2.3.

Lemma 8.1. Fix any v = ®(i, 1) with (i, ) € Js. We abbreviate
MQ} =% |ROYz) -G | %, 2=6+in""

The matrices M5 and M$ are defined similarly by replacing RV} with 507} and T},
respectively. Let f € CZ(C**%") be a function with bounded partial derivatives up to
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third order, and a = a,, be an arbitrary deterministic sequence of 4r x 4r symmetric
matrices. Then, we have that

Ef (M{T”} + a> =Ef (M}g} + a) Z Q{W}Ei (Mh} + a) (8.13)

+ DQZ-Y =+ O_<(TL7T0(€»Y),

Bf (ME? +a) =Bf (MJ! +a) + 7, + 0078, (8.14)

where <7, satisfies @/, < n~"°, and we denote

Q{v} B Y (nPPEXS)) - (U + UikZw) . If p € T
—n~t (032EYY) - (% + U W), if peIy’

and
4r 2

= Z Z n72+01/2+02/2|%k|01|%tl‘a2. (8.15)

k‘,l:l 0'1,0'2:0

Proof. The proof of this lemma is almost the same as the one for Lemma 7.13 of [29],
where the main inputs are the local laws (4.19) and (8.10), the simple identity (8.6), and
the resolvent expansions (8.7) and (8.8). The cosmetic modifications are mainly due to
the fact that our local law takes a different form than the one in Theorem 2.2 of [29]. So
we ignore the details. O

Combining Proposition 4.11, Proposition 5.1 and Lemma 8.1, we can conclude the
proof of Theorem 2.3.

Proof of Theorem 2.3. We fix any function f € C°(C**4") and Z satisfying (5.4) and
(5.5). Using (8.13) and (8.14), we get that

4r
Exyf (/\/IT7 +a) =Exyf (/\/ls7 'HL) +k§l_:1 Q! EX»Yaxkl (/\AR7 +a> (8.16)

+04(nE,),

where Ex y means the partial expectation with respect to X, Y, X9 and Y7 (for simplicity,
we did not add X? and Y7 to the subscript). Since |%x| < n~1/2+¢ for uw € I3 UZy and
|%;| < n~™ for i € I, it is easy to check that

1@ e S minfn™ /2, £ .}, for 1< 7 < Yo

where Q1) is the 4r x 4r matrix with entries Q{V} Thus, for any fixed 1 < k,1 < 4r and
1 < 7 € Ymax, applying (8.13) with f replaced by 0,,, f, we get that

Of () _ Of [\ n .
Ex Ya (M +a )7EX,Y%(MT +a)+0_<(n ).
Plugging it into (8.16), we get that
EX,Yf (ng} + CL) = EX,Yf (M;:Y} + CL) Z Ql{c EXY f (M{’Y} + a)
+ O<(n_7057).
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On the other hand, we have the Taylor expansion

B (M50 000) =B (7 4~ 32 0P 2 ()

+ O.< (n_TOg,Y).

Comparing the above two equations, we get that

Exyf (/\/l&{ﬂ} +a— Q{’Y}) =Exyf (Mk{gv} + a) +04(n"™E,). (8.17)
We iterate (8.17) starting at v = 1 and a = 0 and obtain that
= 0
Exyf (M?f“‘“) -3 Q{”> =Exyf (M(T)) +0<(n™), (8.18)
~y=1

where we also used the bound } &, = O(1), which can be verified directly using the
definition (8.15). Now, using (5.35), we can bound that

Ymax

Z ot < p-1/2,

=1

Plugging it into (8.18), we obtain that
Ef (M7m) = Bf (MP) +0(n).

This shows that M (z) has the same asymptotic distribution as M\g(z) in the almost
Gaussian case. Combining this fact with (8.11), Proposition 4.11 and Proposition 5.1, we
conclude (2.23) when f is smooth. Extension to any bounded continuous f follows from
a standard argument. O

9 Proof of Theorem 2.4

In this section, we present the proof of Theorem 2.4 based on a comparison with
Theorem 2.3. We first truncate the entries of X, Y and Z using the moment condi-
tion (2.31). Choose a constant cs > 0 small enough such that (n!/47¢)8+c0 > p2+20 and
(nt/4=ce)4+co > plteo for a constant ¢y > 0. Then, we introduce the following truncation
on the entries of X, Y and Z:

r_
Xij = 1‘Xij‘<n71/4ic¢

X, Y;

/
17 Zz

j = 1|Zij|<n—1/4—c¢

Z,

ij-

r_
Yij = 1‘}/7:j|<n71/476¢

In other words, we restrict ourselves to the following event:
Q= {ma,XlXij| < ¢, max |Yi;| < ¢, max [Z;5] < %}, with ¢, := n~ /4%
m I i

Combining the condition (2.31) with Markov’s inequality and using a simple union bound,
we get that
P(X'# XY £Y,Z' #7Z)=0(n"%). (9.1)

Using (2.31) and integration by parts, it is easy to verify that
—2—¢ 2 —2—¢
E|Xij|1x,59, = O(n7%),  E|Xy[" Ljx, 159, = O(n727%),
which implies

[EX[;| =0(mn~>%), E[X/[*>=n""+0(n">""). (9.2)
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Moreover, we trivially have that
E|Xj;|* <E[X;[* = O(n™?).
Similar estimates also hold for the entries of Y and Z. Now, we introduce the matrices
X' -EX' o Y -EY' A VA
~ Var(X}))’ ~ Var(Y{,)’ ~ Var(Z},)’
Note that by (9.2), we have the estimates

|EX'|| =O(n~ "), Var(X{;)=n""'[1+0(n"""%)], (9.3)

and similar estimates also hold for | EY’||, Var(Y7{,), ||IEZ’|| and Var(Z},). Now, we define
SCC matrices Coxy and Cyy by replacing (X,Y, Z) with ()0(730/, Z) in (2.10) and (2.11).
With the estimate (9.3), we can readily bound the differences between the eigenvalues
of COXy and those of Cyy using Weyl’s inequality.

Lemma 9.1. Under the above setting, we have that
P (HCXy - CDXJ;H =0 (nil*gf’)) =1-0 (niEO) .

Proof. This lemma is an easy consequence of (9.3) and the singular value bounds in (6.48)
and (6.49) (which hold by Theorem 9.3 (iv) below). Moreover, the probability bound is
due to (9.1). O

By the above lemma, it suffices to prove that Theorem 2.4 holds under the following
assumptions on (XY, Z), which correspond to the above setting for (X,Y, Z).

Assumption 9.2. Assume that X = (X;;), Y = (Y;;) and Z = (Z,;) are independent
p X n, qgxnandr x n matrices, whose entries are real i.i.d. random variables satisfy-
ing (2.1), (2.2), the bounded fourth moment condition

max {E| X [*, E[Y1 Y, E[Z1[*} Sn72, (9.4)

and the following bounded support condition with ¢,, = n~ /4%

o X, s V5 e 2 < . ©.5)

Moreover, we assume that Assumption 2.1 (iii)—(iv) hold.

The local laws in Section 4.2 can be extended to the above setting. More precisely,
we have proved the following theorem in [34, 43].

Theorem 9.3. Suppose Assumption 9.2 holds.

(i) (Outliers: Theorem 2.9 of [34]) Ift; > t, +n~ /3 + ¢,,, then we have that
X — 0] < 02t — |+ dplts — tol. (9.6)
On the other hand, for any i = O(1) with t; < t. + n~1/3 4+ ¢,,, we have that
X — Ap| <n~23 4 42 (9.7)

(ii) (Anisotropic local law: Theorem 3.9 of [34]) For any fixed € > 0 and deterministic
unit vectors u, v € CZ, the following estimate holds for all z € S, (¢):

[(u, G(2)v) — (u, TL(2)V)| < ¢ +n "2 (s +n)"V/4, (9.8)
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(iii) (Eigenvalue rigidity: Theorem 2.5 of [43]) The eigenvalue rigidity estimate (4.4)
holds.

(iv) (Singular value bounds: Lemma 3.3 of [43]) For any constant € > 0, the bounds
(6.48) and (6.49) hold with high probability.

For the above results to hold, it is not necessary to assume that the entries of X, Y
and Z are identically distributed, that is, only independence and moment conditions are
needed.

Moreover, Lemma 5.3 can also be extended.

Lemma 9.4 (Lemma 3.8 of [17]). Let (z;), (y;) be independent families of centered
independent random variables, and (A;), (B;;) be families of deterministic complex
numbers. Suppose the entries x;, y; have variances at most n~! and satisfy the bounded
support condition (9.5). Then, the following large deviation bounds hold:

> i
sz ’L]y]’ <¢ Bd+¢n6 + = (Z|61]|2)

1#]
ZB'H|‘T7| Z(E|xl‘ ) i

< ¢ana
leB”x]‘ < ¢nBo + — (Z‘BM )
i#j

< g max | A + —= (Z|A| )

where Bd (= max; |B”| and BO = IMax;£j |B”|
Following the arguments in Section 4.3 and using Theorem 9.3, we can obtain a
similar equation as (4.33):

det [fo(N)I, — diag(ty, - ,t,) + OTE(NO + O (n~ ' +¢2)] = 0. (9.9)

Then, using (9.9) and (9.6), as in Proposition 4.11, we can get that

](Xm) _ 01) _y {a(tl) [diag(ts, - t,) —t — OT £:(6)0] wz)ﬂ} <n-12¢ (9.10)

for a constant ¢ > 0 depending on ¢, only. Again, the proof is the same as the one for
Proposition 4.5 in [30], so we omit the details. We also remark that this proof is the only
place where we need to use the well-separation condition (2.32).

With (9.9), the problem is once again reduced to showing the CLT of M (6;) in (4.42).
Using Lemma 9.4, we can obtain a similar estimate as in (4.26):

1227 - I|| < ¢n. (9.11)
Thus, similar to (5.4), we can introduce an n x r partial orthogonal matrix 7 such that
22" =1., |Z—=2Z|p < én. (9.12)
With (9.12) and (9.8), we can check that
[M(6r) = Mo(80)l| < v/neh < n™?,

where the matrix M is defined in (5.7). Thus, to prove Theorem 2.4, it suffices to
prove the CLT for M(6;). As in Section 8, to avoid singular behaviors of the resolvent
on exceptional low-probability events, we will use the regularized resolvent G(z) in
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Definition 6.1 with z = 6; + in~* throughout the rest of the proof. However, for simplicity
of notations, we still use the notation G(z) to denote the regularized resolvents in the
following proof, while keeping in mind that the bound (6.5) holds for all resolvent entries
appearing below with n = n~%, and hence Lemma 4.2 (iii) can be applied without worry.
Finally, we remark that the rest of the proof will be conditional on Z and Z, ie., they are
regarded as deterministic matrices unless specified otherwise.

Given any random matrices X and Y satisfying Assumption 9.2, we can construct
matrices X and Y, whose entries have the first four moments matching those of the
entries of X and Y, but with a smaller support n~'/2.

Lemma 9.5 (Lemma 5.1 of [32]). Suppose X, Y and Z satisfy Assumption 9.2. Then,
there exist independent random matrices X = (X,;), Y = (Y;;) and Z = (Z;;) satisfying

Assumption 9.2, such that the condition (9.5) holds with ¢,, rep]aced by n~1/2. Moreover,
they satisfy the following moment matching conditions:
EX} = EXF EY) = EY} EZ) = EZF, k=1,23,4. (9.13)

177 177 7_]7

Note that X, Y and Z satisfy the setting of Theorem 2.3. By replacing (X,Y’) with
()?,37) in (3.2), (3.3) and (5.7), We can define ﬁ(z), é(z) and M(z). In Section 8, we
have proved the CLT for M(0;). The rest of the proof is devoted to showing that M (6;)
has the same asymptotic distribution as M(6;).

Proposition 9.6. Suppose Assumption 9.2 holds. Let X and Y be two random matrices
constructed as in Lemma 9.5. Then, there exists a constant ¢ > 0 such that for any
function f € C°(C**4"), we have

Ef (M(z)) = Ef(M(2)) + O(n™®), for z=6,+in"*

To prove this proposition, we will use the continuous comparison method introduced
in [31]. We first introduce the following interpolation between (X,Y) and (X,Y).

Definition 9.7 (Interpolating matrices). Introduce the notations X° := X and X' := X.
Let p9, and pj, be the laws of X, and X;,, respectively. For € [0,1], we define the
interpolated law

p'?,u = (1 - o)p'?u + 0p11u

Let {X%:0 € (0,1)} be a collection of random matrices such that for any fixed 6 € (0,1),
(X°, X% X1) is a triple of independent T, x T random matrices, and the matrix X% = (X[,

has law
IT 1T A% (ax2,) (9.14)
1€Zq nels

Note that we do not require X% to be independent of X% for, # 6, € (0,1). For A\ € R,
1 € 11 and p € I3, we define the matrix X( through

i)

. 9.15
(i) N, if(G,v) = (i, ) ©-19)

(x02) - {Xf’w if (j,v) # (i 1)
In a similar way, we can define a collection of random matrices {Y? : 6 € [0,1]} for

9 € [0,1] with Y° := Y and Y! := Y. We require that for any fixed 6 € (0,1), Y’ is
o,
)

independent of (X°, X% X1, Y Y1). For A\ € R, i € 7, and p € Z,, we define Y in the
same way as (9.15). We also introduce the resolvents
G (x% yo, ) ifieT,uels
GG(Z) ::(;1()(97}/072)7 G?Z)\)( ): (i) o .
" G (X0,¥0),» ) ificTyuel,
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Using (9.14) and fundamental calculus, it is easy to derive the following basic inter-
polation formula.

Lemma 9.8. For any differentiable function F : C*1*%s x ¢*2*1+ — C, we have that

%EF(X" Yh= Y {EF (X( " Y") EF (X( e Y")}

1€Ty,u€Ls

1 0
+ > {]EF <X9,Y(fif“> —EF <X9Y(9:;ﬂ ,

1€Lo,WEL,

(9.16)

provided all the expectations exist.

We shall apply Lemma 9.8 to F(X? Y?) = f(M (X% Y?",z)) for the function f in
Proposition 9.6, where M (X%, Y?,z) is defined by replacing G(z) = G(X,Y, z) with
G%(z) = G(X?,Y", 2). The main work is to show the following estimate for the right-hand
side of (9.16).

Lemma 9.9. Under the assumptions of Proposition 9.6, there exists a constant ¢ > 0
such that

= 5 o)) o o () o,

i€Zy nels

= 5 oo () o)) o o

1€Ly p€ly
forall 6 € [0,1].

Combining Lemma 9.8 and Lemma 9.9, we conclude Proposition 9.6. The proof of
Lemma 9.9 is based on an expansion approach. As in (8.7) and (8.8), for any 7 € 73,
i€ I3, \, ) € Rand K € N, we have the resolvent expansion

K
k
o,\ 0.\ kO (i} 0
Gliy = Gliy T 2 (A= A6 (E / GW))

P (9.19)

’ . K+1
A= NG (UG )

where E{"#} is the matrix defined by (E1"*}) .4 = 1(4.)=(i,u) + L(ab)=(ui) @S in (8.4). With
this expansion, we can readily obtain the following estimate: if y is a random variable
satisfying |y| < ¢,,, then for any deterministic unit vectors u, v € CZ, we have that

< [Gf;z (2) — H(z)} v> <, for z=6,+int. (9.20)

In fact, to prove this estimate, we will apply the expansion (9.19) for a sufficiently large
K, say K = 100, with M = y and X = Xfu, so that G?;;‘) = GY. Then, to bound the
resulting expansion on the right-hand side of (9.19), we will use y < ¢, | X; M\ on, the
anisotropic local law (9.8) for G?, and the rough bound in (6.5) for Gg’y in the last term.

Proof Lemma 9.9. We only give the proof of (9.17), while (9.18) obviously can be proved
in the same way. For simplicity of notations, we only provide the proof for a simpler
version of (9.17),

= 5 o () o ) coms o

i€ZLy p€ls
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where M is defined as
M(X,Y) :=vn{u, (G(X,Y,z) — (2)) v)
for some deterministic unit vectors u,v € C7 satisfying that

“ggggnlu(u)\ ¢ Herrzlggn\v(u)l ) (9.22)

The proof for (9.17) is the same, except that we need to use multivariable Taylor expan-
sions. Here, the condition (9.22) is due to the corresponding bound on Z,

1Z]lmax < 1Z = Zllmax + | Z]lmax < én

by (9.12) and the bounded support condition in (9.5).

In the following proof, for simplicity of notations, we fix a # € [0,1] and denote
My () == M(X(Gi’l;\)) while ignoring Y? from the argument. Recall that ¢,, = n~ /4",
Using (9.19) with K = 9 and the local law (9.20), we get that for a random variable y
satisfying |y| < ¢,

M(i#)( ) M(Ut) ZTLUQ ;L‘k ) /1,) + Oy ( _2_100“’)7 (9.23)

where

w (i, p) == (u, Galg)( Bl “}G?,?)) v).

By (9.20), we have zx(i,u) < 1 for £ > 1. On the other hand, for & = 1, using (9.20)
and (9.22), we can get a better bound

a1 (i, ) = {u, G" Bt “}Ge V) = (W IEWHTIV) + 04(¢n) < b (9.24)
Combining this bound with |y| < ¢, we immediately obtain from (9.23) the rough bound
M (y) — My (0) < n'/2¢2 < n=2¢. (9.25)

Now, fix an integer K > 1/c¢. Using (9.23) and (9.25), the Taylor expansion of f up
to the K-th order gives that for « € {0,1},

Ef (M (X5,)) — Ef (M, (0))

K k) 9 k
f( M"L (0) o . —2-9%2¢
= ZE% an/Q(_Xi,u)lxl(Zvﬂ) + O< (TL e d))
k=1 =1
K K42k * k) k
oo d ) (M3, (0) ‘ _2_2¢
= Z an/2E(_Xiu) E(k:('/)) HCESL(Z”U) + 0 (n 2-2 ¢) ,
k=1 s=1 s =1
where Y means the sum over s = (s, , s;) € IN* satisfying
k
dlisi=s. (9.26)
=1

Here, for the terms with s > K + 2k, we have nk/QIE(—XfL)S < n™272%, so they are
included into the error. Now, using the moment matching condition (9.13), we get that

K K+2k =x

B (Map(XL)) = B (M (X3))[ < 30 30 3o/ 2057 4E]Hxél i )| + 22,
k=1 s=5 s
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where we used that E|X,[* < ¢35 *E[X{,|* < ¢57*n~2 for s > 5. Thus, to show (9.21),
we only need to prove that for any fixed s > 5 and s € IN* satisfying (9.26),

Z Z nk/2- 2(;55 4E‘Hxs, (4, 1) ’ € (9.27)
i€Z1 pels
for some constant £ > 0. For the proof of (9.27), we will consider three different cases.
Case 1: Suppose s; > 2 foralll =1,--- ,k. Then, we have s > max{2k,5} and

nk/272¢;74 — n72+k/27(574)/4n7(574)6¢ < n*lfcd,. (928)
On the other hand, using (9.19) with K = 0 and (9.20), we get that

[(er, Gy W) < IGTal + [ X0 (Koo Gl [Ghul + [(er, Ghpen)| [GTul)

(9.29)
= ‘Giu| + ¢n ’GHU‘ )
Similarly, we have that
e GED) )] < |G| + 00 |2 930
Inserting (9.29) and (9.30) into the definition of x;(i, 1), we immediately get that
(i )| < |Glal” + G0 + G0 + |60, 7, 1> 1. (9.31)
We claim that for any deterministic unit vector u € CZ,
Yleh <1 Y et <L (9.32)

1€y neLs

We postpone its proof until we complete the proof of Lemma 9.9. Combining (9.28), (9.31)
and (9.32), we can bound that

Z an/z 25 4E’H%l i g ’

i€Zy pels

<D0 Y e (|68 + G (Gl + (G [T) < nee.

i€Ty pels
Case 2: Suppose there are at least two I’s such that s; = 1. Without loss of generality, we

assume that s; = s9 = = s; = 1 for some 2 < j < k. Then, we have s > max{2k — j,5},
which gives that

k
nk/*%f;“E\ [JEZ <w>\ < P2 AT | (6, )P <P (i, )P, (9.33)
=1

where in the second step we used
nk/272¢z+j76 — n72+k/27(s+j76)/4n7(s+j76)c¢ < n71/27c¢.
Applying (9.29) and (9.30) to (9.24), we can bound that

w1 (i, 1)) < (|Gl + 0n |Ghu]) (|G| + 0n |Gy ]) + (|Gh ] + 0n |GLal) (|GYy] + 6n |GoY)
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2 2
S 160 |G| + 160 ul 1G4 + 0n (G0 + [GL I + |60l + G0 [).
(9.34)
Now, using (9.32) and (9.34), we get that
SN Jan (i, wl?
i€Ty pe€ls
2 2 2 2 4 4

<3 Y G G+ Gl G0 + 02 (160 + G0 +IGhul* + 6o )]

i€l pels
< 1+ ng2.

Combining this bound with (9.33), we get that

Z an/Q 25" 4E‘H%z z,u‘<n 2=co g & =3¢,

i€Zq peZs

Case 3: Finally, suppose there is only one [ such that s; = 1. Without loss of generality,
we assume that s; = 1and s; > 2 forl = 2,--- , k. Thus, we have s > max{2k — 1,5},
which gives that

k
/2254 IEC )|
_<nk/2 2 5— 4|x1 z M (’G ’2+ ’G?v|2+‘GZu|2+ ’sz|2)
<n e (|G |Gl + |Gl [GE4]) (\G@ulz et [ el e ))
e, (|68 + [GHI + Gkl + (Gl 033

where in the first step we used (9.31), and in the second step we used (9.34) and

ﬂk/2_2¢;_4 — n—2+k/2—(s—4)/4n—(s—4)c¢, < n—3/4—c¢,.

Applying (9.32) and Cauchy-Schwarz inequality to (9.35), we get that

k
>2 3 22| [ L )| < e,
=1

1€Zy pels

Combining the above three cases, we conclude (9.27) with € = ¢4, which further
implies (9.21). With similar arguments, we can conclude (9.17) and (9.18). O

Proof of (9.32). (9.32) is a simple corollary of the spectral decomposition of the re-
solvent in (6.51). Using the rigidity estimate (4.4) given by Theorem 9.3 (iii), we get
that
min |Ap—z| 21, for z=0,+ in™%. (9.36)
1<k<p
Combining it with the SVD (6.51), we see that |R(z)|| = O(1) with high probability.
Then, using (6.52)-(6.54) and (6.48)—(6.49) given by Theorem 9.3 (iv), we obtain that
|G(2)|| = O(1) with high probability. Thus, we have that for any unit vector u € CZ,

> |Gaul® < |GG*|| = O(1) with high probability, (9.37)
acT
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where G* denotes the conjugate transpose of G. If G = G is the regularized resolvent,
then we can apply Claim 6.2 to get that

5 [6

acl

2
= O(1) with high probability.

The above argument also works for the resolvent G?, which concludes (9.32). O
Finally, we can complete the proof of Theorem 2.4 using Proposition 9.6.

Proof of Theorem 2.4. First, suppose X, Y and Z satisfy Assumption 9.2, and let )A(: Y
and Z be random matrices constructed in Lemma 9.5. Then, Theorem 2.4 holds for the
SCC matrix defined with (X , }7, VA ), because they satisfy the assumptions of Theorem 2.3.
By Proposition 9.6 (recall that it is proved for the regularized resolvents following the
convention stated above Lemma 9.5), we have that

— d -

M(z) < M(2).

By the argument in the proof of Claim 6.2, this implies that M (6;) and M (0;) also have
the same asymptotic distribution. Moreover, by classical CLT, the asymptotic distribution
of /n (ZZT — I,) is still given by (4.41), which only depends on the first four moments
of Z entries. Hence, by (9.10), we can conclude Theorem 2.4 for the SCC matrix defined
with (XY, Z) satisfying Assumption 9.2. Finally, using the cut-off argument at the
beginning of this section and Lemma 9.1, we conclude Theorem 2.4. O

A Proof of Lemma 5.6

In this section, we provide a proof of Lemma 5.6 using the Stein’s method and
cumulant expansions. With a slight abuse of notation, we consider the following r x r
matrix

Q:=+vnU'YV +/nV'YTU+/nO"(1-E)(YYT)O,

where Y is a p x n random matrix with i.i.d. entries satisfying (2.1) and (2.8), U and O
are two p x r deterministic matrices satisfying |U|| < 1 and ||O]| < 1,and Visann x r
deterministic matrix satisfying ||V < 1 and

”V”max <n”© (A.1)

for some constant 0 < ¢ < 1/2. Moreover, we assume that »r = O(1) and p = O(n") for a
small enough constant 7 > 0. Then, we claim that () is asymptotically Gaussian with zero
mean. Note that the items (i)-(iv) of Lemma 5.6 all follow from this general claim. In
particular, if the entries of Y are i.i.d. Gaussian, then the condition (A.1) is not necessary,
because we can rotate V as YV — (Y0,)(O,l V), where the orthogonal matrix O,, is
chosen such that (A.1) holds for O,! V and the distribution of Y is unchanged: YO, Ly.

It is trivial to see that IEQ) = 0. To show that @ is asymptotically Gaussian, with the
Cramér-Wold device, we need to prove that

QA = Z /\aanb

a<h

is asymptotically Gaussian for any fixed vector of parameters denoted by A := (Agp)a<h-
For this purpose, we use the Stein’s method [37], i.e. we will show that for any f €
C(R),

EQaf(Qa) = sXEf'(Qa) + o(1) (A.2)
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for some deterministic parameter s?\. This gives the CLT for \/Hza§b Aap@Qap, Which
implies that ) converges weakly to a centered Gaussian matrix, whose covariances can
be determined through s%.

For simplicity, we denote X := /nY, such that the entries of X are i.i.d. random
variables with mean zero and variance one. Moreover, for any fixed [ € N, there is a
constant p; > 0 such that

E[X1|' < (A.3)

We will prove (A.2) with the following cumulant expansion formula, whose proof can be
found in [33, Proposition 3.1] and [28, Section II].

Lemma A.l. Let f € C'*1(R) for some fixed | € IN. Suppose ¢ is a centered random
variable whose first | + 2 moments are finite. Let x;(§) be the k-th cumulant of €. Then,
we have that

l
B = Y g0 1 g, (A

k=1

where the error term satisfies that for any x > 0,

& < CE[EF] D 1F @)+ GE[jE(g] > )] Y 1@ (A.5)

[t<x teR

We now expand the left-hand side of (A.2) as

EQAf(Qa) =ED Ay Y. Xin(UiaVis + Ui Via) F(Qn)

a<b 1<i<p,I<pusn
1
+E> Ao Y = > (XipXju = 6i) 0105 f(Qn)- (A.6)
ash 1<i,g<p 1Spsn

We first study the first term on the right-hand side of (A.6). For any fixed a < b, we apply
the expansion (A.4) with { = X, and [ = 2 to get that

0
Z Ui Vi Ex,, [Xinf(Qr)] = Z UiaVinEx,, {a)?/\ f/(QA)]
1<i<p, 1<pn 1<i<p, 1<pLn "
K3 Oia' Oy / aQA ? "
F2 T Uk, |23 M L2 Q0 + (5) 1@
1<i<p,I<pusn a’ b’
+ gQ(Xl,u)a (A7)

where k3 = k3(X;,,) is the third cumulant of X, £(X;,,) satisfies (A.5) for the function

f(Qa(Xiy)), and

aQA X; —c
= > A | Uia Vi + Ui Vi) + D ~E OOy + 010 O)| <" (A8)
a’ b’ NN

Here, we used (A.1) in the second step. The expectation of the first term on the right-hand
side of (A.7) is

E Z Uzavub 8QA f (QA)

0X;
1<i<p, 1<pugn tH

=Y Aav Y. UidVis(Uie Vi + Uie Via ) BF'(Qa) + O<(n/247), (A9)

a’ </ 1<i<p,1<pu<n
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where we used Lemma 5.3 to bound that

| S X < (S WaP) T < (A.10)
n

1Igpsn

Next, using (A.8) and p = O(n7), we can bound that

8 2
E > Uiavub(afi) £7(@Qn)

1<i<p,1<us<n

<n7y > UiVl (Uia [V | + Ui [ Viar])

a'<b' 1<i<p, 1<p<n

—c 1 —c+T
0 Y WallVial e = 0@, (A.11)
o’ <Y 1<6,j <p1<p<n

where we used Cauchy-Schwarz inequality in the second step. Finally, we bound &, by
taking x = n® for a small constant ¢ > 0. We need to bound

83f(QA) o Oiar Ogyy 8QA " aQA s "
Toxs, 2 e ax, (QA)Jr(aXm) F7(@Qu).

Using the compact support condition of f, it is easy to check that

sup

s . X
PHQ| ¢ 3 L (2 TPl )

Xinl<ne | OX3, |7 = vn \vn Vn
3
n® Zj;&i | Xl
————+ Vil + 1V} )
*;@(ﬁ* i T Vel + Vi
and
9°f(Qx)
su O(1).
XWSIR aXZBM ( )

On the other hand, applying Markov’s inequality to (A.3), we obtain the bound
E [|X;,|*1(|Xiu| > n)] <n~" for any constant D > 0.

Combining the above three estimates, we obtain that

1 n® Z‘;ﬁz’ | Xl
EX)SE Y Uil Vil Y —= ( + S Vi |+ Vi |
1<i<p,1<usn a’' b VAV v
3

ne 2| Xl _
+E Y |Uid Vil Z( +”£n”+VW|+IVWI) +nP

n
1<i<p, 1<pusn a’ b’ v v

SnmHT/2, (A.12)

where we used (A.1) in the second step. Now, plugging (A.9), (A.11) and (A.12) into (A.7),
we obtain that

E Z UiaVis Xin f(Qn)
1<i<r,1<usn

- Z )\a’b’ Z UiaV;Lb(Uia’Vpb’ + Uib’ V,ua’)Ef/(QA)

a’<b! 1<i<p,1<pu<n

EJP 27 (2022), paper 86. https://www.imstat.org/ejp
Page 65/71


https://doi.org/10.1214/22-EJP814
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

CLT of sample canonical correlation coefficients

Oia’Oi / — T
+th3 > ey Y UiaVubTbEf/(QA)+O(n +7/2), (A.13)

a'<b! 1<i<p,1<u<n v

Then, we calculate the second term on the right-hand side of (A.6). For any a < b, we
need to study

Z fOzaOJbEXW [(XWXJM U)f(QA)]
1<4,5<p,1<pusn

We only consider the hardest case with i = j, and the i # j case can be handled in a
similar way. For any fixed 1 < ¢ < p, we apply the expansion (A.4) with { = X;, and [ =3
to get that

0
> ]'EXWL&uwa@M)—f 2: Ex.. Xy QAf(QM
lgugn\/ﬁ 1<,u,<n
i 8QA / / (C{)QA)2 "
Z v |2, @)+ Ol @)+ X (R ) S <QA>]
[ 9Qr\* L, 9Qn
Z 3C;: f (QA)"‘?’(a)Ci/;) f (QA)+3Cin8)%;f (QA)}
1<,u,<77,
K4 [ aQA ’ "
+m Z EXiu XW <6X4H> f (QA) +63(Xi/i)7 (A.14)
1<pusn L :

where k4 = £4(X;,) is the fourth cumulant of X;,,, £3(X;,) satisfies (A.5) for the function
X f(Qa(X5,)), and we have abbreviated that

aQQA za’Ozb’ -1/2
C; = ax2, 2,§<:blm,, =0(n'?). (A.15)

Using (A.8), we can bound that

aQA " T —c+T
f Z ( M) F(@n) Z)\/b/fz<|vua‘+|vub’|+n 1/2+)N +7

1<u<n a’' <Y

Similarly, we can get the bounds

3
=y Xm(aQA) @<t oo 5 X () ) <

n GX,»M
1<M<n I<psn

T2 ¥ CXugt (@) <

HoX;
1<u§n tH

On the other hand, with Lemma 5.3, we obtain the estimates

1 _ —1/2 1 —1/2
EZXiMXjM—§ij+O<(n )s ﬁ Z Xip <n ‘
m

1<pgn
Using these two estimates and (A.10), we get that
3QA
Z X”‘ o X Q )
1<u<n
1 -
=D e Z:(nE:Xwa>“%M%H+Om(%0f@h)+04n1”)
a’ b’ 1<i<p Iz
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=2 3" Ay Oia Oy f(Qn) + O (n~72);

a’ b’

RS oQx
\/ﬁ 1@2n 3me (QA)

Z A a’b’ \/» Z Uza Vub’ + Uzb’Vua ) Z %ZXjM(Oia’Ojb’ + Oja’Oib’)

a’<b 1<G<r - p

= Z)"b’\/—z ia’ ub'+Uzb’ HG)+O ( 1/2);

a’ <b’

— CiXin f' =04 (n71?).
\/51@2@ W F'(@Qn) = O (n™1/?)

Finally, £5(X;,) can be estimated in a similar way as & (X;,), E€3(X;,) < n~°¢. We omit
the details of its proof. Combining the above estimates and using Lemma 4.2 (iii), we
obtain that

Z \fO“IOJbE [(XinXju — 0i5) f(Qn)] = SEf'(Qa) + O (n=cT27)

1<i,j<p,1<pus<n

for a deterministic s?.

concludes Lemma 5.6.

Combining this equation with (A.13), we obtain (A.2), which

B Proof of Lemma 7.2 and Lemma 7.3

The proofs of Lemma 7.2 and Lemma 7.3 are standard applications of the contraction
principle.

Proof of Lemma 7.2. We abbreviate ma. = mac(0;) and e4(2) := wae(2) — Mac(6;) with
lea| < ¢ for a sufficiently small constant ¢ > 0. From (7.7), we obtain the following
equations for (wi., wa.):

e 1+ (1—6)wa.

wie 2+ l)[1+(1*9l)w1c][1+(1*91)w20]*91_1’ (B.1)
o _ - 1+ (1 —0)wic ‘
W2e ! [1+(1_01)w1(:][1+(1_91)w20] _GZ_I.

On the other hand, using (4.10)-(4.12), we can check that m;.(6;) and mo.(6;) satisfy the
following equations:

L (1-0) L+ (1 = 0;)mac(0r)
m1c(91) [1 + (1 — Hl)mlc(el)}[ (1 el)mgc(el)] - 9;1 ’ (B.2)
2 __1-0) 1= b)) . |
M (6r) 1+(1- 9z)m1c(91)}[ + (1= 0)mac(6r)] — 6,
Subtract (B.2) from (B.1), we get that
c1€1 S (1= 60,)2[g(mac + £2)g(mac)er + 0] ea]
(m1c +e1)mic [g9(mic +e1)g(mac +e2) — 9f1][9(m1c)9(m2c) - 9f1] ’ (B.3)
C2€2 _ (1 —6)%[g(mic +e1)g(mac)es + 91_161]
(maoc +e2)mae [g(mic + e1)g(mac + €2) — afl][g(mlc)g(mk) - 9;1] ,
EJP 27 (2022), paper 86. https://www.imstat.org/ejp

Page 67/71


https://doi.org/10.1214/22-EJP814
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

CLT of sample canonical correlation coefficients

where we have abbreviated g(z) := 1 + (1 — ;). Inspired by the above equations, we
define iteratively a sequence of vectors e®) = (¢{¥ (")) € €2 such that £© = 0 € €2,
and

{01 (1 =61)%g(mac)” }ggk-i—l) B (1—-0)%0" D)
m%c [g(mlc)g(mQC) - 01_1]2 [g(mlc)g(m%) - 91_1]2
_ e (ef)?
m3(mic + 1)
N (1—-6,) g(ma. + 5(2k))g(m2c)€§k) + F)l_lf-:gk) B g(mQC)ngk) + Hl_lsék)
g(mic)g(mac) = 0,1 | g(mae + ) g(mae + ey — 0, glmic)g(mae) — 0,
{CQ ~ (1=6)2g(mac)? }gngrl) B (1—6,)%0;" Sl H1)
m%c [Q(mlc)g(m%) - 91_1]2 [g(mIC)g(m%) - 9;1]2
o)y
m%c(mzc + é_;k))
(16, g(mic + e g(mye)el + 9;155’“) B g(mic)2e) + Hl_lsgk)
glmic)g(maec) — 0, glmye +e7 7 )g(maoe +e5 ) — 0, glmic)g(maec) — 0,
(mic)g(mac) — 6,7 (k) )y — gt (mac)g(mac) — 6"

In other words, the above two equations define a mapping f : *°(Z3) — ¢*°(Z>), so that

é“”ﬂé%,f@w516)+slqm, (B.4)
where . . 2
02(1-9 1-6,)%6
g |7~ tmpelma? G
o ) 1-6:)%0 . 02(1—6,)2 ,
- - ey
and
o B S {g(m2c+x2)g(m2c)ml+aflx2 _ g(m26)211+0f112 }
e(x) = mi, (mic+z1) 1—t; g(mic+z1)g(macta)—0; " g(mic)g(mac)—0; "
T caw) _0(1-6))* {g(m1c+w1)g(mlc)m2+9flx1 _ g(mic)?za+0; ey }
m3 (mact+a) 11—t g(mictar)g(mactzs)—0, ' g(m1o)g(man)—0; !

Here, we have used 6,9(mi.)g(ma.) = f.(6;) = t; (which follows from (4.13) and (4.29))
to simplify the expressions a little bit.

With a direct calculation, we can check that under (2.19), there exist constants
¢,C > 0 depending only on c1, ¢; and d; such that

1S e < €, and Jle(x)]oo < Cllx|% for [x]|oc <@ (B.5)

With (B.5), it is easy to check that there exists a sufficiently small constant 7 > 0
depending only on C, such that f is a self-mapping

£: B, ((°(Zs)) = By (((Zs)), By (((Zs)) = {x € (°(Zs) : |[x]oc <1}

as long as r < 7 and |z| < ¢, for some constant ¢, > 0 depending only on ¢y, ¢, ; and 7.
Now, it suffices to prove that h restricted to B, (¢*°(Z>)) is a contraction, which implies
that € := limy_,o, €*) exists and is a unique solution to (B.3) subject to the condition
lelloe < 7

From the iteration relation (B.4), using (B.5), we obtain that

e — ) = 571 [e(e®) — (e V)] < C [le(e™) —e(c™ )| . ®6)

oo
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From the expression of e, we see that as long as r is chosen to be sufficiently small
compared to 6; ' — g(mi.)g(ma.) = (1 — ;)0 ", then

ee®) —ec® )| <€ (el + e luc ) 16 — £*
o0

for some constant C' > 0 depending only on c¢;,c; and §;. Thus, we can choose a
sufficiently small constant 0 < r < min{r, (2C)~!} such that Cr < 1/2. Then, f is indeed
a contraction mapping on B, (£°°(Z>)), which proves both the existence and uniqueness
of the solution to (B.3) if we choose ¢g in (7.10) as ¢y = min{c,,r}. After obtaining
Wie = Mie + €1 and wg. = Mo + €2, we can define ws. and wy. using the first and third
equations in (7.7).

Note that with (B.5) and £(® = 0, we get from (B.4) that ||e)||o < C|z|. Then, with
the contraction property of f, we get that

lelloe <Y lle®HY — el < 2C2].
k=0

This gives the bound (7.11) for wy. and ws.. Then, using the first and third equations
in (7.7), we immediately obtain the bound (7.11) for w3, and wy. as long as ¢y is sufficiently
small. O

Proof of Lemma 7.3. As in the proof of Lemma 7.2, we subtract the equations (7.13)
from (7.7), and consider the contraction principle for the functions e, (z) := wq (2) —wae(2).
We omit the details. O
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