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Abstract

We obtain upper Gaussian estimates of transition probabilities of a spatially non-
homogeneous random walk confined to a multidimensional orthant. For the proof,
we use comparison arguments based on discrete potential theory and variants of the
Harnack principle.
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1 Introduction

Random walks conditioned to stay in cones is an important topic in probability theory,
as they appear naturally in many contexts: non intersecting paths and multidimensional
random walks in Weyl chambers [33, 14, 19, 11], eigenvalues of random matrices [12],
queueing theory [8], modeling of biological and physical phenomena [3, 16, 24], finance
[9], etc. They have also important connections with many discrete structures (trees,
permutations, maps, partitions, domino tiling, Young diagrams) which justifies the great
interest they have in combinatorics; see [4, 6] and the references therein.

In the recent years, the case of homogeneous random walks confined to the d-
dimensional orthant O% = (Z;)? = {(z1,...,%q4) € Z% z1 > 0,...,z4 > 0} has been
subject of several important works especially for the cases d = 2, 3; see [4, 6, 11, 15, 23,
32, 351

Regarding spatially non-homogeneous walks, only few results are available; see [31]
for half-space non-homogeneous walks and [2, 7, 10, 24] for quadrant walks. By spatially
non-homogeneous walk on Z¢, we mean a discrete-time-homogenous Markov chain on
7 which is spatially non-homogeneous, see [29]. Let us notice that relaxing the spatial
homogeneity hypothesis induces a crucial change in the recurrence/transience behavior
of zero-mean random walks compared to the homogeneous case, since it is possible to
build two-dimensional, zero-drift random walks with bound increments that are transient,
as soon as spatial homogeneity is no longer required [17]. It is also more realistic for
applications and modeling.
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Inhomogeneous random walks on the orthant

The main purpose of this paper is to establish upper Gaussian estimates for the
transition kernels of a large class of spatially non-homogeneous random walks killed
on the boundary of the orthant Oi. We refine the approach used in the case of the
half-space Zi [31] and in the case of models with one dimensional space inhomogeneity
on the positive quadrant [2].

The paper is organized as follows. Section 2 collects the potential theoretic tools used
in the proof of our main result. Essentially, we introduce the notion of caloric function,
the discrete parabolic Harnack principle and the discrete boundary parabolic Harnack
inequality. We also state at the end of this section our main result (Theorem 2.12). In
Section 3, we explicit the proof of Theorem 2.12.

Convention. Throughout this paper the letters C, ¢, possibly with suffixes, will
indicate positive constants that only depend on the important parameters and may differ
from place to another even in the same formula. Most often C' is reserved to denote
large constants and c small ones.

2 Known results and statement of the main theorem

Fix d € IN*. Let us denote by 0 = (Z,)? = {(z1,...,2q4) € Z% z; > 0,...,24 > 0}
the upper orthant in Z¢. Next, consider a steps set I' C Z? that we assume finite,
symmetric (i.e., e € I implies —e € I') and containing 0 and all e € Z4 such that le] =1,
where | - | is the Euclidean norm on R%. Let 7 : Z¢ x Z¢ — [0, 1] denote a transition kernel
satisfying the following hypotheses:

H;: n(z,e) =0forallz € Z¢, e ¢ T; and ZTF(JJ,B) =1forallz € Z¢,
ecl’
H,: 7(z,—e) = n(x,e) forall z,e € Z¢, (i.e., 7 is symmetric),
and
H; : (ellipticity) there exists o > 0 such that 7(z,e) > o, forallz € Z? and e € T
Let (S,)new be the Markov chain on Z?, defined by

P[S,i1 =z +e¢|S, =] =n(x,e), ze€cZi n=01,... (2.1)

Introduce 7 = inf{n = 0,1,--- : S, ¢ O%} the first exit time of the walk (S,,),en from
O¢ and then define p,(z,y) := P, [S, =y;7 >n], n=1,2,..., z, y € O%, the transition
kernel of the walk (5, )nen killed outside (’)i. Our principal aim in this work is to give
upper Gaussian estimates of the kernel p,(x,y). Our approach is based essentially on
discrete potential theory. We first define the main potential theoretic relevant objects
and recall the most important ingredients that we shall use in our estimates within the
framework set by our three assumptions. We then state our main theorem. We shall also
elaborate on the relevance of Hy, Hy, Hgs.

2.1 Discrete potential Theory

Let I C Z< be a finite steps set as above and 7 : Z¢ x Z¢ — [0,1] a transition kernel
such that hypotheses H;, H> and Hg hold. Denote by L the generator corresponding to
the Markov chain defined by (2.1), which is the difference operator acting on functions
f:7% - R as

Lf(x) =Y m(x.e)(flz+e)— f(z)), xe€2” (2.2)
ecl’
The existence of a global positive adjoint solution associated to the difference operator
(2.2) plays a key role in our analysis. According to [30], one has the following fact.

Fact 2.1. [30, §3.2] There exists a positive function (m(z)),cz« which satisfies the adjoint
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equation
Zﬂ'(ﬂc —e,e)m(z —e) = m(x), WA (2.3)
ecl

This function is unique up to a multiplicative constant.

To the function m, one can associate a volume function:

v(z,T) = Z m(y), ©€7Z% r>0,
?JGBT(T)

where B,.(z) := {y € Z%, |y — 2| < r} denotes the Euclidean ball in Z centered on x and
of radius r» > 0. The function v satisfies the volume doubling property [30, Theorem 8]

v(z,2r) < Co(x,r), =€Z% r>0. (2.4)

Remark 2.2. One can check that inequality (2.4) implies a polynomial growth of the
volume function, more precisely, there exists a constant C' > 0 and an integer N € IN*
such that for all # € Z¢ and R > r > 0, one has

R N

v(z,R) < C <) v(z,T). (2.5)

r
As a consequence of inequality (2.5), one gets the following volume comparison inequality

N

|z —y | d.
o(y,r) <C {14+ ——) w(z,r), x,y €Z* r>0. (2.6)
T

Denote by p%d (x,y) := P,[Sn» = y] the global transition kernel. The positive adjoint
solution m and the volume function v allow to establish an upper Gaussian estimate of
d
p%" (z,y) of the form [30, §3.2]:

Theorem 2.3 (Estimate of the global transition kernel). There exists a positive constant
C =C(d,,T') such that for alln € N and z,y € Z, one has

7 Cm(y) |z —y/? d
T,y) < ——=¢e — , T,y € Z%n>1. 2.7
Py (@,y) < ol v &P o Y (2.7)

Let us now introduce the different notions of boundary that we are going to use.
Note that the definitions that we employ do not coincide exactly with those used in
combinatorics, for example, according to our definition, in the case of the simple walk,
the vertex (—1,—1,---,—1) is not part of the boundary of Oi. More precisely:

e Two points z,y € Z? are said to be adjacent if the distance between them is unity.
A subset A C Z? will be called connected if for any two points of A there is a
path consisting of segments of unit length connecting them in such a manner that
the end-points of these segments are all in A. A set of points is a domain if it is
connected.

e We define the boundary dA of a domain A by

OA={x € A°, x=a+e, forsomea € Aandeel}.

The closure of A will be denoted by A and defined by A = A U 0A.
e For a subset B = Ax]a,b] C Z%x Z, where A denotes a domain in Z% and a < b € Z,
we define the lateral boundary 9,8 and the parabolic boundary 0, B of B by

OB = 0Ax]a,b], 8,B=09BU(Ax{a}), (2.8)

and we set B = BU 9, B.
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More generally, we can define the parabolic boundary of a space-time domain D C Z?x Z
by 8,D = {(z,t) € D¢, (x+e,t+1) € D, for some e € I'}. This definition is the natural
extension of the notion of parabolic boundary of a domain D C R? x R used in the
theory of second order parabolic equations [13], which is defined as the set of all points
(x,t) € 0D such that there is a continuous curve lying in D U {(z,¢)} with initial point at
(z,t) along which ¢ is non-decreasing. This explains why A x {b} is not included in 9, B
and does not appear in (2.8).

The concepts of discrete harmonic and caloric functions naturally associated with
the random walk (S, ),en are defined as follows, see [30, 31].

Definition 2.4. Let L be a difference operator as in (2.2), let A C 7Z¢ denote a domain
in Z% and f a real valued function defined on A. We say that f is L-harmonic on A if

Lf(x)=0, v €A
Consider B = Ax]a,b] C Z? x Z and F : B — R. We say that F is L-caloric in B if
L(F(, k) (2) — (F(a,k+1) — Fla, k) = 0, (x, k) € Ax]a, b[.

The following theorem (see [21, Theorem 4.2], [22, Theorem 4.4]), which is a key tool
in proving our theorem, is a random walk version of the well-known and fundamental
property of nonnegative solutions of second order parabolic equations in non-divergence
form [20].

Theorem 2.5 (Parabolic Harnack principle). Let F' be a nonnegative L-caloric function
on Ba,.(y)x]s — 412,5], (y,8) € Z% x Z, r > 1. Then

sup{F(x, k); (,k) € B.(y)x]s—3r%, s—2r[} < C inf{F(x,k); (x,k) € B.(y)x]s—r2, s[},
(2.9)
where C = C(d,,T) > 0.

To get an idea of the probabilistic meaning of estimate (2.9), let us associate to the
process (S, )nen the corresponding space-time process {S'(n), n € N} = (Sp,no — n)pen
starting at (z9,n0) € Z? x Z and consider £ = inf{j >0 : S(j) € 9,(Ba,(y)x]s — 472, 5])}.
Then the parabolic Harnack inequality holds if the following holds: for all (x1,k1) €
By (y)x]s — 3r2,s — 2r%[, (z2,k2) € B.(y)x]s — 12, 8], (2,n) € 0p(Bay(y)x]s — 412, s])
(n < k1), the probability P, &, [S(€) = (z,n)] is dominated by CPy, i, [S(€) = (z,n)].

The second ingredient we need in the proof of our main theorem is the following
boundary Harnack inequality.

Theorem 2.6 (Boundary Harnack principle). Let (y,s) € 00% x Z, r > 1. Suppose K > 0
large enough. Assume that Fy, F» are two nonnegative L-caloric functions in

(Bsrr(y) NO%) x]s — 9K?r?, s + 9K 7]

and that F is identically equal to zero on (Bag,(y) N00%) x [s — AK?r?, s + AK?r?].
Then

F (yK,., s+ 2K? Lrjz)

Fy (yKr,s —2K? er) ,

(2.10)
where C = C(d,a,T") > 0. Herey, =y + |r| (1,...,1) and |r| denotes the integer part of
the real r.

SUP{M’ (z.k) € (B (y) N 0%) x [[s—rQ,s]]} <cC

The proof of Estimate (2.10) is a straightforward adaptation of the proof of the
corresponding estimate for non-negative L-caloric functions in cylindrical domains given
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in [30, 8§85]. A special case that plays a crucial role in the proof of the general case
is the case where F; = 1. In this case, relation (2.10) is referred to as a Carleson
inequality. The proof of Carleson inequality relies on the following lower bound of the
hitting probabilities of the process {S‘ (n), n € IN}. Let ¢ denote the first exit time of
{S(n), n € N} from (0% N By, (y)) x [s — 47%; s + 4r2], where (y,s) € d0% x Z and r > 1.
Then

Py [S(é) € (00 M By (y)) x [s — 4r2 s+ 47“2]]} >0 (2.11)

for all (z,n) € (0% N B, (y)) x [s — r% s+ r?], where § = 6(d,a,T') > 0. It follows from
(2.11) that if F is nonnegative caloric function in (0% N B3, (y)) x [s — 9r?; s + 9r?]
vanishing on the portion of the parabolic boundary (00% N B, (y)) x [s — 4r%; s + 4r?],
then the maximum of F on (O% N B, (y)) x [s —r?; s+r?] is dominated by its maximum on
(04 N Bar(y)) x [s — 4r?; s + 4r%] multiplied by a factor p = p(d, o, T') < 1. An argument
from Fabes, Safonov and Yuan [13] allows then to deduce the Carleson inequality.

The proof of (2.10) in all generality results from a combination of the Harnack
inequality, the Carleson inequality and a refinement of (2.11) concerning the hitting
probabilities of the process {S(n), n € N} which can be stated as follows. For (y, s) €
001 x 7, r and K > 1, let D, denote the set of points of (O N Bk, (y)) x [s — K?r?; 5]
satisfying dist(z,00%) < r. Set Ag,, = {(z,t) € 8,Dkr, dist(x,00%) > r} and
A, ={(z,t) € 0Dk, 0 < dist(z, 00%) < r}. Let 7p,, . denote the first exit time of
(S(n))nen from Dp,.,.. Then, for all (z,n) € (04 N B,(y)) x [s — r?; 5]

Pon [8Gpr,.) € Mkcry| 2 Pon [$(FDi,.) € Al (2.12)

provided that K > Ky, where Ky = Ky(d, «,I"). Note that the constant C' which appears
in (2.10) does not depend on K (see [30, §5.3]).

A significant difference between the boundary Harnack inequality (2.10) and the
Harnack inequality (2.9) is that (2.10) involves two reference points. However, if the
second function Fj; is independent of time, i.e., F, is harmonic (this will be the case
in our applications), this difference no longer exists and (2.10) has a more natural
form that takes into account only the time-lag that characterizes the parabolic Harnack
inequalities. The boundary principle can then be viewed as a Harnack inequality for
(Sn)nen conditioned to stay in the orthant via Doob h-transform. Such a choice for F;
is guaranteed by the following result which ensures the existence and uniqueness of a
positive harmonic function in Oi vanishing on the boundary 6(’)1 (see [5, Theorem 1.1]).

Theorem 2.7. There exists a positive L-harmonic function u defined in Oi and vanishing
on 6(’)1. This function is unique up to a multiplicative constant.

It should however be emphasized that apart from the case where the random walk is
reversible, it is not possible to establish the Gaussian estimates thanks to A-transform
techniques by following the methods of [18, 34] which are based on the use of weighted
Dirichlet forms. To get around this difficulty which is specific to inhomogeneous walks,
we need to consider the process which is dual to (S,,),ecn with respect to m and rely on
the potential theory attached to it.

2.2 Adjoint potential theory

The existence of the global positive adjoint solution m (Fact 2.1) allows us to define a

dual process (S, )nen by setting

IP[gnH:x—l—e\gn:x}:ﬁ(x,e), z,eeZ? neN,
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where
m(z+e)

ﬁ(x,e):{ m(x+e,e) R eeT, (2.13)

0 otherwise.

One can easily check that Equation (2.3) implies that 7 satisfies H; and the ellipticity
condition Hg (with o? instead of a). Note that Hj is not satisfied by the chain (S’n)n@N.
Introduce now 7 = inf{n = 0,1,--- : S, ¢ O} the first exit time of the walk (S,)nen
from (’)i. The transition probabilities of the walk S’n killed outside (’)f,lr satisfy

=1,2,---,z,ye O, 2.14
m(z) " HYSEY 214

Note that the operator

Lf(z) =Y #(w.e)(flz+e) - f(2), [:Z'~R,

ecl’

is the adjoint operator of L in the space L?(Z% m). Similarly to definitions 2.4, we
introduce in the following the concepts of harmonic and caloric functions associated

with the dual process (S, )nen. Except in the reversible case, they are not related to
L-harmonic and caloric functions.

Definition 2.8. Let A C Z% denote a domain in Z® and f : A — R. We say that f is
L-harmonic on A if
Lf(z) =0, z € A.

Consider B = AxJa,b] C Z* x Z and F : B — R. We say that F is L-caloric in B if

L (F( k)) (z) (F(x, k+1) - F(a, k)) =0, (z,k) € Ax]a,b].

As a consequence of the parabolic Harnack principle (Theorem 2.5), the boundary
Harnack principle (Theorem 2.6) and the fact that the kernel 7 satisfies the ellipticity
condition Hgs, one obtains the parabolic Harnack principle for L-caloric functions, see
[30]. Note that the proof given in [30] is based on a representation formula which holds
for all normalized parabolic adjoint solutions of L (see [30, Formula (3.2)]) and it is
easy to see that every L-caloric function defines a normalized parabolic adjoint solution
of L in the sense of [30]. It is this representation formula which makes it possible to
demonstrate the Harnack inequality for nonnegative L-caloric functions without using
any symmetry hypothesis.

Theorem 2.9 (Adjoint parabolic Harnack principle). Let F be a nonnegative L-caloric
function in Ba,(y)x]s — 4r2,s], where (y,s) € Z? x Z and r > 1. Then, there exists a
positive constant C' = C(d, o, I') such that

sup{F (z,k); (z,k) € Ba,(y)x]s—3r%,5s—2r2[} < Cinf{F (z,k); (z,k) € B,.(y)x]s—r2, s[}.

On the other hand, the proof of Theorem 4 of [30] is based only on the parabolic
Harnack inequality and the maximum principle. It is easy to see that L-caloric functions
satisfy this last principle. The proof given in [30] therefore applies when we deal with
L-caloric functions. We successively establish the analogues of (2.11) and (2.12) for the

dual process (S, )nen and we obtain the following adjoint boundary Harnack principle.

Theorem 2.10 (Adjoint boundary Harnack principle). Let (y, s) € 8(91 x Z,r > 1 and
K > 0 large enough. Assume that F}, F; are two nonnegative L-caloric functions in

(04 N B3k, (y)) x]s — 9K?r?, s + 9K *r?,
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and that [y is identically equal to zero on (901 N Ba,(y)) x [s — AK?r? s + 4K?r?].
Then, there exists a positive constant C = C(d, «,T") such that

u M x, k B ol s—r2s } C i (meSJrQKQ LTJQ)-
s p{FQ(x,kf (z.k) € (Br(y) NOL) x [ slp < Fg(yKT,S—QKZLTF)

The following result is an analogue of Theorem 9 in [31]. The proof given in the case
of the half space Z‘}r immediately generalizes to our setting.

Theorem 2.11. There exists a positive L-harmonic function @ defined in Oi and vanish-
ing on 8(91. This solution is unique up to a multiplicative constant.

2.3 The main theorem
We can now state our main theorem.

Theorem 2.12. Let I' C Z? be a finite symmetric steps set containing 0 and all unit
vectors e € Z¢ and let 7 : Z¢ x Z¢ — [0,1] be a transition kernel such that hypotheses
H,, H, and H3 hold. Denote by (S,,),cw the Markov chain on 7, defined by (2.1) and
consider T the first exit time of (S,,)nen from Oi. Then there exists a positive constant
C depending only on d, o, I" such that for all x,y € (’)i andn € IN*,

Cu(z)u(y)m(y) e —y?
J e ( ) . (2.15)

pn(xa y) =Py [S” =T n] = u(l‘\/g)ﬂ(y\/ﬁ)v(lh \/H Cn

where x 5 =z + [/n](1,...,1), y m =y + [V/n](1,...,1) and the functions m, v, u and
u, are the ones defined in §2.1, 2.2.

Remark 2.13. (i) It is easy to see that in the case of homogeneous random walks, the
function m is identically equal to 1 and that the functions v and @ are identical. It follows
that the volume induced by m is the standard one, i.e., v(z,/n) ~ n%2. On the other
hand, it follows from [35] and [11] that after a linear change of coordinates reducing the
covariance matrix of (S, ),en to the identity, the asymptotic behavior of the function u
is the same as that of uc, the “réduite” of a convex conical region C C R®. This réduite
is given by uc(z) = |z[Pm(x/|z|), where p > 1 and m : CN $¢~! — R is a C-function,
positive in the interior of C N $?~! and vanishing on 9C N $¢~!. It is easy to see (because
C is convex) that uc(x) > cdist(z, OC)P (see [11, Lemma 19]) which implies that the factor
u(z /7)u(y, ) > cnP and the transition kernel p, (z,y) can be dominated as follows

Cuc(z)u r —y|?
pn(x,y)é%exp <| 03‘ ) (2.16)

in the homogeneous case, see [35].
(#4) In the case of a spatially inhomogeneous random walk in the upper half-space

7% ={(21,...,24) € Z% x4 > 0}, the function u is given by u(z) = z4+ 1. Denote by o

d
the analogue of u for the upper half-space and by pf* (z,y) =P, [Sn = Y; Tz > n] ) Tz

being the first exit time of (S, )nen from Zi. The refinements of [31] that we introduce
here allow to obtain the following improvement of the upper Gaussian estimates obtained
in [31],

2 C(zq + D)% (y)m(y) exp <_|f”1/|2> . (2.17)

pn+ (I7 y) S ~
(2 + V)T (y, o, V) Cn
(#41) In the article [30] in addition to the upper estimate (2.7), a lower Gaussian estimate
was also obtained for the global kernel pfd (z,y). The first step in establishing this lower
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estimate is to get a lower bound for the transition kernel on the diagonal {« = y} by
integrating the upper estimate (2.7) outside a ball of radius ~ /n. Unfortunately, even
in the case of the half-space Z¢%, it is not easy to exploit the upper estimate in this way.
The reason is simply that we no longer have at our disposal the doubling properties for
the two new factors that appear (i.e. u(z s), u(y 7). However we conjecture that a
refinement of our approach could lead to a lower estimate of the same type.

2.4 Discussion

In the following we discuss the relevance of assumptions H;, H; and H3. Let us
first observe that in the proof of (2.9), assumption H;, is used in several places in a
crucial way. It is also well known that without the boundedness of increments, Harnack’s
inequalities are no longer satisfied [1, 26]. On the other hand our main estimate (2.15)
cannot hold for an arbitrary 7 : Z¢ x Z? — [0,1]. For (2.15) to hold, 7 itself has to have
a Gaussian decay at infinity. Decay conditions ensuring the validity of elliptic Harnack
inequalities for random walks with infinite range are given in [1, 26]. An extension
to spatially inhomogeneous walks is far from obvious because there are significant
differences between the reversible random walks considered in [1, 26] and the spatially
inhomogeneous walks.

Secondly, the symmetry assumption H» can be replaced by a centering assumption in
order to derive (2.9) (see [22]), but for the analogue of (2.9) to be satisfied by the adjoint
walk introduced in §2.2, we need symmetry (see [30]). It should be however emphasized
that the symmetry assumption was imposed in [30] in order to ease technical difficulties
and that there should be no conceptual obstacle to extend the result in this context. It
is even likely that our main estimate extends to non-homogeneous random walks with
asymptotically zero drifts, like the one considered in [27, 28].

Concerning the ellipticity assumption Hg, this assumption was introduced by Lawler
in [25] and is often assumed in the random walk in random environment literature, see
e.g. [36] . It is plausible that it can be replaced by a weaker spatial non-degeneracy
condition, or even an ng-step regularity condition of the type [27, Assumption (A1)].
It would be interesting to show that our main estimate (2.15) remains true under a
much weaker hypothesis than Hg, provided that a lower control on how the transition
probabilities 7(x, ) approach 0 is imposed.

3 Proof of Theorem 2.12

The proof consists of successive applications of Harnack principles to well chosen
L- and L-caloric functions related to the kernels pn(z,y) and p,(z,y). Depending on the
position of x and y relative to the boundary, we use the parabolic Harnack principle
and/or the boundary Harnack principle to perform various comparisons involving the
functions u and @. These comparisons lead to upper estimates of the kernel p,(z,y)
by the main factors that appear in the right hand side of (2.15). A technical lemma
whose proof is postponed to the end of this section is used to incorporate the additional
Gaussian factor.

Lemma 3.1. Let the notation be as above. Fix x,y € Oi andn = 1,2,..., such that
dist(z,00%) < ¢1y/n and |z — y| > c1v/n, for some ¢; > 0. Let ¢ > 0. Then, there exists
C > 0 depending only on d,«, ', ¢; and ¢ such that:

Cu(x) |z —yl?
Z pn(as,z) < u(T\/g)eXp <—&l> s (3.1)

2€04, |z—a|>clo—y|
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_ Ci(x) |z — y|?
and Z Pn(z,2) < (xﬁ) exp <_Cn . (3.2)

=g

zEOi, |z—z|>clz—y|

This lemma constitutes both a refinement of estimate [31, (4.14)] and a generalization

of [2, Theorem 2.2]. It is its statement in this general form which allows to improve the

proofs of [31] elaborated in the context of the half-space. Its analogue for the half-space
allows to obtain the improvement (2.17).

Proof of Theorem 2.12. We will distinguish two cases depending on whether the
starting state z is close or far from the boundary: dist(z,00%) < co\/n or dist(z,00%) >
co\/n, where ¢ is a fixed constant verifying ¢y < 1/6K,, Ky being the larger of the two
constants appearing in theorems 2.6 and 2.10.

3.1 Case 1: the starting state z is close to the boundary: dist(z,00%) < coy/n.

Introduce T € 004 satisfying dist(z, 801) = |z — | < ¢py/n. We employ the boundary
Harnack principle (Theorem 2.6 with a particular choice of the parameters, namely
r =1, = cp\/n, s = n and y = T) to compare the two L-caloric functions F(z, k) =
pe(z,y), Folz, k) = u(z), x € 04, k = 1,2,... (where y is fixed). We then apply
several times the parabolic Harnack principle (Theorem 2.5), we obtain

Cu(x) )
inf Pron (2,9)- (3.3)
u(x\/ﬁ) z€B, n(mﬁ) Le J( )

pn(z,y) <

Thanks to identity (2.14) involving the adjoint kernel, we deduce
Cu(z) m(y)

in .
u(z /) 2€B. m(wym) m(z)

Pn(z,y) < Plon) (¥, 2)
Hence, for all z € B, /(z /), one has u(z 5)m(2)pn(z,y) < Cu(z)m(y)p|cn) (¥, 2). Tak-
ing the sum over z € B, \/E(x \/;) and using the comparison volume inequality (2.6), one
gets
Cu(x)m(y)
Pa(r,y) < ——— =
u(z fm)v(z, v/n) 2

We shall discuss two subcases.

ﬁI_CnJ (y,z) (3.4)
2€B, /m(z /m)

3.1.1 The states = and y are close to each others: |z — y| < c¢gy/n.

Since, we supposed above that dist(z, 8(91) < cp+/n, then one can also assume here that
dist(y, 80i) < 2c¢g4/n. Thus using the same reasoning leading to relation (3.3) applied
this time with p,, and u, we get

. Cﬂ(y) ~ d
Pn(y,2) < —P1cn| (Yom, 2), forall z € OF. (3.5)
U(y\/ﬁ) [Cn]\Yy/n +
Therefore, coming back to relation (3.4), using (3.5) and remembering that
> by 2) =Py . [SLan € B, m(xm)iT > LCHJ} <1,
zEBCﬁ(xﬁ)

we obtain
Cu(z)m(y)u(y)

u(@ )y m)v(e, vn)
Now, having |z — y| < coy/n implies exp (—|z — y|?/Cn) > c. Estimate (3.6) can then be

rewritten as
Cu@)aly)mly) <_ |z — 92> _
iz m)u(ym)v(z, vi) Cn

pn(z,y) < (3.6)

Pn(x,y) <
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3.1.2 The states = and y are away from each others: |z — y| > cg/n.

In this case, we will also discuss two situations.
Fix ¢ > 0.

e First situation. Suppose that dist(y,00%) > ¢;y/n. In this configuration, we first
apply the adjoint parabolic Harnack principal to the L-caloric function F; defined by:
Fi(w, k) = pr(w,z), w € 0%, k = 1,2,..., where z is fixed. One obtains p,(y,z) <
Cinf.ep_,_(y)Plon) (z,x), where the constant ¢ > 0 is assumed small enough. Then,
using relation (2.14), one obtains p,(z,y)m(z) < Cp|cn|(,2)m(y), for all z € B, s (y).
Summing over z € B, ;(y), gives
pn(l'vy)M <C Z pl_CnJ(xaz)' (3.7)
m(y) B

2€B. /5 (y)

The fact that we have supposed that |z — y| > co/n implies that for z € B, 5 (y), one has
|z =z = cofw — 9, (3.8)

for some ¢, > 0. Combining relations (3.7), (2.6) and (3.8) one obtains

N
pn(z,y) < m (1 + |x\;ﬁy|) > Plcn) (2, 2).

ZGOi, |z—z|>calz—y|
One shall now use (3.1) and conclude that
. 2
_Cu@m(y) ( |z —y| > _ 3.9)
u(z m)v(z, /n) Cn

Moreover, the adjoint parabolic Harnack principle leads to u(y) > ci(y, ). Estimate
(2.15) is an immediate consequence of this remark and (3.9).

pn(T,y) <

e Second situation. Assume that dist(y,00%) < c¢;y/n. Taking into account that
|z — y| > cov/n, it is clear that if z € B, 5(z z), and ¢; > 0 is small enough, then
|z — y| > c3|x — y|, for an appropriate ¢ > 0. This together with relation (3.4) imply

pn(x’y) < m Z ZN)\_CnJ (y,Z) (310)

2€01, |z—y|>cslz—y|

Since, we assumed in this case that dist(y, d0%) < ¢;4/n, according to (3.2), we get

_ Cu(y) |l — y]?
> Plon (Y, 2) < o) exp (—On . (3.11)

2€0%, |z—y[>eslz—y|

Estimate (2.15) in this case follows from relations (3.10) and (3.11).

3.2 Case 2: the starting state = is away from the boundary: dist(z,00%) > co\/n.

We first observe that if y is away from the boundary: dist(y,0%) > ¢;y/n, for some
fixed ¢; > 0, it suffices then to dominate the kernel p,(z,y) by the global transition
kernel p%d(x, y). Using (2.7) and applying the Harnack principle, which implies that
u(z) > cyu(z ), and its adjoint version, giving 4(y) > c1%(y, /), one immediately deduce
the upper estimate (2.15). To handle the remaining case where dist(y, 801) < c1y/n, it
suffices to apply the same reasoning as the case 3.1.2 “first situation” to the adjoint
process (Sn)nE]N' the estimate (3.2) having to be used instead of (3.1). This completes
the proof of Theorem 2.12.0
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Proof of Lemma 3.1. Let us first observe that if we assume n < C'it is easy to verify that
(3.1) is satisfied simply by using the range boundedness and ellipticity assumptions. Now
fix n € IN large enough and z,y € O%, such that dist(z, 00%) < ¢1y/n and |z — y| > c1v/n.
Let mo = n, define k € IN such that 2* < mg < 2**! and set m; = 2*~!; one has

Z pmﬂ(x’ Z) = Z Z pml ($7£)pm07m1 (57 Z)

2€0¢, |z—az|2clz—y| 2€0¢, |z—z|2cla—y] \E€O]

= S;+ 8o, (3.12)

where the summation range which defines Sy is S1 o == {z € 0%, |z — 2| > clr —y[} x {€ €
04, ¢ — 2| > ¢27¥} and the one which defines Sy is Sop = {z € O, |z — 2| >
cdz—yl} x {0l |¢—a| < clevl y'} We estimate the first sum S; as follows:

S1 < Z Pm,y (%5) Z Pmo—mq (572) < Z Pm4 (.13,5),

¢cod, g—z|>clzzul z€0% £cod, g—z|>clzzul
(3.13)
where we use the trivial bound Z Prmo—mi (&, 2) = Pe[T > mg —my] < 1. Regarding Ss,
zeOi
it can dominated by
So <[ D p@.€) | sup 3 PE i (6, 2). (3.14)

€0 o
Ield 3 +2€Oi,\275\26|27y‘

The boundary Harnack principle (Theorem 2.6) used to compare the two caloric functions
Ui(z,n) = Z pn(z,2), and Us(z,n) = u(z), x € O%, n=1,2, ... gives
zeOfr

D P (,6) < e Oulz )) (3.15)
f Vo
€0 1

Estimate (3.15) is deduced exactly like estimate (3.3) if we assume dist(z, 8(91) < co \/El,

where ¢( is the constant appearing at the beginning of the proof of Theorem 2.12.

Moreover, if dist(z,00%) > cy\/m,, then by Harnack inequality u(z) > cu(z /) and

(3.15) results from this remark and the obvious inequality Z Pmy (@, &) = Py[r >
¢eot

m1] < 1. On the other hand, the upper Gaussian estimate (2.7) and the doubling volume

property (2.6) allow to show by elementary considerations that

_ 2
sup > Pl i (€.2) < Cexp (—M> (3.16)

ol (mo —ma)
£€0y ZGOi, |zf£|>c%

Combining (3.12), (3.13), (3.14), (3.15) and (3.16), we obtain

Cu(x) clz —y[?
Z D (T, 2) < Z Py (T,6) + wlrx — ) €xp <_(7n0_7n1)> ’

(m,)
2€04, |z—a|>clz—y| €0 g—a|>clzzyl '

The argument can be iterated with m; = 2k=3 (1 < j < k), replacing S; o by S1 ji={z€
0, |z -2 > ¥y x {e € 04, [¢ — 2 > 22U} and Sy 0 by Sy := {2 € 04, |z — a| >
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cle= yl} x {€€ 04, \f—x\gc” y'} This gives:

J+1
Cu(x clz — y|?
Z Py (2, 2) < Z me(xaf)‘i’#EXp (7¥)
- u(Z /) 4(m1 — mg)
2€0q, o—a|ze i3t g0t |e—a|>clzzl
Cu(x clz —y)?
Z p'rnjfl(w,Z) < Z Dm; (z,8) + A exp (_2‘7|)
d lz—y| d lz—y] u(x\/ﬁj) J (mjfl - mj)
2€04, |z—z|2c 5 £e0d, |g—x[>c 2
Cu(x clz — yl?
) Py (2,2) < D O L) RcLiCo R (_ ey ) |
- _ U(ﬂ?\/mk) k2(mi—1 — my)
2€0¢, |s—alzelopil geod, g—a|>clzyl

Summing up all these inequalities and observing that k£ < logn/log2 (which implies that
|z —y|/(k+1) > ¢y/n/logn) leads to dominate the right hand side of (3.12) by:

k—1 o

P R
U\, /m M — M

zGOi, \z—x|2c1(@ 3=0 N ESY J j G+1

Using the fact that the walk (S,,),en has bounded increments, we deduce that the first
sum, is zero since n is supposed to be large. To treat the second sum we first use
the Harnack inequality to compare u(z /m;—) with u(z 4 ) for j=1,...,k — 1. This is
possible because dist(z jm;—,00%) > | /m;—1] and |z s —2 m | < /m—1(1-1/2v/2)
as soon as m,; is large (when m; is small, use the harmonicity of the function v and
hypothesis Hz). We can then deduce that u(z ;) < Cu(x jmy) < -+ < C7 M (e ) =
2¢Uy(z ), which allows us to replace 1/u(z sm77) by 2°(J+1)/u(xf) and factor
1/u(x /) in front of the sum. We finally obtain,

Wz —yl? )
n ’ S 2(/]
L e Z o (~Ca iy
2€09, |z—z|>clz—y|
2
 Cule) o (=),

This completes the proof of (3.1). The proof of (3.2) is obtained in an exactly analogous
way. O
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