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A new approach to large deviations for the
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Abstract

In this work we develop stochastic control methods for the study of large deviation
principles (LDP) for certain interacting particle systems. Although such methods have
been well studied for analyzing large deviation properties of small noise stochastic
dynamical systems [7] and of weakly interacting particle systems [6], this is the first
work to implement the approach for Brownian particle systems with a local interaction.
As an application of these methods we give a new proof of the large deviation principle
from the hydrodynamic limit for the Ginzburg-Landau model studied in [10]. Along the
way, we establish regularity properties of the densities of certain controlled Markov
processes and certain results relating large deviation principles and Laplace principles
in non-Polish topological spaces that are of independent interest. The proof of the LDP
is based on characterizing subsequential hydrodynamic limits of controlled diffusions
with nearest neighbor interaction that arise from a variational representation of
certain Laplace functionals. This proof also yields a new representation for the rate
function which is very natural from a control theoretic point of view. Proof techniques
are very similar to those used for the law of large number analysis, namely in the
proof of convergence to the hydrodynamic limit (cf. [15]). Specifically, the key step
in the proof is establishing suitable bounds on relative entropies and Dirichlet forms
associated with certain controlled laws. This general approach has the promise to be
applicable to other interacting Brownian systems as well.
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Large deviations for the Ginzburg-Landau model

1 Introduction and notation

We consider the Ginzburg-Landau model in finite volume, namely the following system
of interacting diffusions in R":

dX ¥ (t) = dZ] (t) — dZ{{, (b),
N2

dzN (t) = - [0 (XN,(t) — &' (XN (t)] dt + NdB;(t) (1.1)
on some finite time horizon 0 < ¢t < T for 1 < ¢ < N. The random variable XiN (t) is
thought of as the amount of charge at the site i/N on the periodic lattice {1/N,..., (N —
1)/N,1}, and we identify Z%,, and X ¥, with Z{" and X{" respectively. Here {B;(t)}2,
are independent standard one-dimensional Brownian motions given on some probability
space (V, F,P) and ¢ : R — R is a twice continuously differentiable function such that

/R exp(—o(x))dz = 1,
M) = / exp(Ar — ¢(x)) < oo forall A € R, (1.2)
R
and

/ exp(o|¢’(z)| — ¢(z))dx < oo forall o > 0. (1.3)
R

The process XV = (X¥)¥ | is a RV -valued Markov process with generator given by

PSSR ISt .4
2 i=1 z 2 = " B ‘
where V; = 0; — 9;4+1 and 0; denotes the partial derivative with respect to x;. Let ® be
the probability measure on R defined by ®(dz) = e~?@)dz, and let ®V be the measure
on R" defined by ®" (dx) = ®(dx,)®(dzs)...®(dx,). One may check via integration by
parts that £V is a symmetric operator on L2(R”", ®) and that therefore, ®V defines an
invariant measure for the diffusion X . Throughout this work, X* will be the stationary
process obtained by taking X (0) distributed according to ®*.
Associated with the collection (X} (¢))XY, for t > 0, consider the signed measure on
the circle S (namely the interval [0, 1] with its end points identified), defined by

Ll
uN (t,do) = ¥ > XN (t)8;n(db). (1.5)

=1

In this work we establish a large deviation principle for the stochastic process {1" (t)} yen
that takes values in the space Mg of signed measures on S.

Hydrodynamic limits for the sequence of signed measure valued stochastic processes
given by (1.5) were first investigated in the seminal work of [15] using techniques based
on estimates on relative entropies and Dirichlet forms (governing the rate of change of
relative entropies). A subsequent paper [10] laid the mathematical foundations of the
large deviation theory for such interacting particle systems. The methods developed
in [10] for the large deviation analysis have been used and extended in a variety of
interacting particle system settings such as the nongradient Ginzburg-Landau model
[22], the Ginzburg-Landau V¢-interface model [14], the infinite volume versions of the
Ginzburg-Landau model and the zero range processes [2] [21], the weakly asymmetric
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simple exclusion process [18], the symmetric exclusion process in dimension at least
three [23] and interacting spin systems [9], to name a few. The analysis in all these
works proceeds via a precise control of moments for exponential martingales. The key
ingredient is a superexponential estimate (see, for example, Theorem 2.2 of [21]) that is
used to replace the correlation fields appearing in the exponential martingales by suitable
functions of the density field. In general, superexponential probability estimates are the
most technical parts of the large deviation proofs for such systems. We note however
that such estimates have been established for some infinite volume and non-equilibrium
settings (see [21], [2]) using the so-called “one-block” and “two-block” estimates. In
other works, large deviation problems for some weakly asymmetric models have been
addressed via model-specific computations [12].

The goal of this work is to develop stochastic control methods for studying large
deviation properties of interacting particle systems of the form discussed above. Specif-
ically, we give a new proof of the large deviation principle originally obtained in [10]
using certain stochastic control representations and weak convergence techniques. This
proof also yields a new representation for the rate function which is very natural from a
control theoretic point of view. The weak convergence techniques used in this work are
very similar to those developed for the proof of the law of large numbers in [15] (see for
example the proofs of Lemma 3.7 and Theorem 3.12). These techniques allow us to prove
tightness of certain controlled processes and to characterize the weak subsequential
limits. Proofs in [10] (see e.g. Lemmas 2.1, 2.2, 2.3, 2.7 and Theorem 2.5 therein), rely
on detailed superexponential probability estimates and exponential moment bounds. In
the proof presented here, we make use of one key such estimate that is given in [15,
Lemma 6.1] (see (2.8)). Besides that, most of our analysis replaces the use of detailed
exponential probability estimates like [10, Lemmas 2.1 and 2.2] by weak convergence
arguments for controlled processes. The starting point of our proof is the Bryc-Varadhan
equivalence between the Laplace principle and the large deviations principle for random
variables taking values in a Polish space. In the current work, the state space in which
LDP is established is not Polish. Nevertheless we show in Proposition 2.1, which is a
result of an independent interest, that it in fact suffices to establish a Laplace principle.
Using a stochastic control representation for exponential functionals of Brownian mo-
tions ([3], see also [8] and Lemma 3.2 in this work), the Laplace formulation reduces
the problem of large deviations to the study of asymptotics of costs associated with
certain controlled stochastic processes. Characterization of the limits of the controlled
processes and the costs relies on a qualitative understanding of properties such as
existence, uniqueness, and continuity (in the control) of solutions of certain controlled
analogues of the hydrodynamic limit PDE associated with the system (see Lemmas 3.13
and 3.14). We note that hydrodynamic limits of certain ‘mildly perturbed systems’ are
studied in [10], however the form of the perturbations and the role they play in the
analysis is somewhat different. In particular, the perturbations analyzed in [10] are
non-random and they appear only in the proof of the lower bound. In contrast, the
controlled systems studied in the current work correspond to random perturbations and
are central ingredients in the proofs of both the upper and the lower bound.

The general framework of the proof suggests that for any given system of interacting
particles the large deviation analysis hinges on a good understanding of the associated
hydrodynamic limit theory (i.e. law of large number behavior). In particular, for the
current setting, the weak convergence arguments that allow the characterization of
costs and controlled processes in the stochastic control representations rely on similar
estimates, on relative entropies and Dirichlet forms associated with probability densities
of the controlled processes, that form the basis of the hydrodynamic limit proof in [15] for
the uncontrolled system. Obtaining these estimates, which are relatively straightforward
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for the uncontrolled system, is the most demanding part of the proof. One key technical
step in getting these estimates (Lemma 6.1) is establishing suitable regularity of the
density of the controlled process. Although many steps in the proof of this lemma are
classical in PDE literature, we have provided a full proof for keeping the presentation
self-contained. This lemma is crucial in the proof of Lemma 3.5 which relies on an
application of It6’s formula. The proof framework developed in the current work will
be a starting point for the study of more general systems such as models with jumps,
nonreversible systems and infinite volume systems, and will be taken up in future work.

Finally we remark that although many of the arguments in the paper are standard
in the weak convergence approach to the theory of large deviations, we have given full
details in order to keep the presentation self-contained and readable.

Notation. We will use the following notation. For a Polish space &£, P(£) will denote the
space of probability measures on £ which will be equipped with the topology of weak
convergence; C(€) will denote the space of real valued continuous functions on &; and
C([0,T] : £) will denote the space of continuous functions from [0, 7] to £ equipped with
the topology of uniform convergence. A collection of P(£)-valued random variables will
be called tight if their probability distributions form a relatively compact collection in
P(P(£)). We will denote by L2([0,T] : R™) and L?([0,T] x S) the Hilbert spaces of square
integrable functions from [0, 7] (resp. [0,T] x S) to RY (resp. R). Given two probability
measures v, # on some measurable space, the relative entropy of v with respect to 6 will
be denoted as R(v]|#). For any subset A in the sigma-algebra of a measurable space
R, 14 : R — R will denote the indicator function which takes the value one on A and
takes the value zero on the complement of A. We will denote by «, k1, k2, ... generic
finite constants that appear in the course of a proof. The values of these constants may
change from one proof to the next.

In order to give a precise statement of the result we begin by discussing the topology
on the space Mg and on the space of Mg-valued continuous paths.

1.1 Topology on the space of signed measures

The space Mg equipped with the topology of weak convergence is not metrizable
and therefore this topology is not convenient to work with. Instead we proceed as in
[15]. Consider the spaces {.Mfg}le]N, where Mfg is the space of signed measures on S
with total variation bounded by [/, namely /\/lls consists of v € Mg such that

IVlrv = sup (v, f) <1, (1.6)
feB1(9)

where B (S) is the space of real functions on S with || f||cc = supgeg |f(€)| < 1 and for
a signed measure y and a bounded real function f on S, (v, f) = [ f(#)y(df). Note
that Mg = Ulem/\/lls. The space Mls equipped with the topology of weak convergence
is a Polish space and one convenient metric (see Lemma 1.1) on this space is the
bounded-Lipschitz distance defined as

dpr(71,72) = sup (v — 2, F)|, 1,72 € M,
fEBL1(S)

where BL;(5) is the space of Lipschitz functions on S with || f||pr = max{||f|lec, | fllz} <
1, and

f(01) = f(02)
d(61,02)

where d(f1,62) is the length of the arc [f;,62] of the circle S viewed as the interval
[0,1] with its endpoints identified. Let Q! = C([0,7] : MY) be the space of M-valued

[fllc=~ sup
01,02€S5,01#602

)
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continuous paths. This is a Polish space with distance d, given as

di(p1,p2) = sup dpp(pa(t, ), pa(t,-)), pi, pe € QL (1.7)
0<t<T

Let Q = UienQ'. Let C([0,T] : Mg) denote the space of all paths in Mg that are
continuous in the topology of weak convergence. It is easy to check that for any
p € C([0,T] : Ms) and any continuous function f on S supy<,<r [o f(0)u(t, df) < oo.
Therefore, by the uniform boundedness principle (see for example [24])

sup lt, ey = sup sup | f@)u.db) < oo,
0<t<T 0<t<T feB,(S) /s

and thus Q = C([0,T] : Mg). In particular, for any p € Q such that for every ¢ € [0, 7],
wu(t,-) has a density m(t,0) (namely, u(t,dd) = m(t,6)do),

sup / |m(t, 8)|do < co. (1.8)
0<t<T Js

The space (2 will be equipped with the direct limit topology, namely a set G C (1 is open
if and only if for every [ € IN, G! = G N Q' is open in Q!. Similarly, Mg = Ujen M is
equipped with the corresponding direct limit topology.

The stochastic processes {u” (t)} yen introduced in (1.5) has sample paths in €,
i.e. {u"}nen is a sequence of Q-valued random variables. The goal of this work is to
establish a large deviation principle for {¢" } yew on € (equipped with the direct limit
topology). We record below a few useful facts about the topology used here. For x € 2
and a set A € Q, let d.(z,A) = inf{d.(z,y) : y € A}. For proofs of these facts, see
Appendix D.

Lemma 1.1. The following hold.

(a) For eachl € N, the weak convergence topology on Mfg is equivalent to the topology
induced by the bounded Lipschitz metric.

(b) Let {pn}nen C Q be a sequence which converges to n € Q2. Then the following hold.

(i) For every f € C(S), supozrr iin(0), £) — (u(t), £)] = 0 as m = oo,
(ii) For some | < 00, jin, 1 € U for alln € IN.

(iii) dy(pin, ) = 0 @asn — co.

(c) Let F be a closed set in (2. Let forl € (0,00) and z € Q, h(z) = d.(z,F'). Then h is a
continuous function on ).

1.2 Rate function

We now introduce the rate function associated with the collection {u"}yen. The
form of this rate function is different from that given in [10] (see Remark 1.3). Let for
A € R, p(A) =log M()N), and let h(x) = sup,cr{Az —p(A\)} be the Legendre transform of p.
Let Q) denote the collection of all i in Q such that forall 0 < ¢ < 7, u(t, df) has a density
m(t,0) (namely u(t,dd) = m(t, 0)do) that is weakly differentiable in 6§ and satisfies

/ h(m(t, 0))dtdd < oo, (1.9)
[0,T]xS
/ W (m(t, 0))2dtd8 < oc, (1.10)
[0,T]xS
EJP 25 (2020), paper 26. http://www.imstat.org/ejp/
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where [-]y denotes differentiation with respect to 6.

Let 7 € P(R x S) such that, writing its disintegration as w(dx df) = w1 (dx | 6)db,
Jg |z|m1(dz]8) < oo for a.e. 6, and with mo(0) = [ zmi(dx|f), [4h(mo(0))do < co. We
denote the collection of all such 7 as P (R x S ).

Consider the P(R x S) valued random variable

LN (dx: d9) = Z S (0 ()8 /v (d6).

i=1

Then one can see that LY converges in probability to the deterministic measure 7
defined as
mo(dx db) = ®(dx)db. (1.11)

Roughly speaking 7 € P(R x S) of the form introduced above correspond to the collection
of probability measures for which the rate function associated with the LDP for L%,
namely, R(r|mo) is finite (see Remark 1.3 below).

For (u,7) € L2([0,T] x S : R) x P.(R x S) we define M, (u, ) to be the collection of
all i € Q, u(t,dd) = m(t,0)dd, such that m solves

Oym(t,0) = % (B (m(t,0))]pe — Opul(t, ), m(0,0) = mg(0) (1.12)

where the equation is interpreted in the weak sense, namely for any smooth function J
on S and any ¢ € 0,77,

/J m(t,0)do — /J
/ /J" )R (m(s,0)) d9d5+/ /J’ u(s, 0)dods. (1.13)

Define I : 2 — [0, 0] by

{(w,m):peMeoo (u,m)}

. I )
() = inf [2/0 /S|u(8,9)| d¢9d3+R(7r||7ro)] (1.14)

for i € Q, where the infimum is over (u,7) € L*([0,T] x S : R) x P.(R x §), and set
I(u) = oo for u € 2\ Q. By convention, infimum over an empty set is taken to be co.

1.3 Statement of the main result
The following is the main result of this work. The proof is given in Section 2.
Theorem 1.2. | is a rate function on (2, namely for every M < oo {p € Q: I(u) < M} is

compact, and {;:N } ye satisfies a large deviations principle on 2 with speed N and rate
function 1.

Remark 1.3. In [10], Donsker and Varadhan proved a large deviations principle for
{uN} new with rate function

T
T(u) = /S h(m(0,0))d6 + / Byt 0) — [ (m(t,0))]oo| 1,

if 4 has a density such that pu(t,df) = m(t,0)dd, and I(u) = -
denotes the Sobolev H_; semi-norm, i.e. the dual of the Sobolev H; semi-norm (see [1]).
By the uniqueness of rate functions (see for example [11, Theorem 1.3.1]) and Theorem
1.2, it follows that I = I. This fact can also be verified directly by using the identities

/h(m(O,H))d&zinf{R(wHwo):ﬂeP*(RxS) and / 271 (dz|9) =m (0, 8) for every 965}
S R
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and
/0 |0gm(t,0) — [ (m(t,0))]ea|_1dt

= inf {/O /S lu(t,0)*dfdt : v € L*([0,T] x S) and dyu = dym — ;[h/(m(t,g)]gg} :

The form of the rate function given in (1.14) emerges naturally from the weak conver-
gence approach to the proof of the large deviation principle when one identifies the
limit points of controls and controlled processes in the variational representation in
(3.3). It combines features of cost representations for rate functions associated with
Sanov’s theorem and small noise problems for stochastic dynamical systems. This form
also suggests how to approach the proof of the lower bound using stochastic control
representations. We note that representations for rate functions in terms of control
problems is not new and similar representations have been given for many different
large deviation problems in the literature (see [11, 5] for many such examples).

Organization. Rest of the paper is organized as follows. In Section 2 we provide the
proof of our main result, namely Theorem 1.2. The proof relies on Proposition 2.1 which
says that it suffices to prove certain Laplace asymptotics and compactness properties
of level sets of I. These properties are established in Theorem 2.2 and Lemma 2.3.
Proofs of Proposition 2.1, Theorem 2.2, and Lemma 2.3 are given in Sections B, 3, and 4
respectively.

Section 3 that establishes the desired Laplace asymptotics (namely Theorem 2.2)
relies on several other results. The first two key lemmas are Lemma 3.4 and 3.5 that
give suitable bounds on relative entropies and Dirichlet forms. The proofs of these two
lemmas and of a key lemma on regularity of densities of controlled processes (Lemma
6.1) are given in Section 6. The proof of Theorem 2.2 also uses a potpourri of tightness
and weak convergence results (Lemmas 3.7-3.11) some of which are quite standard.
The proof of Lemma 3.7 is in Section 7 while Lemmas 3.8-3.11 are proved in Section
8. Another important result needed in the proof of Theorem 2.2 is the characterization
of weak limits of controls and controlled processes. This result, formulated in Theorem
3.12 is proved in Section 5. The final set of results needed for the proof of Theorem 2.2
are Lemmas 3.13 and 3.14 that give existence, uniqueness and continuity properties of
the controlled hydrodynamic PDE (equation (1.12)). These lemmas are proved in Section
C. Based on the above results, the proof of Theorem 2.2 is completed in Sections 3.2.4
and 3.3.2.

Thus the overall organization is as follows. Section 3: Proof of Theorem 2.2; Section 4:
Proof of Lemma 2.3; Section 5: Proof of Theorem 3.12; Section 6: Proofs of Lemmas 3.4
and 3.5 and the regularity lemma, Lemma 6.1; Section 7: Proof of Lemma 3.7; Section 8:
Proofs of Lemmas 3.8, 3.9, 3.10, and 3.11; Section B: Proof of Proposition 2.1; Section C:
Proofs of Lemmas 3.13 and 3.14. Finally Section D gives the proof of Lemma 1.1.

2 Proof of Theorem 1.2

In this section we present the proof of Theorem 1.2. The main ingredient in the
approach we take is the following result which says that in order to prove the large
deviation principle it suffices to prove certain Laplace asymptotics and certain compact-
ness properties of the function I. Recall that a function I : £ — [0, 0] is called a rate
function if it has compact sublevel sets, i.e. for every M < oo, the set {z : I(z) < M}
is a compact subset of £. For a sequence of random variables {Z"V} yc taking values
in a Polish space &, it is well known that (cf. [11, Theorem 1.2.3]) the large deviations
principle is equivalent to the Laplace principle, that is, {Z"}yen satisfies the large
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deviations principle with rate function I if and only if I has compact sub-level sets and
for all bounded and continuous functions F,

lim %logEexp(—NF(ZN)) — it {I(2) + F(a)}. @.1)

N—o0 ze€

Since (2 is not a Polish space, but instead an infinite union of Polish spaces, we will need
the following generalization of the above result. The proof is given in Appendix B.

For a set A C , A' will denote ANQ!. For A C Qand [ :Q — [0,00], let I(A) =
infrea I(x).

Proposition 2.1. Suppose that {Z"} ycw is a sequence of 2-valued random variables
such that

1
lim limsup — log (P(ZY € @\ Q) = —cc. (2.2)
=00 Nooo IN

LetI:Q — [0,00]. Then the following hold.

(a) If for all continuous and bounded g : 2 — R
1
liminf — log Elexp(—=Ng(Z™))] > — inf {g(n) + I (1)}, (2.3)
N—ooo N pneQ
then for every open set G C (),

lim inf%logIP(ZN €G) > -I(Q). (2.4)

N—o00

(b) Suppose that for every M < oo, the setT'yy = {u € Q : I(n) < M} is a compact
subset of Q2. If for all continuous and bounded g : 2 — R

1
limsup — log Elexp(—Ng(z"))] < — Ijgg{g(u) + I()}, (2.5)

N—o0

then for every closed set F' C 2

1
limsup — log P(ZY € F') < —I(F"), foralll € NN, (2.6)
N—o0 N
and
1
limsup — logP(ZY € F) < —I(F). (2.7)
N—o0 N

The following result shows that for the collection {V} ye introduced in (1.5), the
Laplace asymptotics of the form needed in Proposition 2.1 are satisfied. The proof is
given in Section 3.

Theorem 2.2. For all bounded and continuous g : ! — R,

. 1 N .
Jim = log Eexp(—Ng(u™)) = ﬁgg [L(p) +g(p)]

where [ is defined by (1.14).

The following result gives a compactness property of sub-level sets of I. The proof is
given in Section 4.

Lemma 2.3. Let [ be as in (1.14). For alll € N and M < oo the set T,y = {n € Q! :
I(p) < M} is a compact subset of Q.
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2.1 Completing the Proof of Theorem 1.2

In order to prove the first statement of Theorem 1.2, namely I is a rate function on
, it suffices in view of Lemma 2.3 to show that for every M < oo, there existsal € IN
such that Ty = {p € Q@ : I(p) < M} C I'; ps. We argue via contradiction. Suppose that
there exists M < oo such that for every [ € IN there exists u! ¢ Q! such that I(u!) < M.
From the lower semi-continuity of total variation it follows that ' is closed in QY for
all I’ > [. Thus, (Ql)C is open in 2. The proof of [15, Lemma 6.1] shows that there exist
C1,C9, 0y € (O, OO) such that

P(u™ ¢ O < Cre Nl foralll >y and N € IN. (2.8)

In particular (2.2) holds with Z" replaced with V. It now follows from Proposition
2.1(a) and Theorem 2.2 that for each [ € IN

l}\rininf%log]P(uN € (QH°) > —1((QH°) > —I(u') > —M. (2.9)

However this contradicts (2.8) and therefore the proof that I is a rate function on 2 is
complete. The second part of the theorem is now immediate from (2.8) (which, as noted
previously, implies (2.2) with ZV replaced with xV), Proposition 2.1 and Theorem 2.2.

O

3 Proof of Theorem 2.2

3.1 Variational representation

The following representation formula for exponential functionals of F'(u") follows
from [8, Proposition 4.1]. The latter result builds upon ideas in the proof of a similar
representation for functionals of a finite dimensional Brownian motion in [3]. Let
(V, F,P) be a complete probability space on which we are given an N-dimensional
Brownian motion, which we denote once more as (B, ... By) = B, and a R -valued
random variable X~ (0) independent of BY and with probability law IT1V. Let {F;} be
any filtration satisfying the usual conditions (namely the filtration is right-continuous
and F, contains all P-null sets) such that BY is a {;}-Brownian motion and XV (0) is Fy
measurable. Let Gy = (V, F, {F;},P, X (0), BY) and consider the following collection
of processes

AN (Spnv) = {9 : ¢ = (¢;)X, and each v; is a real-valued
F; progressively measurable process}.

Let AY (&~ ) denote the collection ¢ € AN(Sp~) such that for some M € (0,0),
fOT |YN (s)|?ds < M a.s. Fora ™ € A) (Spn), let

BN(t) 'B,;(t)+/t¢fv(s)ds, tel0,T),i=1,...N.
0

Let XN (t) = (X (t))XY, be the solution to the system of equations defined the same way
as (1.1) but with B (¢) in place of B;(t), i.e.

XN (t) = dZN (1) - dZN, (1),
a7V (1) = N; 6 (XX, (1) — & (XN (0))] dt + NdB, (1), 3.1)

We shall refer to X” as the controlled process and to X* as the uncontrolled process.
Let iV (t) denote the signed measure on the unit circle associated with the controlled
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process X}V, defined in a manner analogous to (1.5). Given a probability measure
YN € P(RY), we consider the disintegration

HN(d{,E) = 11y (dzy ) o (daa|zy) . . . Oy (den|z1, .- 2N —1) (x,dx;),

u:jz

and with X (0) distributed as 11", we define a family of P(R)-Valued random variables
by

&V (dz) = N (XN (0),dx). (3.2)
In order to emphasize the initial distribution IIV, we will sometimes write the probability
measure P as Py~ and denote the corresponding expectation by Ep~. The following
representation is a consequence of [8, Proposition 4.1] (see also Lemma 5.1 therein).

Lemma 3.1. Let F' : () — R be a continuous and bounded function. Then for all N € IN

1
— v log Eexp(=NF(u"))

= inf inf
v &, n wNeA{f(eHN

, (3.3)

Z( (@N|9) + = /‘T|¢N<s>|2ds>+F<nN>
2/,

where the outer infimum is over all IV € P(R") and all systems Gy~ .

An examination of the proof of [8, Proposition 4.1] and [3] (see [4, Lemma 3.5]) shows
that the class of controls on the right side above can be restricted as follows. For N € NN,
let AY (&pv) denote the class of simple adapted processes ¢V € AY (&~ ), namely for
eachi=1,...,N, ¥ is of the form

Z Uit ;.0 ( (3.4)

where 0 =ty <t; <...<tg =T is a partition of [0, 7] and U;; is a family of real random
variables such that U;; is measurable with respect to o({BN(¢) : 0 < ¢ < ¢;, XV(0)}) and
for some C € (0, 00)

almost surely. Note that the partition and the constant C are allowed to depend on
N and the control V. The following result says that AéV(GSHN) in Lemma 3.1 can be
replaced by the smaller class AY (S ).

Lemma 3.2. Let F' : () — R be a continuous and bounded function. Then for all N € IN

1
— v log Eexp(=NF(u"))

N

T
59 (R@f;v 9+ [ <s>|2ds> + PN

i=1

= inf inf Epx

, (3.6)
N, 6N YyNeAN (Spn)

where the outer infimum is over all IV € P(RY) and all systems &~ .

Remark 3.3. The starting point for the proofs of Lemmas 3.1 and 3.2 is the celebrated
representation formula due to Donsker and Varadhan (cf. [5, Proposition 2.2]). The
paper [3] used this result together with Girsanov theorem and martingale representation
theorem to give a stochastic control representation for exponential functionals of a finite
dimensional Brownian motion. The paper [8] extended this representation to the case of
functionals that depend, in addition to a Brownian motion, on an independent random
variable with values in a Polish space. The proof of this extension combined ideas of
proofs for variational representations given in [3] with those in the proofs of variational
representations used in Sanov’s theorem proof based on weak convergence methods (cf.
[5, Proposition 3.1]).
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3.2 The Laplace upper bound
In this section we will prove the inequality

lim sup 1 log Eexp(—=NF(u™)) < — inf [I(1) + F(p)] (3.7)
Nooo IV HEQ

for all bounded and continuous F': {2 — R, where [ is defined by (1.14). This inequality,

together with the complementary inequality given in Section 3.3 will complete the proof

of Theorem 2.2. We begin with some key bounds on certain relative entropies and

Dirichlet forms.

3.2.1 Bounds on relative entropy and an associated Dirichlet form

In this section we present two technical lemmas. Lemma 3.4 tells us that if the relative
entropy Hy (0) of the initial measure IT" with respect to ®" grows linearly with N, then
so does the relative entropy Hy (t) between the law of the controlled process X* (¢) and
that of the uncontrolled (stationary) process X N (t) at time ¢, for suitable collection of
controls. This lemma will be key in proving tightness of the signed measure valued
processes { aN }new as well as in characterizing the subsequential hydrodynamic limits
of these controlled processes.

Lemma 3.4. Let IV € P(RY) for each N € IN. Consider a sequence of controls
{4N} e such that YV € AN(Spw), for some system &y, for each N. Suppose that for
some Cj € (0, 00)

sup — ds < Cy, su —H = su R(IV|®N) < ¢, (3.8)
NE%NZ/ Pds < Co.sup THN(0) = sup LRIV [BY) < .

Denote the controlled process associated with the controls 1" and initial distribution
IV as X¥ and let fort € [0,T], Qp~ (t) denote the law of the controlled random variable
XN(t). Then, there exists Ct € (0,00) such that for every t € [0,T],

Hy(t) = R(Qux ()| ®Y) < CrN forall N € IN. (3.9)

For any function f on R that is continuously differentiable along the vector fields
Vi,...,Vn, we define the Dirichlet form

N
)= [ i@ ),

where as before V; = 9; — 0;41. If, in addition, f is positive, we define Iy (f), given in
terms of the Dirichlet form of the square root of f, as follows:

N
— _ (Vif(@))? o n -
(N =1on(WD =3 [ SR an

Lemma 3.5 gives an upper bound on Iy(f).

Lemma 3.5. For N € N, let IV, 4N, X~ be as in Lemma 3.4. Then for eacht € [0,T]
and N € N, XN (t) has a density {py(t,z) : = € RN} with respect to ®" which is
continuously differentiable along the vector fields V1, ..., Vy and satisfies the following
bound for some C € (0, 00):

1 [T C
Iy T/o (s, )ds < forall N > 1. (3.10)
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Lemmas 3.4 and 3.5 provide the key technical estimates in proving that subsequential
hydrodynamic limits of controlled processes are weak solutions of (1.12) via the ‘block
estimate method’ of [15]. More precisely, these two lemmas will allow us to apply [15,
Theorem 4.1], which will be the main ingredient in the proof of part (v) of Theorem 3.12
stated in Section 3.2.3 below (see proof of (5.8)). Lemmas 3.4 and 3.5 will be proved in
Section 6.

Remark 3.6. The use of entropy and Dirichlet form bounds as above in proving hydro-
dynamic limits of interacting particle systems is not new [19]. However, in our case, we
need these estimates for controlled processes which, a priori, lack regularity properties
that come for free in the classical models. Indeed, a major technical step in obtaining
the estimate in Lemma 3.5 is proving a regularity lemma for the density of controlled
processes (see Lemma 6.1).

3.2.2 Tightness results

In this section, we collect several lemmas that provide certain tightness properties and
characterizations of limit points. Lemma 3.7 establishes the tightness of the controlled
processes {ji’¥} yen in (2 for a suitable class of controls.

Lemma 3.7. For N € NN, let IV, ¢V, X" be as in Lemma 3.4. Then the associated
sequence of controlled signed measure valued processes {1V } yen is a tight sequence of
Q-valued random variables.

Lemma 3.7 will be proved in Section 7.

For N € N, fix IV € P(R") and let X"V (0) be a R"-valued random variable with
distribution IT1V. Let @Y be P(R)-valued random variables as defined in (3.2). Define a
collection of P(R x S)-valued random variables by

vV (dzdd) = @) (dx)d;/n(df), i =1,...N, NeN (3.11)

and let v (dzdf) = + Zf\il v} (dzdf). Also consider a related random probability mea-
sure on R x S given by

N

_ 1

LN (dzdf) = v > dxn (o) (dx)d; v (d6). (3.12)
1=1

The random measures v~ can be intrepreted as certain (conditional) means of LY. Al-

though (as shown in Lemma 3.9) " and L" are asymptotically the same, it is convenient
to consider both sequences of random measures. Note that iV (0,df) = [, 2L (dzdf)
and subsequential limits of LV can thus be used to produce subsequential limits of
¥ (0,d0) (see Lemma 3.10 below). However, the measures {v"V} ycn are easier to work
with as tighness for these measures can be shown by simple relative entropy arguments.
The following lemmas establish tightness of {L"V, "} ycn and also characterize the
subsequential limits, showing in particular that tightness of {L"V} v is related to that
of {VN }new and their weak limits along a common subsequence, if they both exist, are
necessarily the same.

Lemma 3.8. For N € N, let ®V, LY and vV be as above. Suppose that for some
C € (0,0)

1
E (N;R('I'i ||<1>)> <C. (3.13)

Then { (L™, vN)} ;o 1S @ tight collection of (P(R x S))*-valued random variables.
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Lemma 3.9. For N € IN, let &Y, L and v be as in Lemma 3.8. Suppose {(L",v™)} yen
converges in distribution to (L,v) along some subsequence. Then L = v with probability
1. Furthermore, the second marginal of L is equal to A\, the Lebesgue measure on S.
Lemma 3.10. For N € N, let ®, LV and vV be as in Lemma 3.8. Suppose that
{LN }nNen converges in distribution to L along a subsequence. Then,

// |z| L(dzdf) < oo, a.s. (3.14)
S JR

Furthermore, {ii™ (0,d0)} nen = { [ L™ (dzdf)} nen converges in distribution in Mg to
some limit 1(0, df) along the same subsequence, and

(0, df) :/xf/(dxd0), a.s. (3.15)
R

Lemma 3.11. Let 7* € P(R x S) be such that its second marginal is the Lebesgue
measure on S. For N € IN, define
i/N

N (dz) = N o 71 (dz|0)dd, 1<i<N, (3.16)
i

where 7*(dz, df) = =7 (dx|0)df. Suppose that R(n*||my) < oo, where m, was defined in
(1.11). Let XN (0) = (X1(0),...,Xn(0)) be a RN -valued random variable with distribu-
tion

Y (dz) = &V (dzy1) ... ®N (dxy).

Then {L" } yen defined by (3.12) converges in probability to 7*.

The proofs of Lemmas 3.8, 3.9, 3.10 and 3.11 are quite standard, however for
completeness, details are given in Section 8.

3.2.3 Characterizing subsequential limits of controlled processes

The following theorem characterizes subsequential hydrodynamic limits of the controlled
processes {/i" } yen and, in particular, establishes that any subsequential hydrodynamic
limit has a density which is a solution to (1.12). Let for N € IN, vV = (¢, ... %) €
L2([0,T] : RY). Associated with such a ¥V, define uy = un (1)) € L?([0,T] x S) by

N

un (t,0) = > N (O —1)/n5.0/n(0), (t,0) € [0,T] x S. (3.17)
i=1

Note that
1L /T
lun (t,0))?dtdd = — / [y N (t)|?dt.
/[o,T]xS N; 0 '

In particular if {tV} is a sequence as in Lemma 3.4 satisfying the first bound in (3.8),
then the associated sequence {uy}, ux = ux (/") takes values in the set

Sc, = {u € L*([0,T] x S) : /

lu(t,0)|*dodt < Cy ¢ .

[0,T]xS

Equipped with the topology of weak convergence on the Hilbert space L?([0,T] x S),
Sc, is a compact metric space and thus {uy } yen regarded as a sequence of S¢,-valued
random variables is automatically tight.
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Theorem 3.12. Suppose that IIV, ¥V, X" are as in Lemma 3.7 and suppose that along
some subsequence { (i, un))}nen converges in distribution to (fi,u) as Q x Sc,-valued
random variables. Then the following hold almost surely.

(i) There is a measurable function m on [0,T] x S such that for almost every ¢ € [0,T),
m(t,-) € L*(S) is the density of i(t,df), namely fi(t,df) = m(t,0)do.
(ii) m(0,0) is the density of i(0,df), namely (0, df) = m(0, 0)db.
(iii) [ 5 D72, 0))dtdd < o0 and [ h(1m(0,6))d0 < oo.
(iv) For a.e. t € [0,T], the map 6 — h'(m(t,0)) is weakly differentiable and

/ 100 (W (m(t, 0))))7 ded6 < oo,
[0,T]1xS
(v) m is a weak solution to (1.12), i.e. for any smooth J on S and t € [0,T], (1.13) is

satisfied with m replaced by m, mg = m(0, ), and u as above.

Theorem 3.12 will be proved in Section 5.

3.2.4 Completing the proof of Laplace upper bound

We now complete the proof of the inequality in (3.7). Fix F' bounded and continuous on
2 and let € € (0,1). Using Lemma 3.2 we can choose for each N € IN, [TV € P(R"), a
system Gpv and YV € AY(Spv) such that

‘}N fI) 1 ! N 2d F—N
NZ 1) 2/0 [;" (s)|"ds | + F(a™)| —e.

(3.18)

1
N log E exp(—NF(u™

Since F' is bounded, there is a C € (0, 00) such that

N
sup EHN( Z ¢N||q>> <C, sup B~ (21\12/ [l ( )|2ds> <C. (3.19)

NeN

Now fix M = C V (2(||F||«C + 1)/¢). Define stopping times

TN’Miinf{t>O /w)N ds>M}

and controls 1/JN Mgy = ¥ (s)1[,7~.11(s). Denote the controlled measure valued process

fi obtained by replacing " with ¢""" as zV:™ . Then

1 & T
0 = N 2 N
v |57 2 | s+ )
[ LT 1
2 B gy 3 [ M s+ G | B PG~ )
i=170

_ 1 T B o
> B |5 30 [ 1 6)Pds + PG| = 2 PP [ # )
L i=1

N T
= 1 N.M, 2 _N.M
>E — o F ’ — 2
2 Buv | 5 ;:1/0 ;" (s)[Fds + (™) | — e, (3.20)
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where the last inequality follows from our choice of M and observing that

NZ/ [N () |ds>M]<AC/[

P [ # N M) < P

Using (3.20) in (3.18) we have that

- < logBexp(~NF(u)

N

1 =\ 1 r N,M 2 N,M
<> | B@] Hq>)+§/0 WM (s)2ds | + F(aVM)| — 2. (3.21)

=1

Z ]EHN

For the rest of the argument we will suppress M from the notation and write ¢™'™ and

aNM simply as 4"V and iV respectively. Note that with the new defintion of ¥V and "V

we have that

sup —Z/ [N (s)2ds < M as. (3.22)

Define uy = uy(¥"V) as in (3.17). By the lemmas in Section 3.2.2, we may find a
common subsequence along which {(ux, LY, v, i’)} yew converge in distribution, in
Sy x (P(R x S))? x Q to (u, L,v, i). Using Fatou’s Lemma and the fact that the map
I fOT Js | f(s,0)?dsdf is lower semicontinuous on L*([0,7] x S) with respect to the

weak topology, we have

1 1
nminffEnN/ /|uN(s,9)|2dsdezlE/ /|u(s,9)|2dsd9. (3.23)
N—oo 0o Js 0o Js

Note that L = v by Lemma 3.9 and that (0, df) = [ #L(dxdf) by Lemma 3.10. Further-
more, from Theorem 3.12, v € P,(R x S) and i € M (u,v) a.s.
Define the random measure on R x S as
N

N(dw do) = " ®N (dx) v, (i41)/n(0)d6.
=1

By integrating against uniformly continuous test functions on R x 3, it is clear that m®
converges weakly to the same limit as vV, namely v. Moreover, by the chain rule for
relative entropies (see for example [11, Theorem C.3.11), & SV | R(®N||®) = R(m™ ||m).
Therefore, by the lower semicontinuity of R(-||mg),
1N

o . 5N T N > . )

lim inf ;R(@ 1) = Jim inf R(m™ ||m) > R(v|mo) (3.24)
Thus, by (3.21), (3.23), (3.24) and the continuity of F', we have

hmmffﬁlogEexp ( NF (/LN)) + 2¢

N—o0

1 Y 1 T
Z N Ny 2
= liminf By~ (F (5"™) + R(mN||mo) + / / lun (s 0)|2dsd9>
N —oo

> (F( )+ R(v|mo) + / /|u 5.0)| 2dsd0>

> Inf (F () + ()]

EJP 25 (2020), paper 26. http://www.imstat.org/ejp/
Page 15/51


https://doi.org/10.1214/20-EJP434
http://www.imstat.org/ejp/

Large deviations for the Ginzburg-Landau model

where the last inequality uses the fact that i € M (u,v) a.s. Since € > 0 is arbitrary,
this completes the proof of (3.7). O

3.3 Laplace lower bound

In this section we establish the complementary bound to (3.7), namely we show that
for every bounded and continuous F : 2 — R,

1

liminf — log Eexp(—=NF(u)) > — inf {F(u) + I(p)}. (3.25)
N—ooo N nEQ

The two bounds together will complete the proof of Theorem 2.2. We begin with some

results on existence and uniqueness of solutions of controlled PDE in (1.12).

3.3.1 Existence and uniqueness of solutions to (1.12)

In this subsection, we present two lemmas which establish the existence, uniqueness
and continuity of solutions (with respect to u) of the “controlled hydrodynamic limit”
equation given in (1.12). The first lemma shows the existence of a solution to (1.12) if u is
smooth. The second lemma shows that if if m; and ms are solutions to (1.12) with same
initial condition and u; and us in place of u, then the distance between the corresponding
elements of ) is controlled by the L?-distance between u; and us. In particular, if we
choose u; = us, this will imply that any solution to (1.12) is unique (within a suitable
class).

Lemma 3.13. Letu € C*°([0,T]xS). Then for any mq € L*(S) satisfying [ h (mo()) df <
oo, there exists a unique solution to the PDE (1.12). Furthermore, u(t,df) = m(t,0)do,
t € [0,T), defines an element of ), the function § — m(t,0) is weakly differentiable and
satisfies (1.9) and (1.10).

Lemma 3.14. (i) Suppose that py, pe € Q are such that for 0 < t < T, p;(t,df) has a
density m;(t,0), namely, p;(t,d0) = m;(t,0)dd, and that m, satisfies (1.9) and (1.10)
fori =1,2. Let uy,uy € L*([0,T] x S), let mg € L'(S) satisfy [;h(mo())df < oo,
and suppose that m, and my are weak solutions to (1.12) with u replaced with u;
and uy respectively and initial density mq as above. Then

di(p1,p2) = sup dpr(pa(t, ), pa(t, ) < €772 |ur — uslfa.
0<t<T

In particular, for any u € L*([0,T] x S), there is at most one p € 2 with a density
m(t,-) for 0 <t < T that satisfies (1.9), (1.10) and solves (1.12) with m, as above.

(ii) Suppose {u,}ncn is a sequence in C*°([0,T] x S) that converges to u in L*([0,T] x S).
Define p,, € ) associated to u,, by p,(t,df) = m,(t,0)d0 where m,, is the weak
solution to (1.12) with u,, in place of u and mg as in part (i). Suppose there exists a
weak solution m to (1.12) associated with the limiting v and the chosen mq. Define
w € Q by u(t,dd) = m(t,0)d. Then d.(un, ) — 0 and the sequence {j }nen is
uniformly bounded in total variation norm, namely sup,,cy SUpg< ;<7 || tn (t)||7v < c0.
In particular, {{, }nen converges to p in (). -

Lemmas 3.13 and 3.14 will be proved in Appendix C.

3.3.2 Completing the proof of Laplace lower bound

The goal of this section is to show the bound in (3.25) for all bounded and continuous F.
We begin with the following lemma.
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Lemma 3.15. Suppose 7* € P.(R x S) such that R(n*||m) < oo and u € C*([0,T] x S).
Define fori=1,...,N, ®N € P(R) as in (3.16) and v € L?([0,T] : R) as

Jj=1

N . .
. T 1
wZN(t) = E U (JJV, N) ]I(jT/N’(jJrl)T/N] (t), te [O,T] (3.26)

Define TV (dz) = ®Y (dz1) ... ®N(dzy) and ® = ®N. Associated with TV and {¢)¥} as
above, let ﬁN be defined as in Section 3.1. Then

1 T N N T
lim 7/ YN (t th:/ / u(t,0)|?dodt, (3.27)
N%ONO;I,()I ; S\( )l
1L
NZR(MH@)gR(W*HWO), forall N € N (3.28)
=1

and {ji" } yen converges to [i in distribution in Q where [i(t,df) = m(t,0)df and m is the

unique weak solution of (1.12) with u as above and m(0) = [ 77} (dz|f), 6 € S.

Proof. The first statement in the lemma is immediate from the uniform continuity of .
The second is a consequence of Jensen’s inequality:

1oL 1 &
NZR({)ZJ-V@):NZR(N/(
=1 =1

i—1)/N

i/N

ﬁ(dm|0)d0||<1>>

N i/N
< Z/ R(x1(dz]0)[|)d0 = R(x*||mo). (3.29)
i—1 (i—1)/N

Now consider the final statement. From the convergence in (3.27) and from the chain
rule for relative entropies,

1 N

A [0Y) = 3L R@Y|) < R o) < .
and thus, by Lemma 3.7, {ii’V} yen is tight.

Let i be any subsequential weak limit of {ji" } ye. By Lemma 3.10 and Lemma 3.11,
(0,df) = mo()dh, and by construction uy converges to u in L?([0,T] x S). By Theorem
3.12 we now see that ji(t, df) has a density m(¢,0) for 0 < t < T and that m(t, 6) solves
(1.12) with u as above and initial condition mg. The unique solvability of this equation is
a consequence of Lemma 3.14. The result follows. O

We now complete the proof of the Laplace lower bound (3.25). Fix F' bounded and
continuous, and let € > 0. Choose p* € () such that

F(a*) + 1) < b {F(w) + 1)} +e. (3.30)

and then choose u* € L?([0,T] x S) and 7* € P,(R x S) such that i* € M. (u*,7*) and

T
I(ﬁ*)+ez1 / /|u*(s,9)\2d9ds
21Jo Js

Fix § € (0,1) and let ™ € C*°(]0,T] x S) be such that ||u** — u*|2 < m. Let
mo(0) = [ zm;(dz|f) for 6 € S. Note that

+ R(7*||m0). (3.31)

/ h(mo(6))d6 < / R(x7(10)[9)d6 = R(x*mo) < oo.
S S
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Therefore, by Lemma 3.13 there exists i** € Q such that i**(¢, df) has a density m**(t, 9)
for 0 <t < T, that satisfies (1.9) and (1.10), and is the unique weak solution of (1.12)
(with m replaced with m**) with the above choice of my and u replaced by u**. In
particular, i** € M(u**, 7*). By the last statement in Lemma 3.14 and the continuity of
F we have that |F(i*) — F(i**)| < € if § is chosen to be sufficiently small. Define ¥
and ¢ by (3.16) and (3.26), respectively, with (7, u) replaced with (7*,u**). Let IT"Y be
defined using 7* as in the statement of Lemma 3.15. From Lemma 3.15 it then follows
that the sequence of i’V associated with (ITV, ") converges to i** in distribution and
(3.27), (3.28) are satisfied. Thus, by (3.6),

lim sup f% log E exp (fNF (/LN))

N—o0

: m ~N 1 al FN 1 r N 2
<t B ( F () + 3 (@104 3| NP
< F(3*) + R(x"|[7o) + // W (s, 0)[2dsdo
< F(p*) 4+ R(m™||mo) + // |u*(s,0)|?dsdf + € + 26
< F(*)+I(n")+2e+ 20
< 1nf{F( )+ I(p)} + 3€ + 20,

where the second inequality uses the convergence i — [i**, the continuity of F, (3.27),
and (3.28), the third inequality makes use of our choice of §, the fourth follows on using
(3.31) and the last inequality uses (3.30). Sending § and ¢ to 0 completes the proof of
the Laplace lower bound. O

4 Proof of Lemma 2.3

Let {u"}new C Iy ar. Foreachn > 1, we can find 7" € P.(RxS) and u” € L*([0,T]xS)
such that u™ € M*>(u",7") and

1T 1
R(7"||mo) + 7/ / |u"(t,0)2dfds < I(p"™) + —. (4.1)
2 0 S n
Let for n € N, mg(0) = [;xn}(dz|f), & € S. Then, for all n € N, [¢h(mg(0))dd <

R(m™||m) < M + 1. Usmg Lemmas 3.13 and 3.14 we may choose §, € (0 l/n) and
u™* € C*([0,T] x S) such that |[u® — u™*||3 < §,, and the unique weak solution mn*
of (1.12) with mg = m{ and u = u™* has the property that d.(u","*) < L+, where

p* (t,d) = m™*(t,0)df for t € [0,T]. For N € N, deﬁne {®"N | and {wN" N by
(3.16) and (3.26), respectively, replacing (u, ) with (u™* 7). Deﬁne IIV:™ as we defined
1V in the statement of Lemma 3.15, with &% replaced with ®", and let for each n € I,
the sequences {X™"}nen, {7V} ven be constructed using {(TITV:",¢N")} yen as in
Section 3.1. For each fixed n, from Lemma 3.15, {i#™V"} yen converges in probability, in
Q, as N — oo to u™*. From Lemma 1.1(b) we must have d, (z""", u™*) — 0 in probability
as n — oo. Also, defining LV as in (3.12) with X* replaced with X" we see from
Lemma 3.11 that for each n, {LV""} yew converges to 7" in probability as N — co. So
for each n we may choose N,, such that

P (do (g, pm*) > 27") <277, (4.2)
1
||7.Ln’* _ un:Nn % S _ (43)
n
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where ©™™» is defined by the right side of (3.17) by replacing ¥~ with V=™, and
P (dpp (LN, 7" >27") <277, (4.4)

where dg;, here denotes the bounded-Lipschitz distance on P(R x S). Note that the
sequence (ITV»")> | satisfies R(ITV»"||®"N») < N,,(M + 1) and, due to (4.3) and (4.1),

sup—Z/ N (6)[2ds < 4(M + 3).

nelN N,

So again using Lemma 3.7, the sequence {ji"»"},c is tight. Consider a subsequence,
denoted again as n, along which {z"V»""}, v converges in distribution, in ), to some
limit p*. By (4.1), {u"},en is uniformly bounded in L?([0,7] x S) and #" are tight, so
we may restrict attention to a further subsequence (denoted again as n) along which
u" (and therefore also u™* and u™"") converge weakly in L?([0,7] x S) to some u*
and 7" converge weakly to some limit 7*. Note that from (4.4) we also have that LNnm
converges in probability to 7*. From the lower semi-continuity of relative entropy and
(4.1) we see that 7* € P,(R x S). Thus from Theorem 3.12 we have that u* € M>(u*, 7*)
a.s. Furthermore,

I(4*) < R(x*||mo) + / /|u (t.0)dod

< 11H11Hf< (m"™||mo) + / / [u™*(t, 0)] d@dt) <M

and therefore p* € I'y )y. Finally, from (4.2) and the fact that along the subsequence
{a™N»"},en converges in distribution, in 2, to 4* we have that, along the same subse-
quence, d,(u™*, u*) — 0 (in particular p* is non-random) and combining this with the
fact that d. (u™, p™*) < 1, we now have that d. (4", u*) — 0 along the subsequence. Thus
we have constructed a subsequence of the original sequence {u"},en that converges in
Q' to w* € I'; »r which proves the result. O

5 Proof of Theorem 3.12

Proof. The proof is based on the proof of [15, Theorem 5.1], which is an analogous result
for the uncontrolled process, and therefore we will only comment on steps that are
different. Parts (i)-(iii) follow from [15, Lemma 6.3] using the entropy bound (3.9) given
in Lemma 3.4 and Fubini’s Theorem.

Part (iv) follows from [15, Lemma 6.6] using in addition to the entropy bound in
Lemma 3.4, the Dirichlet form bound in Lemma 3.5, Fubini’s Theorem and the observa-

tion that
/ / [0 (W ((t, 6)))]* bt

where @ is the law of /i, Q; denotes the marginal of Q at time ¢ and E; denotes
expectation with respect to the underlying measure @ (similarly for E . (7 4s)- In
T Jo s

_TE, g [ | 1w mtop) ap).

particular, on the right side, u(dd) = m(6)dd is a Mg-valued random variable with
probability law 7 fOT Q.ds.
We now prove (v). Define for [ € IN, the cutoff function ¢; given by

¢'(x) if[¢'(2)| <1
o)) =1 if ¢/ (z) > I (5.1)
1 if¢(z) < —
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and let

~ 1 o
o1(®) = o /]Reky *W gy (y)dy, where X =h'(x).

Note that for N € N, uy defined by (3.17) is a S¢,-valued random variable and thus
we can extract a subsequence which converges weakly, in distribution, to some u with
values in S¢,.

Let € > 0. For fixed ¢ € [0,7] and a smooth function J on S, define

' = [ a@nstean) - [ s@)me(0.d0)

t N Z‘] 1_;'_{%6% _
- (. "'/ j=i €
; ;J (i/N)¢', 1+[2Ne / / 0)un (s, 0)d0ds.
(5.2)

Note that, as N — oo, H l]\i’t converges in distribution to

Hf’E;/J(G)’(t de) — / J(8)1(0, do)

—7//{]” ( 5[0 69“ )d@ds—// u(s, 0)dods
0 0

and therefore for each I € IN and € € (0, )

B [|H,[] < limsup By~ [|H{V€>t|} . (5.3)
N—o00 ’
To prove (v) of the theorem, we first show that

lim sup lim sup lim sup Eq~ [\Hl |} =0. (5.4)

l—o0 e—0 N—o00

To see this, write

/ J(0)an (t,do) / J(0)an(0,d8) — /t/ J (O)un(s,0)dods
—ZJ@/N ZJ i/N)X // O)un (s, 0)dods
/ ((i4+1)/N)—=2J@E/N)+ J((i—1)/N)) ¢ (X (s))ds + My(t)  (5.5)
where My is a martingale given by

/ J(i/N) — J((i — 1)/N)) dBi(s).

Using a straightforward estimate on the second moment of My (see [15, equation (5.3)])
we see from (5.5), as in the proof of [15, equation (5.4)], that

N N .
1 . SN 1 ) SN ,
Jim By ¥ ;J(Z/N) Xi () - ;J(Z/N) X;'(0) — /O /S J'(0)un (s, 0)dds
t N
o [ 22 /N (X ()ds| = 0. (5.6)
0 =1
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Also, [15, equation (5.6)] carries over verbatim (with v; replaced by QS;) and we obtain
1Y 1Y
lliglo A}gnOOEH ; (i/N)X Nz_: (i/N)X / / Oun (s, 0)dbds

7OZWWWWMWMﬂ(M)

Recall that for ¢ € [0, 7], Qp~ (t) denotes the probability law of XV () = (X (¢),... XN (¢)).
From Lemmas 3.4 and 3.5 we see that for some Cy,C3 € (0,00) the density of
= fo Qq~ (t)dt lies in the class AN ¢, .0, defined in [15, page 43] for all N € IN. Thus, we
can apply [15 Theorem 4.1] to obtain

lim lim sup Epw
E— 00 N—o00

1 t N - N
o [ 0TGN (s
- j=i+[Ne] XN (S)

1/t ol "o - j=i—[Ne] “*j
_5/0 ;J (i/N)@, i ds| =0 (5.8)

for every [. Using (5.7) and (5.8) in (5.2), we obtain (5.4). This, combined with
(5.3), yields lim;_, limsup,_,q IE|Hi6 = 0. The limit as ¢ — 0 can be taken inside
the expectation because the third term in Hlt,6 is uniformly bounded and converges

) %fot s J"(0)¢', (m(s, 0)) dbds. Together with part (i), this yields

AJWWWﬁM%i/J@mmGMQ
—f//J” Vo', (m(s, ) d@ds—//J’ u(s, 0)dfds| = 0.

From the proof of [15, Lemma 6.4], for every o > 0

lim inf
l— o0

~ 1 , h
6", ()] < ;log/eow <y>|f¢<y>dy+%_

Also, from [15, Lemma 6.4], ¢/,(z) — h/(z) as | — co. Combining these two facts with
part (iii) of the theorem, and sending [ — oo, we see that

LJ@m@@w—AJ@mmmw
—;/Ot/SJ”(G)h’( (s 9))d0ds—/ /J’ u(s,0)dfds =0

by the dominated convergence theorem which proves part (v). O

6 Entropy and Dirichlet form bounds

In this section, we establish the key bounds on relative entropy and Dirichlet forms
stated in Lemmas 3.4 and 3.5. A key ingredient in the proof of Lemma 3.5 is a suitable
regularity of the density of the controlled process X” (t). This is studied in Section 6.1
and proofs of Lemmas 3.4 and 3.5 are given in Section 6.2. Throughout this section
IV, 4N and X" are as in the statement of Lemma 3.4.
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6.1 Regularity of the density of X" (t)

In this subsection we will show that X" (¢) has a density py (¢, z) with respect to the
measure ®”(dr) which is continuously differentiable in time and twice continuously
differentiable in space along the vector fields Vi, ..., V. This will allow us to apply It6’s
formula in the following subsection. The following is the main regularity lemma of this
subsection.

Recall that Qv (t) denotes the probability law of X ™ (¢). The following lemma holds
for each fixed N € IN. Recall that for each N, the control "V € AN (&p~) is defined in
terms of a partition 0 =ty < --- < ¢, =T and random variables {Uij} as in (3.4), and that
these random variables satisfy a uniform bound as in (3.5). The partition and the uniform
bound may depend on the control. This special structure of the control is important in
the proof. The following lemma, which is proved in Appendix A, shows that Q~ (¢) is
absolutely continuous with respect to " and establishes the required regularity on the
density pn (¢, ).

Lemma 6.1. For every t > 0, Q~(t) is absolutely continuous with respect to ®V. Let
pn(t,-) denote the corresponding density with respect to the measure ®" (dz). Then
PN (+,-) is continuously differentiable in time and twice continuously differentiable in
space along the vector fields Vi, ..., Vi for {t € (t;,t;4+1): 0<j < K —1} and x € R".

6.2 Proofs of Lemma 3.4 and Lemma 3.5

To avoid cumbersome notation, in this section we will write £ for the operator LN
introduced in (1.4) and consider for a function 7 : [0,7] — R” the ‘controlled generator’
L" defined as

N
(L7f)(s,2) = Lf(z) = N Y _nipa(s)(Vif)(@), f:RY =R, (s,2) € [0,7] xRN,  (6.1)
i=1

where n = (7;)Y, and ny41 = 1.

Let for t > 0, pn(t,z) be the density with respect to the measure ®" (dx) of XV (t),
given as in Lemma 6.1. Recall from (3.8) that I1V (dz) = pn (0, dz)®" (dz) satisfies the
relative entropy bound for all N € IN:

Hy(0) = /}R N n (0, ) log(pn (0, )N (dz) < CoyN. (6.2)

Proof of Lemma 3.4. Recall the system &y = (V, F, {F;},P, XV (0), BY) from Section
3.1 on which the process { XV ()} is given. Also recall that we denote the measure P
as Py~ to emphasize its dependence on the initial measure IIV. Define a probability
measure P~ on (V, F) through the relation.

dPyn T Lo [T v g
dﬂ_)m_exp{_; JRGCEICEE) oy ECEA S

Let Qg~ denote the probability law of X on C([0,7] : RY). We can disintegrate Qg~
as Qg (dw) = N (dwy)Qu, (dw). Denote the probability law of X» on C([0,T] : RY) by
Qv . Then Qv can be disintegrated as Qp~ (dw) = IV (dwp)Qu, (dw). By chain rule of
relative entropies

R(@n Qo) = ROVIY) + [ R@[Q,)1 (00).
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By (6.2) R(ITY||®Y) < CyN. Also, by Girsanov theorem
[ R@uQ) (ds) = @ @ 1@ 0 117)
RN
_ (1T 1
< R(Pyw||Pp~) < Epw (2 z_;/o wf(s)ds> < 5CoN.

Finally, denoting by w(t) the coordinate projection on C([0,7] : RY) at time ¢,

_ _ - 3
Hy(t) = R(Qux~ (1)||@") = R(Qn~ o (w(t))™!|Qqx o (w(t) ™) < R(Qu||Qq~) < 5 CoN
which completes the proof of Lemma 3.4. O

The following lemma shows that if, for a fixed N, the initial density of the controlled
process px (0, -) is bounded, then the densities py(t, ) are uniformly bounded in L?(®%),
over [0, T].

Lemma 6.2. Fix N € IN and suppose there is a M € (0,00) such that pn(0,z) < M for
all z € RY. Then there exists a C* = C*(N, M) € (0,00) such that for all t € [0,T],
Jan Px (t,2)@N (dz) < C.

Proof. Recalling that ' € AY (&), we have for some xx € (0,00) and all non-negative
measurable g : RY — R

dPpn

1/2
d]PHN '

Env (g(X7N (1)) = En~ (g(XN(t)) ) < ry (Env (9(XN(2)))?)

Also, since Qgn is the probability measure on C([0, 7] : RY) induced by X%V, we have by
Girsanov’s theorem

Bae(gEV @) = [ )y 0,00)@ux ()

<M | gw(t)Qqn(dw) =M [ ¢*(x)0N (da),
RN RN

where the last equality is from the stationarity of Q¢~. Thus for all non-negative g

/}RN g(@)p (t, 2)0 (dx) < MY 2ky </R QZ(x)‘I)N(dJZ)>1/2.

N

Taking g(z) = pn(t,x) A L for fixed L < oo, we have
| oxtto) nLpe¥ @) < [ (w(t.) A s (t,2)2% (@)
RN RN
1/2
<2y ([ vt n D28V @)
RN
The result now follows on dividing by ( [z~ (P (t, ) A L)2®N (dx)) '/2 and then sending

L — oo. O

Proof of Lemma 3.5. By Lemma 6.1, we know that py (-, -) is C12 for {t € (¢;,t;41) : 1 <
j < K} and € R". Therefore, we will assume without loss of generality that py (¢, x) is
C'2 fort € (0,7) and z € R”. In the general case, the same proof can be employed by
applying It6’s formula on the time intervals (¢;,¢;41) to give us the desired result.
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To avoid cumbersome notation, we will suppress the N dependence in the notation
and write the functional I as I. The first step will be to show that

T
/ I(pn(s,-))ds < oo. (6.3)
0

First assume that there exists M > 0 such that px(0,z)) < M for all x € RY. We begin
by observing that one can find an increasing sequence of smooth functions (7, ),>1 on
RY with compact support such that, (i) 1,(z) = 1 when |z| < n, (ii) 0 < n(z) < 1 when
|z| < n+1andn,(x) =0 when |z| > n + 1, (iii) there exists vy(n) € (0,00) such that for
all n, N € N, [0;nn ()| < (1), |8;0;mn(z)| < v(n) forallz € RY and all1 <4, < N. In

what follows we write X}V as X;. Define the ‘localized entropy’

H, n(t) ::/]RN pn (t, ) log(pn (t, 2))n, (2) @V (de) =Bywy (log(Pn (t, X)) (Xy)), 0<t<T.

For € > 0, define ;55\6,) (t,x) = pn(t,z) + ¢ and

ANO= [ () 0855 5,2) @) (do) =B (10255 (1K) (K1) . 0<4<T:

By the continuity of py and the monotone convergence theorem, for each ¢,

lim._,0 H,(fg\,(t) = H, n(t). As py is C"? and 7, is smooth, we can apply Itd’s formula to

1og(p% (£, X)) nn (Xy) to obtain for 0 < ¢y < ty < T,
H\ (t2) — (1)
P " © < N o Vb (5,X,)
=By [0+ £%) (togald . ma(0) (5. X+ [ ()Y ).
t t =1 Py (s,Xs)
(© (©

where (10g e -)nn(-)) (5, 2) = log Bt (s, 2) (z). As P (t,z) > ¢ for all (t, x), the local
martingale part in the above equation is, in fact, a martingale and we deduce

tz _
Hyy(t2) = Hv(h) = By ( / (9 +£7) (1og 5 ¢, () (s, xs)ds) . 64
t1

By the entropy bound obtained in Lemma 3.4, there is a v(p) € (0, c0) such that for all
t€[0,7], N €N, and M € (0,00) (recall that M is the bound on the initial density)

[ ptta) 1ogo(t.a) |0 (d2) < 2. (6.5
R
In fact v(p) can be taken to be 3Cy/2 where Cj is as in (3.8). Therefore, by the dominated

convergence theorem,

lim lim (H\ (t2) — H{ O\ (t1)) = lim (Hp n(t2) — Hon(t)) = Hy(t2) — Hy(t1), (6.6)

n—o00 e—0 n—00

where Hy is as defined in (3.9). Recalling that LY = £ — N Zf;l Y;+1Vi, we write

i ([0, +.£9) (1080 (. ma0) (5. X0

ty

P " © <) 4 E N (© <
= Epw~ </ Os (Ing]\ef ('a ')7771(')) (S,XS)) + Epw (/ L (10gp]\ef ('a )nn()) (vas)ds)
t1 ty
— ta N ( ) —
~ Enw (N / > i)V (10855 ¢ () (s, Xs)ds) : (6.7)
=1
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For the middle term on the right side we have

Ens (£ (log ) () () (5.X.)
(

and for the third term in (6.7) we have
N
i=1

N
= Enw (NZwiH(s)(vinn)(Xs) log 559 (s, Xs>>

i=1

N _(e) <
T Ve ‘/lp 37Xs
+ B~ (Nzil)z‘ﬂ(s)’?n(xs)(g(_)) :
i=1 Py (8, Xs)

From the above expressions, we can write

i ([0, +.£9) (10800 (m0) (5. X)) = T000) + 18 o),

ty

where

1 =1
ta N B V—(E) X

+ [ Bos NQZV;MXS)@(S’S)) ds (6.8)
t1 i=1 Py (vas)

and

b 2 = 0)2s.X)
t _ N Vs, X
—/ Ep <Nz¢i+1(s)nn(Xs)i]¥(’_) ds. (6.9)
31 i=1 Pn (s,Xs)
We will now show that
lim sup lim 71 (n) < 0. (6.10)

n—oo €0
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As [on DN (t,2)®N (dz) =1 for all t € [0,T], by the dominated convergence theorem,

ity ([0 (1og 0 >n<>) (5.X)

n—o00 e—0 t

2] e, .
— lim lim [ By~ <8Sp N (-

n—o00 e—0 t —(5)( .
t2 $,%) N
= lim lim / 0spn (8, ) (z )7’<I> (dz)ds
n—00 e—0 RN *( S,LIJ)
= lim 8815]\;(3,x)nn(x)ll{z—m(s’mbo}(ﬁjv(da:)ds
n—oo th RN
ta
= lim Dspn (5, )1, (2) DN (dx)ds

n—oo t1 RN

— i ([ pvltnomn @ @) - [y, ama)e¥ @)

n— 00

:/ pN(tQ,x)ch(dx)—/ (b, )8 (dz) = 0. 6.11)
RN RN

In the fourth equality above, we have used the fact that if px (s, z) = 0 for some (s,z),
global non-negativity of py will imply that d;px(s,z) = 0. Again by the dominated
convergence theorem,

ta B 5 ig X ta
lim [ Epw nn(XS)M ds = lim () LY ) (’ )<I>N(dx)d
(©

e—0 t N( 7Xs> e—0 RN ( l’)

:/ / nn(x)EﬁN(s,x)]I{ﬁN(S@»O}q)N(dJ:)dS
t1 RN

/ ’ / 2)Lon (s, 2) BN (d)

:/ L (x)pn (5, 2) 0N (dx)ds. (6.12)
t1 RN

In obtaining the inequality above, we have used the fact that if py(s,2z) = 0 for some
(s,z), then from non-negativity of py it follows that V;py(s,z) = 0 for each i, and, as
such an (s, ) is a local minimum, V?px (s, z) > 0 for each i and therefore

ta
/ / nn(a:)ﬁf)N(s,a:)]I{pN(S’ZE):O}‘I)N(da:)dS
t1 RN

t2 N2 al 2 N
=[] @ 6.0 ey (s > 0.
1 i=1

The last equality in (6.12) follows from the fact that £ is symmetric with respect to the
measure &V (dx).

By part (iii) of the set of conditions satisfied by (n
such that for all n, N € N and = € RY |Ln,(z)| < 71(n
(1.3) and the entropy bound (6.5), there is a k1 € (0,00

n)n>1, there is a v1(n) € (0,00)
YN? Zﬁvzl |¢’(2;)]. Moreover, by
) such that for all n, N € IN and
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0<t1 <ta<T,

to N
/ /R Z|¢/($i)\ﬁw(s7x)<1>]v(dx)d8
t N =

to
< / log < eZilile (““”(I)N(da:)) ds +v(p)N < k1 N.
ty RN

Therefore, as Ln,, converges to zero pointwise as n — oo, by the dominated convergence
theorem and (6.12),

ta 590X ta

lim sup lim Epw nn(XS)M ds< lim L (z)pn (s, )@Y (dx)ds=0.
(€)

n—oo €—0 t pN (S,Xs) n—o00 t RN

(6.13)
Next, we consider the third term in (6.8). By the monotone convergence theorem,
to

lim Ep~ <logﬁ§§)(s,xs)£nn(xs)> ds

e—0 t
to

= lim Lo ()P (5,2) log B (5, 2) @ (dar)ds
e—0 th RN

ta
= / L (z)pn (s, ) logi)N(s,x)(I)N(da:)ds.
t1 RN

Also
N

Lo (@) (s, ) | log B (s, 2)| < 71 () N? (Z ¢/(xi)|> pn(s,z)|log pn (s, z)|-

i=1

Since py(0,-) < M, we have by Lemma 6.2 that for each N € IN,

sup / o (t, z)®N (dz) < oo.
t€[0,T] JRN

Thus, applying Hélder’s inequality with p > 2 and p~! + ¢~ ! = 1, along with (1.3), yields
foreach N € IN

to N
/t /RN > 16 () P (s, 2)| log v (s, 2)| @™ (dar)ds

i=1

<[ ( /. (ﬁ;w%xi))pqﬂ(dm)

Therefore, by the dominated convergence theorem,

N ([ Gvtosmonpnto. )8 @) s <o

to
lim lim Ep~ (logﬁﬁ)(s,xs)ﬁnn(xs)) ds

n—o0 e—0 t
to
= lim / L, (2)pn (s, x) log b (s, )@Y (dx)ds = 0. (6.14)
t1 RN

Consider now the fourth term in the definition of Tl(e) (n). From (3.5) and the Cauchy-
Schwarz inequality, we conclude that for each N € N there is a ¢;(N) € (0, 00) such that
foralln € IN

N N 1/2
> Nl ()(Vim) (Xs) log 5 (3, X < ex(N) (Z(mﬁ@) |log piy (s, X)),
=1 =1
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Again from part (iii) of the set of conditions satisfied by (7,,),>1, there is a v2(n) € (0, 00)
such that foralln, N € IN and x € RY vazl(an)Q(x) < N~3(n). Therefore, by (6.5) and
the dominated convergence theorem, we conclude that

/ EHN (Nzwz-‘rl znn)(s)l()gpg\el)(&XS)) ds
t1

lim lim
n—o00 e—0

1/2
< lim lim / / ( (an)Q(x)> [log 55 (5, ) P (5, 2) @™ (dar)ds
RN i=1

n—o00 e—0
b N 1/2
= lim / / c1(NV) (Z(Vmﬂ%x)) |log o (s, ) |pn (s, 2)®N (dx)ds = 0. (6.15)
n—oo [, JRN =

Finally, for the last term in (6.8) observe that, from the dominated convergence theorem,
the form of the operator £, and (6.13),

ta N _ V _(€) X
lim lim [ Epw (NQZan( )W) ds
1

n—o0 e—0 t P N)( )
= lim lim N2ZVnn )ﬁN)( 2 o N (dz)ds
n—o00 e—0 ]5 (e (S .’1?)

to

= lim NQZVnn Vipn (8, 2) g (s, m)>0}(1> (dr)ds

n— oo

= lim N2Zvnn Wipn (s, 2)®N (dz)ds

n—oo
to

= lim -2 [ Ly, (z)pn(s, )@Y (dx)ds = 0. (6.16)

n—oo tl

In the third equality above, we have once more used the fact that if py (s, 2) = 0 for some
(s,x), then V;pn(s,x) = 0 for each i.

From (6.11), (6.13), (6.14), (6.15) and (6.16), we conclude that (6.10) is satisfied. We
will now obtain an upper bound on TQ(E)(n) in terms of I,(f) defined as

to N
1 = / / Z Wibn)™(:2) 5 o 2)oN (da)ds. (6.17)
t ]RN = (s x)
Observe that
to _ 2 _ " E X NQ
/ B [ N0 (%0) Z X)) s = Mg, (6.18)
t1 i=1 XG) 2

Using the Cauchy-Schwarz inequality,

to N _(e) e
-V s, X
/ IE1'[1\’ (N 1/12-&-1 nn(Xs)};})\r()> ds
t1 i=1 Py (8, Xs)
ts N V2N v zs %0\
_ — S iPN 5, X,
SN [ Eny [ me(Xo) | D [iga(s)? Znn(xs)(_e)# ds.
. . (e)y2
t1 i=1 i=1 (PN )2 (s, Xs)
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By (3.5) and parts (i) and (ii) of conditions on (7,),>1 applied to the right-hand side
above, for each N € N there is a co(N) € (0,00) such thatforalln e N, 0 <ty <t2 < T
and M € (0,00) (the bound on the initial density)

t N (€)%
? = <\ Vipn (s, X,
/ Eqv <Nzwi+1(s)ﬁn(xs) (g ( )> ds
t i=1

f)N (575(8)
_ 1/2
ta N B V,—(G) 2 X
S CQ(N)/ EHN (Znn(Xs)( il()ej;/) (57— S)> ds

t i=1 (pN )Q(Saxs)

< eo(N)VTV I, (6.19)
From (6.18) and (6.19), we obtain

. N2 €

Ti9(n) < — 5 L8+ e(NVT 1. (6.20)

We have from Lemma 3.4, (6.5) and (6.6) that forall 0 < t; < ta < T, N € N and
M € (0,00)

Jim ll_ffl(H(E) (t2) — Hr(ﬁv(tl)) = Hn(t2) — Hn(t1) > —v(P)N. (6.21)
Recalling that
H{ (1) — HO (1) = T{ (n) + T4 (n) (6.22)

n

and using (6.10), we have

—v(p)N < liminf lim T( )( )+ hmlnfhmlnfT( )( ) < liminf lim inf T( )( ). (6.23)

n—oo e€—0 n— oo e—0 n—oQ e—0

From the bound on 7. (n) obtained in (6.20), observe that lim inf,,_,« lim inf,_o 7\ (n) =
—oo if lim sup,,_, o, lime_o I,(f)

we have

= 00, which yields a contradiction by virtue of (6.23). Thus,

ta
lim lim 79 = / Z/ VpN (s, x)QDN(dx)ds < 0.
RN

n—o00 e—0 8 LU

Moreover, from (6.20) and (6.21), it follows that for each N € N there is a c3(N) € (0, 00)
such that forall 0 < ¢t; <ty < T and M € (0,00)

/t2 / VPN (s, x)@N(dx)ds < e5(V).
f1oi=1

Taking limits ¢; | 0 and ¢5 T T, we obtain that for each N € IN

/U /R s ”)ch(dz)dss«:g(Nx

which proves (6.3) when the initial density pn (0, -) of the controlled process is bounded.

Now, we address the general case, where the initial density may be unbounded. First,
it follows from a variational representation of the function I (see [15]) that I is lower
semicontinuous under the topology of weak convergence of measures, i.e., if a sequence
of measures {ul*!(dz) = pl*l(z)dz} e converges weakly to u(dz) = p(x)dz, then

I(p(+)) < liminf I(p*(-)).

k—o0
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Consider the sequence of densities

pn(0,2) Ak

(0.2
n (0,2) = Jrn (BN (0,2) Ak)DN (dz)’

> ko

where kg is chosen large enough to ensure that the denominator in the above expression
is positive for all £ > kg. It is straightforward to check that for fixed N, the law at time ¢

of the controlled process with initial measure having density 1355] (0, ) replacing pn (0, -),

M),

written as X converges weakly as k£ — oo to that of our original controlled process

at time ¢, namely x" (t). We will write pEV] (t,z) to denote the density of the law of xN [k]( t)

for ¢ € [0,T]. Note that, for fixed N,

lim [ p(0,2)log(p%) (0, 2))|®N (dx) = /R N P (0, 2)]log(p (0, 2))|®N (dz) < CoN

k—o0 ]RN

and therefore, exactly as in the proof of Lemma 3.4, there is K € IN and 7 (p) € (0, 00)
such that forallt € [0,7], N € Nand k > K

| o) o) (i) < (). 624)

The proof of the case with bounded initial density given above now gives that there is a
c4(N) € (0,00) such that for each k > K,

/ / ﬂ?i\]/ (s,x) OV (dx)ds < e4(N).
RN

Sl‘

Using lower semicontinuity of the functional I and Fatou’s lemma, we obtain

/ / ’pN (s, x)<I>N(da:)ds</ hmlan/ M<I>N(daz)ds
0 RN 0 k—o0 P

< lim inf/ / Vp ) OV (dx)ds < c4(N),
RN (s,x)

k—o0

which proves (6.3) for the general case.

Now, we proceed to prove the bound claimed in the lemma, namely (3.10). As before,
we first assume that there exists M > 0 such that py(0,2) < M for all z € RY. We

recall the expression Tée)(n) from (6.9). To estimate the last term in the expression for

Tée)(n), we use parts (i) and (ii) of the set of conditions satisfied by (,,),>1 and apply
Cauchy-Schwarz inequality to obtain

t N _(e) Ve
P E & Viby' (5, X,
/ Enn (quml(s)nn(xs)_ifj()) ds
t1 -

=1 pN (‘975(5)
t N N 1/2
gN(/tl EHN;WZ» s)|?ds </ Epw Z; SX)ds)

N

to (6) . 1/2
</ Z /RN i)ﬁv (s x))pzv(s,x)@N(dx)ds) _
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Using the bound in (3.8) and monotone convergence theorem in the bound above, we get

—(€) <
v ‘/ttp 7XS

/ Ep~ NE Yiy1(s nn(Xs)% ds
t1 p (S7XS)

1/2
< JCoN?/2 (/ / VpN s"”)@N(dm)ds) . (6.25)
tl’i RN

Using (6.25), (6.3) and monotone convergence theorem,

ta
lim sup lim sup T( I(n (/ / VpN (5, 2) @N(dx)ds>
n—oo e—0 RN S, T

1/2
+@Nd/2 (/ Z/ 1PN)2; )fl)N(dx)d ) . (6.26)

lim sup lim sup
n—00 e—0

37

Note that by (6.3) the terms on the right side are finite. Now, using (6.23) and (6.26) in
(6.22) we obtain

—(p) N<—— (/t / V;}y&;x)w(dx)ds)

1 =1

1/2
+ /CoN?/2 (/ Z/ VpN ”)éN(dx)ds> . (6.27)
RN S,

1/2
yN1/2< / VpN ”) (dx)ds) :
t1 i=1 RN

(6.27) can be rewritten as y? — 2,/Coy — 2v(p) < 0. This in turn implies that y < v2(p)
where v, (p) = vCo + +/Co + 27(p), namely

. 1/2 B
</ > L) ¢N<dx>ds> <%

By taking limits ¢; | 0 and ¢ T 7" in the above bound, we get

/TI(ﬁN(s,-))ds:/ VPN (s x) O (dz)ds < he(@)*
0

RN

Letting

=

For the general case when py (0, ) is not bounded, approximate py (0, -) by p[k]( ‘) as
before and let K and +,(p) be as above (6.24). The proof given above for the case when
Pn (0, ) is bounded and the bound (6.24) now give, for each k > K,

0 RN

where 73(p) = v/Co + /Co + 271 (p). Using lower semicontinuity and Fatou’s lemma, we
obtain

A / o ”)‘I’N(dzd“hm”lf/ / vy o WPy 8.2) v gy g < D2
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Finally, we obtain (3.10) from the above bound by noting that the functional I is convex
in its argument and hence,

T T —\12
I(Q{ / m<s,~>ds> <7 [ Tontsis< @ .

7 Tightness of {1V} yew in C([0,T] : My)

In this section, we will prove Lemma 3.7 which establishes the tightness of {i" } yen
in Q = C([0,T] : Mg) when the sequence {¢™ 11"V} is as in Lemma 3.4.

Proof of Lemma 3.7. Tightness of {i"}xen in © will be established by showing the
following two equalities:

lim limsup Py~ (2 ¢ Q1) =0, (7.1)

=00 Nooo

and for every ¢ > 0 and smooth function J on S,

lim lim sup Py~ sup [T, 5N (1)) — (J, 5™ (s))] > e | = 0. (7.2)
INO Noo 0<t,s<1,|t—s| <5

The equation in (7.1) gives the tightness of the marginals of {ii" } v and (7.2) gives an
equicontinuity estimate. Together, (7.1) and (7.2) imply that {7i" } yen is tight.

7.1 Proof of (7.1)

Recall that {X"(¢)} is given on the probability space (V, F,P) associated with a
system &y = (V, F, {F:},P, XV (0), BY). Further, recall that the probability measure
P is also denoted as P;;~. By enlarging the space if needed, we can construct a Fy
measurable R"-valued random variable V' (0) with probability law ®" and construct
the controlled process {V¥(¢)} on this probability space as {X* (¢)} was defined in
Section 3.1 using the same control processes {sz }. We denote the probability law of
VN on C([0,7] : RY) as Qg~. Also recall the measure Qg~ introduced in the proof
of Lemma 6.2. Fort € [0,T] and i = 1,...N, let w! : C([0,T] : RY) — R be the
canonical coordinate process, namely w!(w) = w;(t), for w = (wy,...wy) € C([0,7] : RN).
Let, abusing notation, uN(t,df) = L "% wid;/n(df). We begin by establishing an
exponential estimate on Qgn~ (1" ¢ Q). By the Cauchy-Schwarz inequality

dQgn~
)]I{NNW} dgzN dQg~

Qo (1 ¢ Q) = /

C([0,T]:RN

1/2 dQan \ >
< [Qun (w7 ¢ 2] Vc([o,cr];m) Kinw> 1 dQ@N]

From (2.8) recall that for some Oy, Cy, 1y € (0,00), P(uN ¢ Q) < Cre=“2N forall I > |
and N € IN. By Girsanov’s theorem and recalling that /" satisfy the bound in (3.8), we
have that for some C3 € (0,00) and all N € IN

dQ@N )2 CsN
dQen < ™3, 7.3
/C([O,T]:]RN) [(d@w ] Qov <e (7-3)

Thus, combining (2.8) and (7.3) we have for all | > Iy and N € N Qqn (pV ¢ Q) <
C1eNV(=C21+C5) Assume without loss of generality that [y > 2C3/C». Then, with Cy = 3Cs
we have foralll > L and NV € IN

Qan (uV ¢ Q') < Cre” @M, (7.4)

1/2
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The rest of the proof is the same as [15]. We give the details for the sake of complete-
ness. Let A be the event {uV ¢ Q'}, let g = 014 where 6 = log (1 + 1/Qqn~ (A)). Applying
the chain rule for relative entropy we have

R(Qu~||Qqen) = R(ITV||@N) < Gy N, (7.5)

where Qq~ is as introduced in the proof of Lemma 3.4 and the inequality is from (3.8).
Therefore using the Donsker-Varadhan variational formula (see for example [11, Lemma
1.4.3])

g(w)dQp~ < 1og/ 9 dQen + CoN.

Cc([0,T]:RN) Cc([0,T]:RN)

By the definition of g and 6 and (7.4) we have

N N & log(2) + CoN log(2) + CoN
P (7 ¢ 8) = Qv (4) < 0 (L+ 1/Qor (A)) ~ log (11 Cy 1eCaNT)’

Letting N — oo and then [ — oo we have lim;_, o, limsup y_, .. Pryv (7Y ¢ Q) = 0 which
completes the proof of (7.1).

7.2 Proof of (7.2)
Fix a smooth test function J on S. Then

N 1SN (i) on
G0 =5 307 () XN re 0T

Recalling the definition of X” from (3.1) we see that it suffices to show that

t N .
st w53 (5) o) <o o
o L~ (4
st 620 () @0 =m0 o)
o C1gn
gt (e [ 587 () o> <o o

The proofs of (7.7) and (7.8) are straightforward. In particular, (7.7) follows from Lévy’s
modulus of continuity theorem and for (7.8) note that

1 j 1 7T v
[ 32 (L) vt < -1 | £ X [ storras
s j=1 j=1

< (1= 927 |Co,

where Cj is as in (3.8).

The proof of (7.6) follows by the same argument as in [15], however we give the
details for completeness. Once again we abbreviate X"V, XV as X, X, respectively.
Since J” is bounded, it suffices to show

t N
_ 1 _
lim lim sup P~ sup / — ¢ (Xj(0))|do>e€| =0.
INO N—oo 0<t,s<1,[t—s|<d J s N ]Zl | |
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Recall the cutoff function qﬁg from (5.1) and note that (7.6) holds clearly when ¢’ is
replaced by ¢;. Thus to prove (7.6) it suffices to show that

- . "1, .
lgrgchjrvnjgopanN (/0 N;Iéz(&(ﬂ) — ¢'(Xi(t))|dt > 6) =0

for all € > 0. Note that

TN B _
N(/o NZM(Xi(t))f (X ()|dt>e>_ / ZEHN|¢Z (£)—¢"(Xi(1))dt,

and by the Donsker-Varadhan variational formula and Lemma 3.4, for any 0 < ¢ < T and
any v > 0

(72 |61 (X ¢ (X(t >>> <logE <exp (72 |31 (X,(t)) — ¢’<Xi<t>)>>

i=1
+ R(Qux (t)[|2Y)
< NlogE (exp (v]¢1(X1(0)) — ¢'(X1(0))])) + CoN,

where the last inequality follows from the stationarity of {X(¢)} and Cj is as in (3.8).
Dividing by N~ we have

( Zl(bz ¢ (Xi(t ))l) < %+ log (I (exp(7|¢' (X1(0)) )i (x4 0)1>1) +1)

since ®V is the stationary measure for X;. Assumption (1.3) implies that for all [ suffi-
ciently large

log (E (exp(y]¢ (X1(0)))Tjgr (x, 03y 51)) < 0.

Therfore,
Co + log2
lim lim sup Ppyw / Z |y (X (X ()|dt > €| < Lo+ 082
=0 Nooo 0 i—1 e
Letting v — oo completes the proof of (7.6) and hence also the proof of (7.2). O

8 Tightness and subsequential limits of (LV, ")

In this section, we will prove Lemmas 3.8, 3.9, 3.10, and 3.11 which establish
tightness and characterize subsequential limits of (L™, "), where LV (defined in (3.12))
and vV = N1 ZZ v (with v} defined as in (3.11)) are random measures constructed
from the 1n1t1a1 collection { XV ( Y.

8.1 Proof of Lemma 3.8
Let Ay € P(S) be defined as Ay (4) = + Zivzl d;i/n(A) for A € B(S). Note that

N
R(EqvvN||[® x Ay) < Eqv RN [|® x Ay) < Egw ( . ZR(WNH@ x 5i/N)>
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where in moving the relative entropy inside the expectation in the first inequality and
moving the relative entropy inside % Zf\; , in the second inequality we have used the
the convexity of relative entropy and Jensen’s inequality, for the first equality we have
used the chain rule for relative entropy and used (3.13) for the last bound. Since for all
a€R, f]R e*¥®(dy) < oo by (1.2), we have from the above relative entropy bound that
{En~ N} | is a relatively compact sequence in P(R x S) see e.g. [11, Lemma 1.4.3.d)).
Consequently, {v"} xen is a tight sequence of P(RR x S)-valued random variables (namely
their probability laws form a relatively compact sequence in P(P(R x 5))) (see e.g. [5,
Theorem 2.11]). Next we claim that Eqv LY = Eg~vN, from which it will then follow
that {LV} yen is a tight sequence of P(R x S)-valued random variables as well. Let f be
a bounded, continuous function on R x S. Then,

N .
Epy f(z,0)LN (dzdf) = ]‘EHN% S f ()‘({V(O), fv>
=1

RxS
1N
= Ep~y — f (x,0) v (dzdd)
N ; RxS
= Ep~ f (z,0) v (dzdd).
RxS
This proves the claim and hence completes the proof of the lemma. O

8.2 Proof of Lemma 3.10

From Lemma 3.7, {ii’¥ } e is a tight sequence of Q-valued random variables. We
restrict attention to a subsequence along which { (i (0,-), L)} yen converges in distri-
bution to (12(0,-), L) in Mg x P(S x R). It suffices to show that

/ 2| L(dzdf) < oo as., 8.1)
R

and that for all continuous f: S — R

limsup’EHN /S /]R FO)2L (dwdf) — F /S /}R f(O)xL(d:ch)‘:O. 8.2)

N—o0

For M € (0,00), let gar(x) = (x A M)V (—M). Then for every M
[ [ 1@tz an) » [ [ 10 Liazan),

in distribution. Let L} (dz) be the measure on R defined by L} (dz) = = SN | S5 (o) (d).
In order to prove (8.1) and (8.2) it then suffices to show that

lim limsup]E/ \m|]l{|m‘2M}EéV(dx) =0. (8.3)
R

M=o Nooo

To prove (8.3), we use the inequality that forall a,b > 0,0 > 1, ab < e?*+ %(blog b—b+1).
write ¥ = L 5™V &N, Recall from the definition of relative entropy that R(®"[|®) < oo
implies &V is absolutely continuous with respect to . Moreover, by (3.13) and the
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convexity of relative entropy, R(®"||®) < oo almost surely. Thus,

B~ </}R|$H{sz}LéV(d$)) = Epw~ (/}R|$|E{x|zM}‘I’N(d$) ER(¢N|<I>)<OO>

deN
(/ [l Lgjo1> 0y~ () @(d2) HR<¢N|4>><00>

= Epw~
1
< / e’ ol |]I{‘ |>M}<I)(dl‘)+ EHNR((I)NH(I))
g

= /Rea‘xlﬂ{\zle}‘I)(dw) +—

where the last inequality is from (3.13). The equality in (8.3) now follows on sending
first N, then M — oo and and finally o to occ. O

8.3 Proof of Lemma 3.11

By (3.28), & 32N | R(®N||®) < R(n*||m), and therefore by Lemma 3.8, LV is tight. It
thus suffices to show that if L is any subsequential limit of { LV} yen, then L = 7*. For
that, it in turn suffices to show that for every bounded uniformly continuous f on R x S

P < f(z,0)L(dzdf) = f(x,ﬁ)w*(dde)) =1
RxS

RxS

Let 0 > 0 and Ny € IN be such that |f(z,0) — f(z,0')| < 6 whenever |0 — 0’| < 5. Let for
N > Ny .
AV = N (2, 0)" (dad0) — f (Xi<o>, )
Rx((i—1)/N,i/N] N
so that
f(x,0)7* (dzdf) — f(z,0) LY (dzdh) ZAN.
RxS RxS

By Markov’s inequality,

o (
6.4)

Note that Ep~|AN|?2 < 4| f||2. We claim that for i # j |Eg~vA;A; < 20| f|c-
To see this note that for i > j, and with G; = o{X;(0) : k < i}, EHN(ANAN) =
Epv (AYEp~y (AN]Gi-1)), and

™ N _ * _ i FN
|En~y (A Gi—1)| = ‘N/]Rx((i—l)/N . f(z,0)r* (dzdb) /]Rf (az, N) . (dr)
; i/N )
\ / /@ ooy [ () [
< N/ / ) /N‘ x,0) f( )

The claim now follows since |A§V | <2||f|lso- Using the above observations on the right
side of (8.4), we have

Enx Y ANAY <

.3

Epx (Y ANAY

N2€2 —
i,j

flx,0)n* (dzdf) — f(z, 0)LN(dxd0)’ > e>
RxS RxS

w1 (dz|0)dd

(ANf13 + 2N (N = 1)d]| llo)-

N2e2 — 2N2
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Letting N — oo and then § — 0 we have that

°(

The result follows since € > 0 is arbitrary. O

/]R‘ 01 [z, 0)m* (dxdf) — /111 01 f(x,G)L(dxdG)‘ > e> —0.

8.4 Proof of Lemma 3.9

Since the second marginal of vV is the uniform measure on {i/N}¥ ,, it is clear that
the the second marginal of ¥ must be )\ (namely the Lebesgue measure on S). To see
that L = v, let

)

AN = YN(0), — | — z. 0N .
e (o) - [ o)

Note that

En (AN|Gioy) = /

Rx[0,1]

f(z,0)vN (dxdf) — / f(x, 0w (dzdd) = 0,
Rx[0,1]

where G;_; is defined as in the previous subsection. Therefore, Ey~x (AN AYN) = 0 for all
i # j, and so

1 1
P N _ FN c
IPHN(/]R/O f(z,0)v™ (dzdf) /R/O f(z,0)L (dmd@)’>)
1 ol 4| £112,
< NzezEHN <§ Aﬁvl2> < U\J;BQ ’

The result follows on sending N — oc. O

A Proof of Lemma 6.1

Some steps in the proof are standard PDE estimates but we give full details to keep
the presentation self-contained. As ¢ is twice continuously differentiable, the mea-
sure ®VV(dz) has a twice continuously differentiable density fx(x) = exp (— vaz 1 ¢($i))
with respect to Lebesgue measure. It will be convenient to work with the law of
(XN(@),..., XN _(t),SN(t)) where SN (t) = XN (t)+-- -+ XJ (). Let g = {(21,...,2Nn) €
RN : 2y +---+2x = S}. As the vector fields Vi, ..., Vy are tangent to X5, SV(t) =
SN(0) for all t > 0. Therefore, the process (X{V(t),..., XY _,(t),SN(t)) started at
(y1,-..,Yyn—1,8) lives in the hyperplane 3, for all time and by Girsanov’s Theorem
(see for example [17, Section 5 of Chapter 3]), for t > 0, (X{V(¢),..., XY _,(¢)) has a
density {q(t,z1,...,2n—1 | (Y1,---,yN—-1,5)) : (T1,...,2n_1) € RN~} with respect to the
Lebesgue measure on RV~!. Denoting the density of (X{¥(0),..., XY _,(0),S5V(0)) by
¢n(y1,---,Yn—1,5), it is straightforward to check that the law of (X{V(¢),..., XN (1),
SN (t)) has a density with respect to Lebesgue measure on R" given by

(j(t,acl, L. ,Z'N,l,S)

:/ (j(t,l‘l,...,.ﬁ]v_l | y17~-~,yN—lys)CN(yla-~-7yN—175)dy1~-~dyN—1- (Al)
RN-1

In particular, (X{V(¢),..., XY (t)) has a density with respect to the Lebesgue measure
which we write as fy(:)p(t,:). Now, consider for j = 0,1,...k — 1 the time interval
(tj,tj+1). For brevity, write y(N_l) = (yl, A 7yN—1) and x(N_l) = (l‘l, A ,Z‘N_l). As
Vi,...,Vn are tangent to X, for any s € R, to prove Lemma 6.1, it suffices to prove
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that (t,z(V—Y,s) — g(t,zM 1, s) is continuously differentiable in time and twice con-
tinuously differentiable in the space variables z1,...,xny_1. By the representation (A.1)
and the dominated convergence theorem, it suffices to prove that for each (yV=1 s),
(t,xN=1) — g(t,zN-1 | y(N=1 5) is once continuously differentiable in ¢ and twice
continuously differentiable in z(¥~1), and for any three compact intervals I C (tj,tj+1),
Je€Rand K c RVN!,

sup s (Jat, ™0 |y )+ [dua(t, oY [y, )
yW-DeRN-1 (¢ s,z(N-D)eIx Jx K

N-1 N—1
+Z|ﬁlqt:c(N D | yV=D s|+2|88kqt9: |y(N71),5)|)<oo, (A.2)

=1 i,k=1

where 9; denotes partial derivative with respect to z;. Let a(dx ), du; | y®™ —1 . 5) be
the joint distribution of (X (¢;),..., XX _,(t;)) and (Uj;)1<i<n W1th initial configuration
(XN(0),...,X§_,(0),5M(0)) = (yl,...,yN_l,s). Recall from (3.5) that |U;;| < C for
all 1 < z',j < N. We will denote the box [~C,C]¥ by BY. For ¢t € (t;,t;41) and
V-1 ¢ RVN-1, 7 has the representation

_ _ - _, (N-1 — N—1 _
gtz |y, S):/ g™V s gt — g, 2 )a(da VY duy | y VY, ).
RN-1xBN
(A.3)
Here q(xE-N_l), s,u;;t,-) is the density with respect to Lebesgue measure of the process

(N-1)

on RV~! at time ¢ started from z; whose generator is given by

N N N N N
LY (xy, .., eN—1) = - Zl - Zl & (z541)] vV, — NZU(HI)JV

=1

where V; = 9; — Oigp for1 <i< N —2, Vn_1 = Oy_1 and Vy = —0; are the projections
of the vector fields V;,...,Vy onto R¥"1, oy = s — 21 — -+ —an_1, and un41; =
u;;. Thus, by the representation (A.3) and the dominated convergence theorem, in
order to prove the lemma it suffices to show that (¢,2) — ¢(zN~1, s, u;t, ) is once
continuously differentiable in the ¢ variable and twice continuously differentiable in z,
on (t;,tj+1) X RY-! for every 2~V s u and j, and for any three compact intervals
IC (tj,tjt1), J CRand K C RV71,

sup sup sup (|(j(z(N_1),s,u;t,ac(N_l))| + |8tcj(z(N_1),s,u;t,x(N_l))|
ueBY z(N-DeRN-1 (¢,s5,2(N-D)eIx IXx K

N- N-1
+ Z 10;q(zN Y s ust, a1 + Z |8i8kcj(z(N71),s,u;t,m(Nfl))D <o0o. (A.4)
= i k=1

In order to prove the above statements we will use the broad outline of the proof of
part (a) on page 21 of [16]. Fix u = (uy,...,uy) € BY. To avoid cumbersome notation,
we will write z for (V=1 € K and z for (N =Y € RN¥~!. For any t* € (¢;,¢;41) and any
compactly supported smooth function ¢ on [t;,#*] x RV~1,

o
/ C(t*,2)q(z, s,u;t", x)dx = / / (0:C + LM°C) q(z, s,u; t, x)dzdt
RN-1 t; JRN-1

+/ C(tj,2)q(2, s,u;t;, x)de. (A.5)
RN-1
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Let  be a smooth compactly supported function on RV~! such that n(z) = 1 for all
z € K. Then for any smooth ¢ on [t;,t*] x R¥~!, we have on substituting 7 in place of ¢
in the above equation,

/ C(t*, x)n(x)q(z, s,u; t*, x)dx

t* N2 N oy
- <8t<+QZVZ- c) a5, st ()

i=1

o
+/t,- /}RN?l (L™ n(x)) q(z, s,u;t, 2)C(t, z)dxdt

t* N 2
w0 o 2 (3t + G vitom et - M)
< (e, st Vit ) o
b [ e s w0 (2.6)
RN-1

where we have used the fact that fx(z) = exp (— Zf\;l qﬁ(xz)) is the density of ®" (dx)

with respect to Lebesgue measure on R". Next consider the equation
N X
OG(tw) = = D VEG(t.x), G(0,2) =bo(x). (A7)
i=1
It can be checked that (A.7) is solved by the density, with respect to Lebesgue measure

on RV~1, of the process N(B; — By, By — By,...,By_1 — By_») (where (By,...,By) is
an N-dimensional Brownian motion), given by

1 1
G(t,x) = exp | — 2Ty 1y
(t.2) 2N T ( 2tN? )
where ¥ = (X)), ., j<n_11s given by ¥; =2,%;; = —1if |i—j| = 1 and £;; = 0 otherwise.

For fixed 2* € RV~! and each § > 0, using the function
(st x) = Gt + 6 —t,a* — ), t € [t;,t"], s e RN,

in place of ¢ in (A.6) and taking the limit § | 0 in L' (RN ~!), we have for a.e. z*

-
n(z*)q(z, s,u;t*, %) = / / LY n(2)q(z, s,u;t,2)G(t* — t,z* — z)dzdt
tj RN_I

- / /R i (N%@) + N;(% log fv) (x)n(x) — Num(a:))

x q(z, s, u;t,a:)f/iG(t* —t,x* — x)dzdt

+/ n(x)q(z, s,u;t;, z)G(t" —t;, " — x)dx. (A.8)
RN-1
One can readily obtain the following estimates on G

NGt )l = Yt )55 [0,G ()l = ymt 7 =2, i=1,...N,  (A.9)
for m > 1, where 7,, € (0, 00) depends only on m and || - ||, denotes the L™ norm on R".

Write

) R 2
(@) = £ (), 570 @) = N2Vin(a) — o (Vilog ) (@)n() ~ Nuin(a), ) = n(z).
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Note that f;"* and f3 are compactly supported smooth functions and f,' () are compactly
supported C'! functions (as ¢, and hence fy, is a C? function). Moreover, the functions
ws pws() o and their derivatives are uniform bounded for (u,s) € BY x.J.
We will now show that for any m > 1 and compact K C RV~!, I C (¢;,t;11), there is
a 0, € (0,00) such that

sup sup ||HK()Q(2785uat*7)Hm < 0'm~ (A.10)
(s,u,z)EJXBN xRN-1t*€l

This will be done by a standard bootstrapping procedure and an iterative application
of Young’s inequality. Fix am € (1, %) then from (A.8) we have by an application of
Young’s inequality, for any t* € (¢;,t;41)

o
||n(')q(zasau; t*a ')Hm < /{1/ |‘f?78(')q(2757u;t’ )HIHG(t* —t, )||’mdt

t.]
t* N )
* “1/ STASD (e, s, wst, ) W[VEGE 8, mdt
ti =1
+ Rl fs()a(z, 5wt )1 ||GE = )] -

As V%, £ () and f3 are compactly supported functions that do not depend on z and
are bounded by a finite constant that does not depend on u, s; n(z) = 1 for all z € K; and
[1q(z,s,u;t,-)||s =1forallt € (¢;,t;11) and all s, u, z, we have from the estimates in (A.9)
and the above equation, that (A.10) holds for any m € (1, £=%). Next, for m,n € (1, 1=3)
and [ satisfying 1 + % = %n + % applying Young’s inequality in (A.8) gives us, for any
th € (t,t*)

J 72

-
In()a(z, s, u; 2", )l < Ha/ 17 ()az, 5,058, ) Im[|G(ET = 1, )| [ndt

t
N

J
t* ) )
+"2/ SO Ogtz, s, ws b, )l IVEEE — 1, |dt
=1

+ k2l fa()a(z, 5, w5 5, ) [l |G =15, ) -

From the estimate in (A.9) and that (A.10) holds for every compact I C (tj, tj+1)' the right-
hand side in the above equation is seen to be bounded by a finite constant independent
ofue BY,z e RV"1t* € I, s € J. Thus we have proved (A.10) for any m € (1, {=1).
This bootstrapping argument can be applied repeatedly to establish (A.10) for all m > 1.

Now, applying Holder’s inequality in (A.8) with m,n such that n € (1, %) and
+ 4+ L —1, we get that for any 2* € K, t* € I, and t}; > t; such that I C (¢},t;11)

-
|(j(2, s,u;t”, l‘*)‘ < K3 / ||f1u,3()q(z’ s, u;t, )||m||G(t* —t, ')Hndt
t.

J

t* N ) )
+*”“3/ ST Oalz, 5,05t ) [l [VGE —t,)||ndt
ty =1
+ w3 f3(-)a(2, 5, W ), ) m |GE =15, ) |n < Ka, (A.11)

where x4 does not depend on u € BY,z ¢ RVN1, t* € I, s € J, 2* € K, and the last
bound holds since (A.10) holds for all compact K and I.

To establish the existence of the derivatives (0;q(z, s, u;t,-))1<;<n—1 and a result
analogous to (A.11) for the derivatives, we will need to establish the Holder continuity of
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q(z,s,u;t,-) on K. For z1, 25 € K, we use the representation (A.8) to write

d(z, s,u;t*, 1) — @z, s, u; ", x2)

// B W)z, 69) (GO — 1 — y) = G — 6,23 — ) dyds
RN-1

v Z/ £ O (a5, st g) (GG — oy — ) — VG — tna — ) dyd
; RN-1
+/N f3(y)(j(z757u;tj7y) (G(t*_t;axl_y)_G(t*_tga‘TQ_y)) dy
RN-1

Taken € (1, % ;) and m such that + +f = 1. Using the estimate (A.10) (for a compact set

K which contains the support of 1) and Holder’s inequality in the above representation,
we have that for some 5 € (0,00) and all u € B, zeRN-1, ¢t e, se

+*
|(?(Z757u;t*7x1) - (j(z,s,u; t*,I2)| S ’45/ HG(t* - t7x1 - ) - G(t* - ta'rQ - )||77dt
t!.
i

t
+ n5/ SIVIG(E —tzy =) = ViG(t* —t, w5 — )| [ndt
ty =1
+ rs||G(t" — 1), 21 — ) = G(t" — 1), 22 — -)|[n- (A.12)

Now, by standard computations (for example, see [20, Chapter 4, Section 2]), we see
that there exist 7, € (0,00) and # > 0 such that for any =1,z € K, t* € (tj,t;41) and
te [tj,t*),

HG(t* -tz — ) - G(t* — 1,02 — )Hn < :yn|l‘1 - 1'2|97
HV'L'G(t* —t,xy — ) — ViG(t* —t,x2 —)|[n < Anl71 —I2|9, 1<i<N.

This, in view of (A.12) implies that for every compact K C RV~ there exists xg € (0, 00)
such thatforallue BY,ze RN-1t* €I, se J, and 1,22 € K,

QZ,S,U; s L1 —cjz,s,u; , L2 S Re|1 — X2 - .
t t* < o (A.13)

To see how Holder continuity implies the existence of the derivatives (9;q(z, s, u;

t,-))1<i<n—1, note that although f:_ [|0;0xG(t* — t,-)||1dt = oo, for any 6 > 0, there
- - o J

is a yp € (0, 00) such that for all ¢ € [t;, t*]

t* t*
1
/ / |z|9|8i8kG(t*—t,z)\dzdt:'yg/ ———dt < 0. (A.14)
& Jry-1 io(tr—t)t2

We will use this fact to prove the existence of the partial derivatives of . For 0 < h <
t* — t;-, (where as before t;- > t; such that I C (t;, t;j+1)) define the function

t*—h
an(z, s, u;t*, z* / / q(z,s,u;t,2)G(t" —t, 2" — x)dxdt
t RN -1

t*—h
/ / Z "S(Z )q(z, s, ust, ) VGt — t, 2" — z)dadt
RN-1 i—1

+/ f3(2)q(z, s, u5t5, )G (t" —t), 2" — x)dx.
RN-1
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From (A.10) it is clear that g,(z, s, u;t*, -) converges uniformly to g(z, s,u;t*,-) on K as
h — 0. By the smoothness of the map (¢,2) — G(t* — ¢,x) in an open set containing
[tj7 t* — h] x K and using the estimate (A.10) once again, we obtain for 1 <k < N —1,

t*—h
Ok (2, s,u;t*, %) = / / 17°(2)q(z, s,u;t, 2) O G(t* — t, 2" — x)dxdt
tj RN -1

t*—h N ) ) N
+/ / Z(f;’s’(z)(x)q‘(z, s, u;t, a:)—f;’s’(z)(x*)cj(z, s,upt, %)) 0L ViG(t* —t, ¥ —x)dxdt
tj RN-1

i=1
+ / fa(x)q(z, s, ust;, 2) 0 G(t* — tj, 2" — x)dz.
RN—l

Here, the adjustment in the second term is justified because fRN,l @ViG(t* —t,x* —
x)dr = 0 as G(t* — t,-) is a probability density. By the uniform Holder continuity of § on
K for an arbitrary compact K given in (A.13), the C! property of f», and the estimate
(A.14), we conclude that 9;qn(z, s, u; -, -) converges uniformly to the right-hand side of
the above equation with h = 0 on I x K as h | 0. From this and the continuity of

(t,x) — qn(z,s,u;t,z), we conclude that 9,q(z, s,u;-,-) exists, is continuous, and for
every (t*,2*) € I x K takes the form,

o
Okq(z, s,u;t*, %) = / / 17 (2)q(z, s,u5t, 2) . G(t* — t, 2" — x)dzdt
t; RN-1

t* N ) ) N
+/ / Z(f;’s’(l) (2)q(z, s, u;t, :c)—f;’s’(l)(x*)(j(z, s,upt, %)) ViG(t* —t, ¥ —x)dzdt
t, JRN-!

i=1
Jr/ fa(x)q(z, s,u; t;, x) K G(t" — t;-,x* —x)dz. (A.15)
RN-1

Using the above equation, (A.11), and (A.13), we obtain that for some x7 € (0,00) and all
ueBY ze RV, t*c,seJand z* € K.

.
|Okq(z, s,u;t*, x*)| < /<a7/ / |OkG(t* — t,a" — x)|dadt
t;- RN-1

t* N
+ “7/ Z/ " — 2! | ViG(t — t,2" — 2)|dadt
ty =1 /RN

—|—/<;7/ |0:G(t* —t), 2" — x)|dx.
RN—l
Finally, using (A.9) and (A.14) in the above, we obtain for all compact I, J, K

sup  sup sup |0kq(z, s,u;t,z)| <oo, 1<k<N-—1. (A.16)
ueBY zeRN-1 (¢t,s,2)EIXIXK

To deduce the existence of the second derivatives (0,0xq(z, s, u;t,))1<i k<n—1, Dote that
using integration by parts, we can rewrite (A.15) as
e
Okq(2, s, u;t", 2") = —/ / O (177 ()a(z, s,u5t, ) (2)G(E* — t, 2" — x)dadt
t JrN-1

t* N ) R
[ (OOt s st ) @VGE o~ a)dade
t JRNT

- /]RN_1 O (f3()a(z, s, wity, ) (2)G(t" — ), 2" — x)da.
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Now, along the same line of argument used to prove the existence of the partial
derivatives (0xq(z, s, u;t,-))1<k<n—1, We prove the Holder continuity of the derivatives
(Okq(z, s,u;t,-))1<k<n—1 and use it to deduce that (9,0,q(z, s, u; -, -))1<1,k<n—1 €Xist, are
continuous, and satisfy

0,0rq(z, s, u;t*, z* / / e (177 (alz, s, ust, ) (2)0,G(E* — t, 2" — x)dxdt
RN-1

/ /]RN Z ak FooD ) d(z, 5, ust, ))(x)
—O (f2’ ’(2)(-)q(z,s,u;t, )) (ac*)) 8;‘7,G(t*—t,x* —x)dxdt
_/RN O (fs()a(z, 5, ust, ) (@AG(E — 07 — )dw, (AL7)

for 1 <[,k < N — 1. Next, using (A.11), (A.16), and the Holder estimates for ;G and
0,V;G in (A.17), we conclude the following for all compact I, J, K

sup  sup sup |010kq(2, 8,05 t,2)| <00, 1<1k<N-—1. (A.18)
ueBY zeRN-1 (¢t,s,2)EIXIXK

Finally, for the existence and regularity of the time derivative 0;q, we rewrite (A.8) for
x* € K as

q(z, s,u;t*, z* / / q(z,s,u;t,x)G(t" —t,z* — x)dadt
RN-1

/ / 2‘” D)z, s, w5t -)) (2)G(t* —t,2* — z)dxdt
RN-1 %

+/ f3(2)q(z, 5,05 t5,2)G(t" —t), 2" — x)dx.
N—-1
Using this representation and exploiting the Holder continuity of the partial derivatives

(OkG(z,s,u;t,-))1<k<n—1, We can argue along the same lines as before to derive the
existence and continuity of ;¢ and the following representation:

8tqzsut x*)

/ /szl )a(z, s, wt,x) = f17°(27)q(z, 8, w5 t,27)) QG (¢ — ¢, 2" — x)dudt
/ /}RN | Nl U (10 0a s wst0) @) -V (50 Otz s wt0) @)
X 0,G(t" —t,a* — x)dudt

—|—/ (f3(2)q(z, s, w;t),x) — f3(z*)q(z, s, w;t), 2*)) OG(t* —t), " — x)dx

%

Mz

+ 17 (x)q(z, s, w5t 2 (f;sz q(z, s,u;t*, ))(:v*) (A.19)

i=1

Once more, using (A.11), (A.16) and the Holder estimate for 9,G in (A.19), we conclude
for all compact I, J, K

sup sup sup |0:d(%, s, u;t, )| < o0. (A.20)

ueBYN zeRN -1 (t,s,2)EIX XK
This finishes the proof of (A.4) and therefore of the lemma. O
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B Proof of Proposition 2.1

In this appendix we provide the proof of Proposition 2.1. Part (a) of the proposition
will be proved in Section B.1 and part (b) will be completed in Section B.2.

B.1 Proof of Proposition 2.1(a)

Let {Z¥}nen be as in the statement of Proposition 2.1 and I be a [0, oo]-valued
function on 2 such that for all continuous and bounded g on 2, (2.3) holds. We begin
with the following lemma.

Lemma B.1. Let M < o and let {h;};cn be a sequence of continuous functions on )
such that 0 < h;(y) < M forally € Q and alll. Then

1 1
lim <lim inf — log E[exp(—Nh;(Z"))] — liminf — log E[exp(—Nhl(ZN))]IQz(ZN)]> =0.
N—oco N N—ooco N

l—o0

In particular, for every e > 0 there exists L € IN such that ! > L implies

1 1
lim inf N log Elexp(—Nhy(ZN ) (ZV)] > lim inf N log Elexp(—Nhi(ZV))] — e.

N—o0 N—o0

Proof. Since 0 < hy(y) < M,
% log E[exp(—Nhy(ZN))] - % log E[exp(—Nhy(ZN )i (ZV)
_ i o E[exp{—Nhl(ZN)}]I(Qz)c (ZN)}
N Efexp(—Nh (ZN))Igi (ZV)]

1 P(ZN € (QH)°)
Nlog (1+€NMIP(ZN =0 )

By (2.2) there exists L such that [ > L implies

IN

lim sup % log(P(ZN € (91)%)) < —3M.

N —o0
Therfore, for any | > L there exists Ny = Ny(l) such that N > N, implies P(ZV ¢
(QH)°) < exp{—2N M}, which also implies P(Z" € Q') > 1 — e 2M = C); > 0. Thus, for
alll > L,
1 1
liminf — log Elexp(—Nh(ZV))] — liminf — log E[exp(—Nhy(ZV ) (ZV)]
N N—ooo N

N—oc0

1
< lim sup i log(1+ Cyfe™ M) = 0.

N—00

The result follows. O

Proof of Proposition 2.1(a). The proof is adapted from [11, Theorem 1.2.3]. Let G C 2
be open. Assume I(G) < oo (otherwise, (2.4) is trivially true). Fix € € (0, %) Letx € G be
such that I(x) < I(G) +e. Let M = I(G) + 1. Recall G! = G N QL. Since G! 7 G, there
exists Iy such that # € G! for all | > [,. For each such [ there exists §; > 0 such that
Bl ={y € Q' : d.(z,y) < &} C G'. Define h; on 2 by

hi(y) = M min { ds(2,9)

l
From Lemma 1.1(c), h; is continuous on 2 and 0 < h;(y) < M forall y € Q and all I. Also
observe that h;(z) = 0 and h;(y) = M if d.(x,y) > ;. Therefore,
Elexp(—Nhy(ZV)lgi (Z™)] = Elexp(= Ny (ZV) g (ZY)] + Elexp(=Nhi(ZY))lgn g1 (ZV))
<P(ZN € BY) + e VM,

,1}, y € Q.
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Thus, by Lemma B.1, there exists I; > [y such that for all [ > [y,
1 1
max {—M, liminf — log P(ZV € Bl)} > liminf — log Elexp(—Nhy(ZV ) (ZV)]
N—oco N N—oco N

> 1}\1{13;1; % log Elexp(—Nhi(ZN))] —
— Inf {hi(y) +1(y)} — e
> hl( ) I( )7 €
()—6> I(G)_267

where the third inequality is from (2.3). But by assumption, - M = —I(G) — 1 <
—I(G) — 2¢, so

1
N > limi N l _ — .
lim inf —N logP(Z" € G) > 1}\1}nmf N loglP(Z" € B') > —I(G) — 2¢

N —oc0

As the choice of € € (0, ) was arbitrary, this proves the lemma. O

B.2 Proof of Proposition 2.1(b)
We begin by showing that (2.6) implies (2.7).

Lemma B.2. Suppose that {Z} ycn is a sequence of Q-valued random variables such
that (2.2) is satisfied. Also let I : Q — [0,00]. Suppose that F is a closed set in ) and
there is a lyp € IN such that for alll > I,

1
limsup — log P(ZY € F') < —I(F"). (B.1)

N—o0 N

Then L
limsup — log P(ZY € F) < —I(F). (B.2)

N—00 N

Proof. Since forany A C Q, A' /* Aasl — oo, lim;_,, I(A') = I(A). Let F be a closed
set in € satisfying (B.1) for [ > [y for some [y € IN. Then

1 1 1
limsupﬁlogIP(ZNeF) < max{limsupNlogIP(ZNGFl),limsupNlogIP(ZNGQ\Ql)}

N—o00 N—o00 N—o00

1

< max {I(Fl), limsup — log P(ZY €Q\ Ql)} .
N—00 N

Sending [ — oo, limsupy_,o % logP(ZY € F) < max{—I(F), —oo} = —I(F). The result

follows. D

We now complete the proof of part (b) of Proposition 2.1. Once more, the proof is
adapted from [11, Theorem 1.2.3]. Let F be closed set in ). By Lemma B.2, it suffices
to show that (2.6) holds for all /. Fix [ € IN, and let ¢(u) = I p1ye(p) - 00 so that for all
N €N, e Ve =T (u). For j € Nlet h;(p) = jmin{d.(y, F'),1}. From Lemma 1.1(c)
h; is a continuous function on Q. Clearly 0 < h;(u) < j and h;(p) < ¢(p) for all 4 € Q.
Therefore, for each fixed j,

1 1
lim sup N logP(ZN € F') = limsup N log Eexp(—Ng(ZN))

N —o0 N—o0

1
< lim sup N log Eexp(—Nh;(ZN))

N—o00

= — inf {hy () + 1(w)}
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where the last equality holds since h; is a bounded and continuous function on (2. Thus
it suffices to show that
lim inf inf {h () 4+ I(w)} > I(FY. (B.3)

j—oo peQ
Suppose that (B.3) does not hold. Then there exists M < oo such that

llnilnf 1nf{h () + I(n)} < M < I(FY.

J oo

Therefore there exists an infinite subsequence of j such that inf,co{h; (1) + I(1)} < M,
and for each j along this subsequence there exists ;; € 2 such that h;(p;) + I(p;) < M.
Note that d.(u;, F') — 0 as j — oo along the chosen subsequence since otherwise h;(y1;)
would diverge to co. Therefore, there exists a sequence v; of points in F'! such that
d.(pj,v;) — 0 along the subsequence. By assumption the set {x € Q : I(z) < M} is
compact. Thus we can extract a further subsequence of y; along which p; converges
in ) to some p* satisfying I(p*) < M. From Lemma 1.1(b) (part (iii)) we now have that
du(pj, u*) — 0. Therefore, d.(v;,u*) — 0. Since F! is closed in !, this implies that
p* € F'. But, I(u*) < M < I(F"), which is a contradiction. Thus (2.6) holds. O

C Existence, uniqueness and continuity of solutions to (1.12)

In this appendix we provide the proofs of Lemmas 3.13 and 3.14.

C.1 Proof of Lemma 3.13

Proof. Let N

JjT i1+1

P (t) = ;U (N’ N ) Lir/n,Grnyr/n (@),

and

N

un (t,0) =N (0w (1413 (0),

i=1

so that

N —
JT
un(t,0) = E u ( N N) Lr/n,G+vr/n) (O, 1) /8 (0)-

ij=1
Note that u)lN satisfies (3.4) and (3.5), and it also satisfies the first inequality in (3.8)
for some Cj € (0,00). Observe that {uy} yen converges to u in L? since u is uniformly

continuous. By [11, Lemma 6.2.3.g], we can obtain a probability measure 7 € P(R x S)
whose second marginal is the uniform measure on S and which satisfies the following:

(i) [ zmi(dz]@) = mo(F), where 7(dxdf) = 1 (dz|0)df is the atomization of m,
(ii) R(m1(:|0)||®(:)) = h(mo(0)) for each 0 € S.

As in (3.16), let

B i/N
oN(dx) =N 71 (dz|0)dé
(i-1)/N
for 1 <i < N and let IIV(dz) = ®¥(dz1) ... ®¥(dzy). By the Calculations leading to
(3.28), R(IV||®N) < NR(r||my) where from (11) above R(w||m) = [qh( ))df < oo.

Therefore, by Lemma 3.7, the sequence of iV constructed as in Sectlon 3 1 using
the 11V and the ¢}" is tight and consequently we can find a subsequence along which
{ii"} yew converges to some limit ji. Thus, by Theorem 3.12, i(t, df) has a density m(t, ),
namely pu(t,df) = m(t,0)dd for a.e. ¢ which solves (1.12) with the given u and satisfies
integrability conditions (1.9), (1.10), and (1.8). O
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C.2 Proof of Lemma 3.14

Proof. For any ¢ > 0 and any bounded, Lipschitz function J on the unit circle, there
exists a smooth function .J such that ||.J — J|ls < e and ||J||z < || J|z. Therefore, since
SUPg<s<T [l (¢, )|l1 < oo, it suffices to restrict attention to smooth test functions, J, in
= [1]|so-

If m(t, 0) is any weak solution to (1.12) with supy<,<7 [m(t,-)[[1 < oo, then for all
smooth functions J on 5,

/ t@d@/ 09d0—//J” Oh'(m(s,0)) d@ds—l—//J’ u(s, 0)déds.
0 0

(C.1)
Observe, by setting J(#) = 1, that fs m(t,0)do = fs 0)d0 = aforall0 <t <T.Let
m = m — a and let M be defined as
) 0
31(t,0) = [ inle)dy, 020 <1 €2)
0

Integrating by parts and using (C.2), we have that

J(0)M(t,0)d0 — | J'(0)M(0,0)do
J J
/ /J' h'(m(s, ) 9d9d3+/ /J (s,0)dOds. (C.3)

For any smooth function £ on S, we can use J(0) = foe &(y) fs y)dy in the above
equation and conclude that (C.3) holds for any smooth functlon £ on S in place of J'. For
any g € L?(S : R), we can approximate g by smooth functions in L?(S : R) and use the
fact that M (t,-), [W/(m(t,-))]s and u(t,-) are in L?(S : R) for a.e. t to conclude that (C.3)
holds for any function g € L?(S : R) in place of J'. Thus, we have for each ¢ € [0, 7],

NI(t,6) = NI(0,6) + /0 (W (m(s, 0))]o + u(s, 0)) ds

for a.e. §. From this equality, we conclude that ¢ — M (t,-) is differentiable as a map into
L?(S : R) in the weak sense (see definition in [13, Section 5.9.2]) and

M = =[W (m)]g — u. (C.4)

1
2
It then follows that the map ¢ — || M (t,-)||3 is absolutely continuous and

at||M(t,.)\|§:/2M(t,9)atM(t,9)d9, a.e. t € 0,7 (C.5)
S

Now let m; and mo be as in the statement of the lemma and let m3 = m; —mo. Define
m; and M in a manner analogous to above and let M3 M1 M2 Then Mg solves

0Ny = 5 mo)lo — 5 (ma)lo — (un — uz)
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Using (C.5), for a.e. t
Ou|| Ms(t, ) || = / 2Ms(t,0)9, Ms(t, 0)do
S
= [ a0 i (1.6)) = (a6l — 2 (16) (. 0)))
_— /S 0o NI (1, 0) [ (ma (1, 0)) — B (i, 0))]d6
i / M (t, 0) (ur (£, 0) — us(t, 0))d0
S
__ /S (W (m (£, 0)) — B (ma(t, 0))) (ma (£, 6) — maf(t, 6))d6
- 2/ Ni(t, 0) (ur (£, 0) — us(t, 0))d0
S
<2 / N3 (2, 0) s (1, 0) — us(t, 0))d6
S

< 2| Ms(t, ) l2llus(t, ) = ua(t, )2

where the inequality in the next to last line is from the convexity of h and the inequality
in the last line is by Cauchy-Schwarz inequality. Thus for ¢ € [0, T

t
sup ||M3(3,-)||§§2/ sup || Ms(r,-)|l2llui(s, ) — ua(s,-)|l2ds
0<s<t 0 0<r<s

t
< / sup |[Ms(r, )||2ds + [[ur — a2
0 0<r<s

By Gronwall’s inequality,

sup [ Ms(s, )|z < €2 |lus — ualfa-
0<s<T

Therefore, for all J € C*°(S)

/SJ(F))(ml(t,G)mg(t,H))d@‘ = /SJ’(H)Mg(t,é))dé)‘

< 1 oo | M52, ) 2

< 2| oo llur — unll2.

This completes the proof of part (i) of the lemma.

Suppose {u, }nen is a sequence of smooth functions that converges to u in L2([0, 7] x
S) and let {u, fnen, 1 be the signed measures associated to {u, }nen, u respectively as
defined in statement of the lemma. Then from (i) d.(un, ) — 0 as n — co. To complete
the proof of (ii) it suffices to show that {i, }»en is uniformly bounded in the total variation
norm. Suppose otherwise, then there is a subsequence (labeled again as n) and {¢, }nen €
[0,T] such that ||, (t,)||rv is unbounded. By the uniform boundedness principle, there
exists a continuous function f on S such that | [ f(6)pn(tn, df)| is unbounded. Without
loss of generality, assume | [ f(0)dpn(tn,df)] — oo as n — oo. As in the proof of
Lemma 3.13, associated with the function my on S, we can find 7 € P(R x S) such
that 7(dzdf) = m1(dz|0)df, and R(mi(dz|0)||®(dx)) = h(mo(0)), [grmi(dr]d) = mo(),
for each # € S. Define ® by (3.16) and {¢""} by (3.26) on replacing u with u,,.
Let [TV (dz) = &) (dzy) ... ®N(dzy). Using these {¢)""} and IV define i as iV was
defined in Section 3.1. For each fixed n, by the same argument used in (3.28), the
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paragraph following it, and the uniqueness established in part (i) of the current lemma,
{uN} new converges weakly to p,, as Q2-valued random variables as N — oc. In particular,
for each fixed n, [ g fduX (t,,dd) converges in probability (since the limit is non-random)
to [ f(0)un(tn,df) as N — oo. Choose N,, < oo such that
1
>1) <.
)<

My, (‘/Sfd/iNn,n(tn)_/Sfdﬂn(tn) 5

Therefore, as | [ fdpn(tn)] — oo, for any M > 0 we can find ny, such that for all n > nyy,

Pry, (‘ [ s >M)

But by the uniform L2-boundedness of u,,, the fact that

l\J\»—t

L RAIN|[®Y) < R(x||mo) = /S (o (8))d6 < oo,

and Lemma 3.7, we have that the collection {u’»},ciy is tight (as a sequence of Q-valued
random variables). Thus we have a contradiction and therefore {u, }»en is uniformly
bounded in total variation norm. O

D Proof of Lemma 1.1

To see part (a), consider the new Polish space (S‘, d) with S = S U P where P is an
external point with d(z, P) = 1 for all z € S and the restriction of d to S is the intrinsic
metric on S. Suppose a sequence of {/, },en C Mk converges to u weakly. Then we
must have ||u||ry < sup, ||gnll7v <1 and so u € Mk. Consider the “balanced” measures

fiy =ty + (L= 1 () Lgpys iy = iy + (1= 11, (5)) Ty (D.1)

Note that ~n are finite (nonnegative) measures with total mass [ for each n. By the
compactness of S, the collection /i u” is tight and thus any subsequence of [i ;L has a further
subsequence un that converges weakly on S to respectlve measures /iT with total mass
l. As the restriction of ui to S'is um , = p"|s — i~ |s. Furthermore, as any bounded
Lipschitz f on S with ||f||BL < 1 can be extended to a bounded Lipschitz f on S with
| fllzz <1 by assigning f(P) = 0, we have

[ s~ [ fdu‘
[ e = [ jai

as k — oo. Thus, supepr, (s) [(f ftn — p)| — 0 @s n — oo.

sup
fEBL1(S)

/gfd/l;k —/Sfd/l“ 0

Conversely, suppose bqueBLl(S) |{f, ttn. — p)] — 0 @as n — oo and un € MY for all n.

feBL1(S) feBL1(8)

Define the measures it on S as before. For any subsequence of jif, obtain a further
subsequence unk converging weakly to ji*. Set ji = it — i”. We will also denote by
ii the restriction of this measure onto S. As for any continuous function f on S5, its
extension f onto S obtained by defining f (P) = 0 remains continuous on S, we conclude
that u,, converge weakly to [t as measures on S. Since weak convergence is equivalent
to bounded Lipschitz convergence for non-negative measures of total mass [ > 0, we
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have
sup /fdunk —/fdﬁ‘
feEBL1(S) /S S
< sw [ fa, - [ Japt| v sw | [ Fap, - | fdﬁ‘ ~0
feBL,(5) /S s feBLi(8) VS s

as k — 00. As supsepr, (s [(f, tn — )| — 0, we have [ fdu = [, fdji for all bounded
Lipschitz functions f on S and hence, ;¢ = fi. Hence, p,, converges weakly to u. Since
the choice of subsequence is arbitrary, the whole sequence pu,, converges weakly to pu.
Also, pu € Mf.; This establishes equivalence of weak convergence and bounded Lipschitz
convergence for measures in M.

We now prove (b). In order to prove (i) it suffices to show that for every f € C(S) and
e>0

F={peQ: sup [(a(t),[) —(u(t), )] = &}
0<t<T
is closed in §2. Suppose for some [ > 0, ji,, € F! = FNQ; and fi,, — ji in Q!. Then we must
have from part (a) that supy<, <7 |(fin(t), f) — (ii(t), f)| — 0. This shows that i € F N QL.
For part (ii) note that b_y_part (i) and uniform boundedness principle, for some
1 € (0,00), pn, € Q for all n. Thus p € Q! as well. Finally, part (iii) now follows from
noting that from the definition of the direct limit topology, for every € > 0, and I’ > 0

G' ={eQ:d.(ji,p) <e}nQ is open in O

and since p,, — p we must have pu,, € {1 € Q: d.(fi, u) < €} for large n. Therefore, part
(iii) is now a consequence of part (ii).

Finally consider (c). Suppose pu, — u in . From (b) (ii) there exists I’ > [ such
that pn,p € QF and d,(pn, ) — 0. Also note that F! is closed in Q. Thus since
h(p) = dy(p, F') for € O and the right side is a continuous function on Q!, we have
that h(p,) — h(u) as n — occ. O
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