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Recent results in nonparametric regression show that deep learning, that
is, neural network estimates with many hidden layers, are able to circum-
vent the so-called curse of dimensionality in case that suitable restrictions on
the structure of the regression function hold. One key feature of the neural
networks used in these results is that their network architecture has a fur-
ther constraint, namely the network sparsity. In this paper, we show that we
can get similar results also for least squares estimates based on simple fully
connected neural networks with ReLU activation functions. Here, either the
number of neurons per hidden layer is fixed and the number of hidden layers
tends to infinity suitably fast for sample size tending to infinity, or the number
of hidden layers is bounded by some logarithmic factor in the sample size and
the number of neurons per hidden layer tends to infinity suitably fast for sam-
ple size tending to infinity. The proof is based on new approximation results
concerning deep neural networks.

1. Introduction. Neural networks belong since many years to the most promising ap-
proaches in nonparametric statistics in view of multivariate statistical applications, in partic-
ular, in pattern recognition and in nonparametric regression (see, e.g., the monographs [1, 6,
12, 15, 16, 29]). In recent years, the focus in applications is on what is called deep learning,
where multilayer feedforward neural networks with many hidden layers are fitted to observed
data (see, e.g., [30] and the literature cited therein). Motivated by this practical success, there
is also an increasing interest in the literature in showing good theoretical properties of these
neural networks; see, for example, [8, 11, 24, 26, 36, 37] and the literature cited therein for
the analysis of corresponding approximation properties of neural networks.

1.1. Nonparametric regression. In this paper, we study these kind of estimates in con-
nection with nonparametric regression. Here, (X, Y ) is an R

d × R–valued random vector
satisfying E{Y 2} < ∞, and given a sample of size n of (X, Y ), that is, given a data set

Dn = {
(X1, Y1), . . . , (Xn, Yn)

}
,

where (X, Y ), (X1, Y1), . . . , (Xn, Yn) are i.i.d., the aim is to construct an estimator

mn(·) = mn(·,Dn) :Rd →R

of the so-called regression function m :Rd →R, m(x) = E{Y | X = x} such that the so-called
L2-error ∫ ∣∣mn(x) − m(x)

∣∣2PX(dx)

is “small” (cf., e.g., [12] for a systematic introduction to nonparametric regression and a
motivation for the L2-error).
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1.2. Neural networks. In order to construct such regression estimates with neural net-
works, the first step is to define a suitable space of functions f : Rd → R by using neural
networks. The starting point here is the choice of an activation function σ : R → R. Tradi-
tionally, so-called squashing functions are chosen as activation function σ : R → R, which
are nondecreasing and satisfy limx→−∞ σ(x) = 0 and limx→∞ σ(x) = 1, for example, the
so-called sigmoidal or logistic squasher

σ(x) = 1

1 + exp(−x)
, x ∈ R.

Recently, also unbounded activation functions are used, for example, the ReLU activation
function

σ(x) = max{x,0}.
The network architecture (L,k) depends on a positive integer L called the number of

hidden layers and a width vector k = (k1, . . . , kL) ∈ N
L that describes the number of neurons

in the first, second, . . . , Lth hidden layer. A multilayer feedforward neural network with
network architecture (L,k) and ReLU activation function σ is a real-valued function defined
on R

d of the form

(1) f (x) =
kL∑
i=1

c
(L)
1,i f

(L)
i (x) + c

(L)
1,0

for some c
(L)
1,0 , . . . , c

(L)
1,kL

∈R and for f
(L)
i ’s recursively defined by

f
(s)
i (x) = σ

(ks−1∑
j=1

c
(s−1)
i,j f

(s−1)
j (x) + c

(s−1)
i,0

)

for some c
(s−1)
i,0 , . . . , c

(s−1)
i,ks−1

∈ R, s ∈ {2, . . . ,L}, and

f
(1)
i (x) = σ

(
d∑

j=1

c
(0)
i,j x(j) + c

(0)
i,0

)

for some c
(0)
i,0 , . . . , c

(0)
i,d ∈ R. The space of neural networks with L hidden layers and r neurons

per layer is defined by

F(L, r) = {f : f is of the form (1) with k1 = k2 = · · · = kL = r}.(2)

As there is no further restriction on the network architecture (e.g., no sparsity restriction as in
[31]) and as two neurons are only connected if and only if they belong to neighboring layers,
we refer to the networks of the class F(L, r), similar as [37], as fully connected feedfoward
neural networks. The representation of this kind of network as a directed acyclic graph is
shown in Figure 1. Here, we get an impression of how such a network looks like and why we
call those networks fully connected. Remark that this network class also contains networks
with some weights chosen as zero.

In the sequel, the number L = Ln of hidden layers and number r = rn of neurons per hid-
den layer of the above function space are properly chosen. Then we define the corresponding
neural network regression estimator as the minimizer of the so-called empirical L2-risk over
the function space F(Ln, rn), that is, we define our estimator by

m̃n(·) = arg min
f ∈F(Ln,rn)

1

n

n∑
i=1

∣∣f (Xi) − Yi

∣∣2.(3)

For simplicity, we assume here and in the sequel that the minimum above indeed exists.
When this is not the case, our theoretical results also hold for any estimate which minimizes
the above empirical L2-risk up to a small additional term.
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FIG. 1. A fully connected network of the class F(2,5).

1.3. Curse of dimensionality. In order to judge the quality of such estimates theoretically,
usually the rate of convergence of the L2-error is considered. It is well known that smoothness
assumptions on the regression function are necessary in order to derive nontrivial results on
the rate of convergence (see, e.g., Theorem 7.2 and Problem 7.2 in [6] and Section 3 in [7]).
For that purpose, we introduce the following definition of (p,C)-smoothness.

DEFINITION 1. Let p = q + s for some q ∈ N0 and 0 < s ≤ 1. A function m : Rd → R

is called (p,C)-smooth, if for every α = (α1, . . . , αd) ∈ N
d
0 with

∑d
j=1 αj = q the partial

derivative ∂qm/(∂x
α1
1 . . . ∂x

αd

d ) exists and satisfies∣∣∣∣ ∂qm

∂x
α1
1 . . . ∂x

αd

d

(x) − ∂qm

∂x
α1
1 . . . ∂x

αd

d

(z)
∣∣∣∣ ≤ C‖x − z‖s

for all x, z ∈ R
d , where ‖ · ‖ denotes the Euclidean norm.

Stone [32] showed that the optimal minimax rate of convergence in nonparametric re-
gression for (p,C)-smooth functions is n−2p/(2p+d). This rate suffers from a characteristic
feature in case of high-dimensional functions: If d is relatively large compared to p, then
this rate of convergence can be extremely slow (so-called curse of dimensionality). As was
shown in [33, 34], it is possible to circumvent this curse of dimensionality by imposing struc-
tural assumptions like additivity on the regression function. This is also used, for example, in
so-called single index models, in which

m(x) = g
(
a�x

)
, x ∈ R

d

is assumed to hold, where g : R → R is a univariate function and a ∈ R
d is a d-dimensional

vector (see, e.g., [13, 14, 22, 38]). Related to this is the so-called projection pursuit, where
the regression function is assumed to be a sum of functions of the above form, that is,

m(x) =
K∑

k=1

gk

(
a�
k x

)
, x ∈ R

d

for K ∈ N, gk : R → R and ak ∈ R
d (see, e.g., [10]). If we assume that the univariate func-

tions in these postulated structures are (p,C)-smooth, adequately chosen regression esti-
mates can achieve the above univariate rates of convergence up to some logarithmic factor
(cf., e.g., Chapter 22 in [12]).

Horowitz and Mammen [17] studied the case of a regression function, which satisfies

m(x) = g

(
L1∑

l1=1

gl1

(
L2∑

l2=1

gl1,l2

(
. . .

Lr∑
lr=1

gl1,...,lr

(
xl1,...,lr

))))
,
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where g,gl1, . . . , gl1,...,lr : R → R are (p,C)-smooth univariate functions and xl1,...,lr are
single components of x ∈ R

d (not necessarily different for two different indices (l1, . . . , lr )).
With the use of a penalized least squares estimate, they proved that in this setting the rate
n−2p/(2p+1) can be achieved.

The rate of convergence of neural network regression estimates has been analyzed by [2–
5, 18–20, 25, 27, 28, 31, 35]. For the L2-error of a single hidden layer neural network, [4]
proves a dimensionless rate of n−1/2 (up to some logarithmic factor), provided the Fourier
transform has a finite first moment (which basically requires that the function becomes
smoother with increasing dimension d of X). McCaffrey and Gallant [25] showed a rate
of n(−2p/(2p+d+5))+ε for the L2-error of suitably defined single hidden layer neural network
estimators for (p,C)-smooth functions, but their study was restricted to the use of a certain
cosine squasher as an activation function.

The rate of convergence of neural network regression estimates based on two-layer neural
networks has been analyzed in [19]. Therein, interaction models were studied, where the
regression function satisfies

m(x) = ∑
I⊆{1,...,d},|I |=d∗

mI(xI ), x = (
x(1), . . . , x(d))� ∈R

d

for some d∗ ∈ {1, . . . , d} and mI :Rd∗ →R (I ⊆ {1, . . . , d}, |I | ≤ d∗), where

x{i1,...,id∗ } = (
x(i1), . . . , x(id∗ )) for 1 ≤ i1 < · · · < id∗ ≤ d,

and in case that all mI are (p,C)-smooth for some p ≤ 1 it was shown that suitable neural
network regression estimators achieve a rate of convergence of n−2p/(2p+d∗) (up to some
logarithmic factor), which is again a convergence rate independent of d . In [20], this result
was extended to so-called (p,C)-smooth generalized hierarchical interaction models of order
d∗, which are defined as follows.

DEFINITION 2. Let d ∈N, d∗ ∈ {1, . . . , d} and m :Rd →R.
(a) We say that m satisfies a generalized hierarchical interaction model of order d∗ and

level 0, if there exist a1, . . . ,ad∗ ∈ R
d and f : Rd∗ →R such that

m(x) = f
(
a�

1 x, . . . ,a�
d∗x

)
for all x ∈ R

d .

(b) We say that m satisfies a generalized hierarchical interaction model of order d∗ and
level l + 1, if there exist K ∈N, gk :Rd∗ →R (k ∈ {1, . . . ,K}) and f1,k, . . . , fd∗,k :Rd →R

(k ∈ {1, . . . ,K}) such that f1,k, . . . , fd∗,k (k ∈ {1, . . . ,K}) satisfy a generalized hierarchical
interaction model of order d∗ and level l and

m(x) =
K∑

k=1

gk

(
f1,k(x), . . . , fd∗,k(x)

)
for all x ∈ R

d .

(c) We say that the generalized hierarchical interaction model defined above is (p,C)-
smooth, if all functions f and gk occurring in its definition are (p,C)-smooth according to
Definition 1.

It was shown that for such models least squares estimators based on suitably defined mul-
tilayer neural networks (in which the number of hidden layers depends on the level of the
generalized interaction model) achieve the rate of convergence n−2p/(2p+d∗) (up to some
logarithmic factor) in case p ≤ 1. Bauer and Kohler [5] showed that this result even holds for
p > 1 provided the squashing function is suitably chosen. Similar rate of convergence results
as in [5] have been shown in [31] for neural network regression estimates using the ReLU ac-
tivation function. Here, slightly more general function spaces, which fulfill some composition
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assumption, were studied. Related results have been shown in [35] in case of Besov spaces
as a model for the smoothness of the regression function and in [27] in case of non-ReLU
activation functions. Imaizumi and Fukumizu [18] derived results concerning estimation by
neural networks of piecewise polynomial regression functions with partitions having rather
general smooth boundaries. In [28], the rate of convergence of ResNet-type convolutional
neural networks have been analyzed. Here, the convolutional neural networks correspond to
a fully connected deep neural network with constant width and depth converging to infinity
for sample size tending to infinity. The class of neural networks uses the ReLU activation
function and very small bounds on the absolute value of the weights in the hidden layers and
a large bound on the absolute value of the weights in the output layer. In case of a (p,C)-
smooth regression function up to a logarithmic factor, the rate of convergence n−2p/(2p+d) is
shown.

The main results in [5] and [31] are new approximation results for neural networks. Here,
[31] bounds the supremum norm error of the approximation of smooth functions on a cube,
while the corresponding approximation bound in [5] holds only on a subset of the cube of
measure close to one, which is sufficient in order to bound the approximation error of the
neural network in L2. In both papers, a further restriction of the network architecture, in
form of a sparsity constraint, is needed to show their theoretical results. Thus the topology
of the neural network is difficult in view of an implementation of the corresponding least
squares estimate. In particular, in [31] the topology of the neural network was not completely
specified, it was described how many weights are nonzero but not which of the weights are
nonzero.

1.4. Main results in this article. The above results lead to the conjecture that network
sparsity is necessary in order to be able to derive good rates of convergence of neural network
regression estimates. Our main result in this article is that this is not the case. To show this,
we derive similar rate of convergence results as in [5] and in [31] for least squares estimators
based on simple fully connected feedforward neural networks. In these networks, either the
number of neurons per hidden layer is fixed and the number of hidden layers tends to infinity
suitably fast for sample size tending to infinity, or the number of hidden layers is bounded by
some logarithmic factor in the sample size and the number of neurons per hidden layer tends
to infinity suitably fast for sample size tending to infinity. In the first case, the networks will
be much deeper than the class of networks considered for the least squares estimates in [5]
and [31], where the number of hidden layers is either bounded by a constant or by some loga-
rithmic factor in the sample size. From an approximation theoretical point of view, we derive
two new error bounds for the approximation of (p,C)-smooth functions by (very wide or
very deep) neural networks using the ReLU activation function, which are essential to show
our convergence result. In particular, we generalize the approximation result from [36] from
Hölder-smooth to (p,C)-smooth functions. Compared to previous works based on sparse
neural network estimates, our result does not focus on the number of nonzero parameters but
on the overall number of parameters in the network. In particular, we show that in case of
networks with constant width and W weights we can achieve an approximation error of size
W−2p/d instead of W−p/d as stated in [5] and [31]. By bounding the number of parameters
in this sense, the topology of our neural networks is much easier in view of an implementa-
tion of the corresponding least squares estimate. For instance, as shown in Listing 1, using
Python’s packages tensorflow and keras enable us an easy and fast implementation.
Although sparsely connected networks are often preferred in practical applications, there are
some open questions about an efficient implementation of these networks. So-called pruning
methods, for instance, start with large strongly connected neural networks and delete redun-
dant parameters during the training process. The main drawback is that due to the large initial
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model = S e q u e n t i a l ( )
model . add ( Dense ( d , a c t i v a t i o n =" r e l u " , i n p u t _ s h a p e =( d , ) ) )
f o r i in np . a r a n g e ( L ) :

model . add ( Dense (K, a c t i v a t i o n =" r e l u " ) )
model . add ( Dense ( 1 ) )
model . compi l e ( o p t i m i z e r =" adam " ,

l o s s =" m e a n _ s q u a r e d _ e r r o r " )
model . f i t ( x= x _ l e a r n , y= y _ l e a r n )

LISTING 1. Python code for fitting of fully connected neural networks to data xlearn and ylearn.

size of the networks the computational costs of the method are high. That is why the imple-
mentation of sparsely connected networks is critically questioned (see, e.g., [9, 23]). With
regard to our convergence result, we analyze a slightly more general function space, which
includes all the other types of structures of m mentioned earlier.

Independent of us, [37] published a similar result for the approximation of smooth func-
tions by simple fully connected deep neural networks. For a network with width 2d + 10 and
W weights, they also showed an approximation rate of W−2p/d . After the original version
of our paper, a related arXiv article was uploaded by [24]. Therein our approximation result,
where either width or depth are varied, was generalized to ReLU networks where both width
and depth are varied simultaneously.

1.5. Notation. Throughout the paper, the following notation is used: The sets of natu-
ral numbers and real numbers are denoted by N and R, respectively. Furthermore, we set
N0 = N ∪ {0}. For z ∈ R, we denote the smallest integer greater than or equal to z by �z�
and the largest integer smaller or equal to z by z�. We set z+ = max{z,0}. Vectors are de-
noted by bold letters, for example, x = (x(1), . . . , x(d))T . We define 1 = (1, . . . ,1)T and 0 =
(0, . . . ,0)T . A d-dimensional multiindex is a d-dimensional vector j = (j (1), . . . , j (d))T ∈
N

d
0 . As usual, we define ‖j‖1 = j (1) + · · · + j (d), j! = j (1)! · · · j (d)!,

xj = (
x(1))j (1) · · · (x(d))j (d)

and ∂ j = ∂j(1)

∂(x(1))j
(1)

· · · ∂j(d)

∂(x(d))j
(d)

.

Let D ⊆ R
d and let f : Rd → R be a real-valued function defined on R

d . We write x =
arg minz∈D f (z) if minz∈D f (z) exists and if x satisfies x ∈ D and f (x) = minz∈D f (z). The
Euclidean and the supremum norms of x ∈ R

d are denoted by ‖x‖ and ‖x‖∞, respectively.
For f :Rd →R,

‖f ‖∞ = sup
x∈Rd

∣∣f (x)
∣∣

is its supremum norm, and the supremum norm of f on a set A ⊆ R
d is denoted by

‖f ‖∞,A = sup
x∈A

∣∣f (x)
∣∣.

Furthermore, we define the norm ‖ · ‖Cq(A) of the smooth function space Cq(A) by

‖f ‖Cq(A) := max
{∥∥∂ jf

∥∥∞,A : ‖j‖1 ≤ q, j ∈ N
d}

for any f ∈ Cq(A). Let z1, . . . , zn ∈ R
d , set zn

1 := (z1, . . . , zn), let F be a set of functions
f : Rd → R and let ε > 0. We denote by N1(ε,F, zn

1) the ε − ‖ · ‖1-covering number on zn
1,
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that is, the minimal number N ∈ N such that there exist functions f1, . . . , fN : Rd → R with
the property that for every f ∈ F there is a j = j (f ) ∈ {1, . . . ,N} such that

1

n

n∑
i=1

∣∣f (zi ) − fj (zi )
∣∣ < ε.

For u ∈ R and β > 0, we define Tβu = max{−β,min{β,u}}. Furthermore, for f : Rd → R

we define Tβf : Rd →R by (Tβf )(x) = Tβ(f (x)). And if F is a set of functions f :Rd →R

we set

TβF = {Tβf : f ∈ F}.

1.6. Outline. The main result and its proof are presented in Section 2. Our new results
concerning the approximation of (p,C)-smooth functions by deep neural networks are de-
scribed in Section 3. Section 4 deals with a result concerning the approximation of hierarchi-
cal composition models (see Definition 3 below) by neural networks.

2. Main result. As already mentioned above, the only possible way to avoid the so-
called curse of dimensionality is to restrict the underlying function class. We therefore con-
sider functions, which fulfill the following definition.

DEFINITION 3. Let d ∈N and m :Rd →R and let P be a subset of (0,∞) ×N.
(a) We say that m satisfies a hierarchical composition model of level 0 with order and

smoothness constraint P , if there exists a K ∈ {1, . . . , d} such that

m(x) = x(K) for all x = (
x(1), . . . , x(d))� ∈R

d .

(b) We say that m satisfies a hierarchical composition model of level l + 1 with order and
smoothness constraint P , if there exist (p,K) ∈ P , C > 0, g : RK → R and f1, . . . , fK :
R

d → R, such that g is (p,C)-smooth, f1, . . . , fK satisfy a hierarchical composition model
of level l with order and smoothness constraint P and

m(x) = g
(
f1(x), . . . , fK(x)

)
for all x ∈ R

d .

For l = 1 and some order and smoothness constraint P ⊆ (0,∞) ×N, our space of hierar-
chical composition models becomes

H(1,P) = {
h :Rd →R : h(x) = g

(
x(π(1)), . . . , x(π(K))), where

g :RK →R is (p,C)-smooth for some (p,K) ∈ P,

C > 0 and π : {1, . . . ,K} → {1, . . . , d}}.
For l > 1, we recursively define

H(l,P) := {
h :Rd →R : h(x) = g

(
f1(x), . . . , fK(x)

)
, where

g : RK →R is (p,C)-smooth for some (p,K) ∈ P,

C > 0 and fi ∈ H(l − 1,P)
}
.

In practice, it is conceivable, that there exist input–output relationships, which can be
described by a regression function contained in H(l,P). Particulary, our assumption is moti-
vated by applications in connection with complex technical systems, which are constructed in
a modular form. Here, each modular part can be again a complex system, which also explains
the recursive construction in Definition 3. It is shown in [5] and in [31] that the function
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classes used therein generalize all other models mentioned in our article. As the function
class of [5] (see Definition 2) forms some special case of H(l,P) in form of an alternation
between summation and composition, this is also true for our more general model. Compared
to the function class studied in [31], our definition forms a slight generalization, since we al-
low different smoothness and order constraints within the same level in the composition. In
particular, also the additional examples mentioned in [31] are contained in our function class.

Our main result is the following theorem.

THEOREM 1. Let (X, Y ), (X1, Y1), . . . , (Xn, Yn) be independent and identically dis-
tributed random values such that supp(X) is bounded and

E
{
exp

(
c1 · Y 2)}

< ∞
for some constant c1 > 0. Let the corresponding regression function m be contained in the
class H(l,P) for some l ∈ N and P ⊆ [1,∞) × N. Each function g in the definition of m

can be of different smoothness pg = qg + sg (qg ∈ N0 and sg ∈ (0,1]) and of different input
dimension Kg , where (pg,Kg) ∈ P . Denote by Kmax the maximal input dimension and by
pmax the maximal smoothness of one of the functions g. Assume that for each g all partial
derivatives of order less than or equal to qg are bounded, that is,

‖g‖Cqg (Rd ) ≤ c2

for some constant c2 > 0 and that pmax,Kmax < ∞. Let each function g be Lipschitz contin-
uous with Lipschitz constant CLip ≥ 1. Let m̃n be defined as in (3) for some Ln, rn ∈ N, and
define mn = Tc3·log(n)m̃n for some c3 > 0 sufficiently large.

(a) Choose c4, c5 > 0 sufficiently large and set

Ln = �c4 · logn� and rn =
⌈
c5 · max

(p,K)∈P n
K

2(2p+K)

⌉
.

Then

E
∫ ∣∣mn(x) − m(x)

∣∣2PX(dx) ≤ c6 · (logn)6 · max
(p,K)∈P n

− 2p
2p+K

holds for sufficiently large n.
(b) Choose c7, c8 > 0 sufficiently large and set

Ln =
⌈
c7 · max

(p,K)∈P n
K

2(2p+K) · logn
⌉

and rn = r = �c8�.
Then

E
∫ ∣∣mn(x) − m(x)

∣∣2PX(dx) ≤ c9 · (logn)6 · max
(p,K)∈P n

− 2p
2p+K

holds for sufficiently large n.

REMARK 1. Theorem 1 shows that in case that the regression function satisfies an hi-
erarchical composition model with smoothness and order constraint P the L2-errors of least
squares neural network regression estimates based on a set of fully connected neural net-
works achieve the rate of convergence max(p,K)∈P n−2p/(2p+K) (up to some logarithmic fac-
tor), which does not depend on d and which does therefore circumvent the so-called curse of
dimensionality.

REMARK 2. In the special case that each hierarchical composition model of some level
i (i ∈ {1, . . . , l}) has some smoothness pi and dimension Ki and that Kl ≤ Kl−1 ≤ · · · ≤
K1 ≤ d , the rate of convergence in Theorem 1 is optimal up to some logarithmic factor (see
Theorem 3 in [31]).
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REMARK 3. Due to the fact that some parameters in the definition of the estimator in
Theorem 1 are usually unknown in practice, they have to be chosen in a data-dependent way.
Out of a set of different numbers of hidden layers and neurons per layer, the best estimator
is then chosen adaptively. One simple possibility to do this is to use the so-called splitting of
the sample method; cf., for example, Section 2.4 and Chapter 7 in [12]. Here, the sample is
split into a learning sample of size nl and a testing sample of size nt , where nl +nt = n (e.g.,
nl ≈ n/2 ≈ nt ); the estimator is computed for several different selections of width and depth
using only the learning sample, the empirical L2-risks of these estimators are then computed
on the testing sample and finally the parameter value is chosen for which the empirical L2-
risk on the testing sample is minimal.

PROOF. (a) Standard bounds of empirical process theory (cf. Lemma 18 in Supple-
ment B, [21]) lead to

E
∫ ∣∣mn(x) − m(x)

∣∣2PX(dx)

≤ c10 · (logn)2 · (supxn
1∈(Rd )n log(N1(

1
n·c3·logn

, Tc3·log(n)F(Ln, rn),xn
1)) + 1)

n

+ 2 inf
f ∈F(Ln,rn)

∫ ∣∣f (x) − m(x)
∣∣2PX(dx).

Set

(p̄, K̄) ∈ P such that (p̄, K̄) = arg min
(p,K)∈P

p

K
.

The fact that 1/nc11 ≤ 1/(n ·c3 · logn) ≤ c3 ·(logn)/8, Ln ≤ c12 · logn and rn ≤ c13 ·n
1

2(2p̄/K̄+1)

holds for c11, c12, c13 > 0, allows us to apply Lemma 19 in Supplement B, [21], to bound the
first summand by

c10 · (logn)2 · c14 · (logn)3 · log(c14 · (logn) · n 2
(2(2p̄/K̄+1)) ) · c14 · n 1

(2p̄/K̄+1)

n

≤ c15 · (logn)6 · n 1
2p̄/K̄+1

n
≤ c15 · (logn)6 · n− 2p̄

2p̄+K̄

(4)

for a sufficiently large n. Regarding the second summand, we apply Theorem 3(a) (see be-
low), where we choose

Mj,i = ⌈
n

1

2(2p
(i)
j

+K
(i)
j

) ⌉
(see Section 4 for the definition of p

(i)
j and K

(i)
j ). Set

an = (logn)
1

4·(pmax+1) .

W.l.o.g. we assume supp(X) ⊆ [−an, an]d . Theorem 3(a) allows us to bound

inf
f ∈F(Ln,rn)

∫ ∣∣f (x) − m(x)
∣∣2PX(dx)

by

c16 · (
a4(pmax+1)
n

)2 · max
j,i

M
−4p

(i)
j

j,i = c16 · (logn)2 · max
j,i

n
− 2p

(i)
j

2p
(i)
j

+K
(i)
j .
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This together with (4) and the fact that

max
(p,K)∈P n

− 2p
2p+K = n

− 2p̄

2p̄+K̄ ≥ max
j,i

n
− 2p

(i)
j

2p
(i)
j

+K
(i)
j

implies the assertion.
Part (b) follows by a slight modification of the proof of Theorem 1(a), where we use

Theorem 3(b) (see below) instead of (a) to bound the approximation error. �

3. Approximation of smooth functions by fully connected deep neural networks with
ReLU activation function. The aim of this section is to present a new result concerning
the approximation of (p,C)-smooth functions by deep neural networks. This result is later
needed in the proof of Theorem 3 (see below) to approximate hierarchical composition mod-
els by deep neural networks.

THEOREM 2. Let d ∈ N, let f : Rd → R be (p,C)-smooth for some p = q + s, q ∈ N0
and s ∈ (0,1], and C > 0. Let a ≥ 1 and M ∈ N sufficiently large (independent of the size of
a but

M ≥ 2 and M2p ≥ c17 · (
max

{
a,‖f ‖Cq([−a,a]d )

})4(q+1)

must hold for some sufficiently large constant c17 ≥ 1).

(a) Let L, r ∈ N such that

(i) L ≥ 5 + �log4(M
2p)� · (�log2(max{q, d} + 1})� + 1),

(ii) r ≥ 2d · 64 · (d+q
d

) · d2 · (q + 1) · Md

hold. There exists a neural network f̂wide ∈ F(L, r) with the property that

‖f − f̂wide‖∞,[−a,a]d ≤ c18 · (
max

{
a,‖f ‖Cq([−a,a]d )

})4(q+1) · M−2p.(5)

(b) Let L, r ∈ N such that

(i) L ≥ 5Md + �log4(M
2p+4·d·(q+1) · e4·(q+1)·(Md−1))� · �log2(max{q, d} + 1)� +

�log4(M
2p)�,

(ii) r ≥ 132 · 2d · �ed� · (d+q
d

) · max{q + 1, d2}
hold. There exists a neural network f̂deep ∈ F(L, r) such that (5) holds with f̂wide re-
placed by f̂deep.

REMARK 4. The above result focuses on the convergence rate and no attempt has been
made to minimize the constants in the definition of L and r .

The following corollary translates Theorem 2(b) in terms of the number of overall param-
eters versus the approximation accuracy.

COROLLARY 1. Let d ∈ N, let f : Rd →R be (p,C)-smooth for some p = q +s, q ∈ N0
and s ∈ (0,1], and C > 0. Let a ≥ 1 and ε ∈ (0,1). Then there exists a fully connected neural
network f̂ with c19 · ε−d/(2p) parameters, such that

‖f − f̂ ‖∞,[−a,a]d ≤ ε.
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PROOF. The number of overall weights W in a neural network with L hidden layers and
r neurons per layer can be computed by

W = (d + 1) · r + (L − 1) · (r + 1) · r + (r + 1).

Using Theorem 2(b), where we choose M = �c20 · ε−1/(2p)� for some constant c20 > 0, im-
plies the assertion. �

REMARK 5. Compared with [31] and [5], where the total number of parameters is
c21 · ε−d/p for some constant c21 > 0 in case of an approximation error of ε, Corollary 1
gives a quadratic improvement.

SKETCH OF THE PROOF OF THEOREM 2. The proof is deferred to Supplement A, [21].
The basic idea is to construct deep neural networks which approximate a piecewiece Taylor
polynomial with respect to a partition of [−a, a]d into M2d equivolume cubes. Our approx-
imation starts on a coarse grid with Md equivolume cubes and calculates the position of the
cube C with x ∈ C. This cube is then subpartitioned into Md smaller cubes to finally compute
the values of our Taylor polynomial on the finer grid with M2d cubes. Parts (a) and (b) use a
different approach to achieve this.

In part (a), we exploit the fact that a network with c22 · Md neurons per layer has c23 ·
M2d connections between two consecutive layers. Then each of the c23 · M2d weights in our
network is matched to one of the c23 · M2d possible values of the derivatives of f . To detect
the right values of the derivatives for our Taylor polynomial, we proceed in two steps: In the
first two hidden layers, our network approximates the indicator function for every cube on
the coarse grid. The output layer of those networks is then multiplied by the derivatives of f

on the cube, respectively. And those values are the input of the c24 · Md networks in the next
two hidden layers, which approximate the indicator function multiplied by the values of the
derivatives, respectively, on the Md smaller cubes of the subpartition of C with x ∈ C. Using
this two-step approximation, we finally detect the right values of the derivatives on the M2d

equivolume cubes. In the remaining layers, we compute the Taylor polynomial.
In part (b) in the first c25 · Md layers of the network the values of the derivatives of f

necessary for the computation of a piecewise Taylor polynomial of f with respect to the
partition on the coarse grid are determined. Then additional c26 · Md layers of the network
are used to compute a piecewise Taylor polynomial of f on the subpartition (into Md smaller
cubes) of the cube C with x ∈ C (where C is again one of the cubes of the coarse grid).
Here, the values of the derivatives are computed successively by computing them one after
another by a Taylor approximation using the previously computed values and suitably defined
correction terms. �

4. Approximation of hierarchical composition models by neural networks. In this
section, we show one of the key elements of the proof of Theorem 1, that is, a result con-
cerning the approximation of hierarchical composition models with smoothness and order
constraint P ⊆ [1,∞) × N by deep neural networks. In order to formulate this result, we
observe in a first step, that one has to compute different hierarchical composition models
of some level i (i ∈ {1, . . . , l − 1}) to compute a function h

(l)
1 ∈ H(l,P). Let Ñi denote the

number of hierarchical composition models of level i, needed to compute h
(l)
1 . We denote in

the following by

h
(i)
j : Rd →R(6)

the j th hierarchical composition model of some level i (j ∈ {1, . . . , Ñi}, i ∈ {1, . . . , l}) that

applies a (p
(i)
j ,C)-smooth function g

(i)
j : RK

(i)
j → R with p

(i)
j = q

(i)
j + s

(i)
j , q

(i)
j ∈ N0 and
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g
(2)
1

g
(1)
1

x(π(1)) x(π(2))

g
(1)
2

x(π(3)) x(π(4)) x(π(5))

g
(1)
3

x(π(6)) x(π(7))

FIG. 2. Illustration of a hierarchical composition model of the class H(2,P) with the structure

h
(2)
1 (x) = g

(2)
1 (h

(1)
1 (x), h

(1)
2 (x), h

(1)
3 (x)), h

(1)
1 (x) = g

(1)
1 (x(π(1)), x(π(2))), h

(1)
2 (x) = g

(1)
2 (x(π(3)), x(π(4),

x(π(5))) and h
(1)
3 (x) = g

(1)
3 (x(π(6)), x(π(7))), defined as in (7) and (8).

s
(i)
j ∈ (0,1], where (p

(i)
j ,K

(i)
j ) ∈ P . The computation of h

(l)
1 (x) can then be recursively de-

scribed as follows:

(7) h
(i)
j (x) = g

(i)
j

(
h

(i−1)∑j−1
t=1 K

(i)
t +1

(x), . . . , h
(i−1)∑j

t=1 K
(i)
t

(x)
)

for j ∈ {1, . . . , Ñi} and i ∈ {2, . . . , l} and

(8) h
(1)
j (x) = g

(1)
j

(
x(π(

∑j−1
t=1 K

(1)
t +1)), . . . , x(π(

∑j
t=1 K

(1)
t )))

for some function π : {1, . . . , Ñ1} → {1, . . . , d}. Furthermore for i ∈ {1, . . . , l − 1} the recur-
sion

Ñl = 1 and Ñi =
Ñi+1∑
j=1

K
(i+1)
j(9)

holds.
The exemplary structure of a function h

(2)
1 ∈ H(2,P) is illustrated in Figure 2. Here,

one can get a perception of how the hierarchical composition models of different levels are
stacked on top of each other. The approximation result of such a function h

(l)
1 by a neural

network is summarized in the following theorem.

THEOREM 3. Let m : Rd → R be contained in the class H(l,P) for some l ∈ N and
P ⊆ [1,∞) × N. Let Ñi be defined as in (9). Each m consists of different functions h

(i)
j

(j ∈ {1, . . . , Ñi}, i ∈ {1, . . . , l}) defined as in (6), (7) and (8). Assume that the corresponding
functions g

(i)
j are Lipschitz continuous with Lipschitz constant CLip ≥ 1 and satisfy

∥∥g(i)
j

∥∥
C

q
(i)
j (Rd )

≤ c27

for some constant c27 > 0. Denote by Kmax = maxi,j K
(i)
j < ∞ the maximal input dimension

and by pmax = maxi,j p
(i)
j < ∞ the maximal smoothness of the functions g

(i)
j . Let a ≥ 1

and Mj,i ∈ N sufficiently large (each independent of the size of a, but minj,i M
2
j,i > c28 ·

a4(pmax+1)/(2lKmaxCLip)
l must hold for some constant c28 ≥ 1 sufficiently large).

(a) Let L, r ∈ N be such that

(i) L ≥ l · (5 + �log4(maxj,i M
2p

(i)
j

j,i )� · (�log2(max{Kmax,pmax} + 1)� + 1)),

(ii) r ≥ maxi∈{1,...,l}
∑Ñi

j=1 2K
(i)
j · 64 · (K(i)

j +q
(i)
j

K
(i)
j

) · (K(i)
j )2 · (q(i)

j + 1) · MK
(i)
j

j,i
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hold. Then there exists a neural network t1 of the network class F(L, r) with the property
that

(10) ‖t1 − m‖∞,[−a,a]d ≤ c29 · a4(pmax+1) · max
j,i

M
−2p

(i)
j

j,i .

(b) Let L, r ∈ N such that

(i) L ≥ ∑l
i=1

∑Ñi

j=1(5M
K

(i)
j

j,i + �log4(M
2p

(i)
j +4·K(i)

j ·(q(i)
j +1)

j,i · e
4·(q(i)

j +1)·(MK
(i)
j

j,i −1)
)� ·

�log2(max{K(i)
j , q

(i)
j } + 1)� + �log4(M

2p
(i)
j

j,i )�),
(ii) r ≥ 2

∑l−1
t=1 Ñt +2d +132 ·2Kmax · �eKmax� · (Kmax+�pmax�

Kmax

) ·max{�pmax�+1,K2
max}

hold. Then there exists a neural network t2 of the network class F(L, r) with the property
that (10) holds with t1 replaced by t2.

In the construction of our network, we will compose smaller subnetworks to succes-
sively build the final network. For two networks f ∈ F(Lf , rf ) and g ∈ F(Lg, rg) with
Lf ,Lg, rf , rg ∈ N, the composed neural network f ◦ g is contained in the function class
F(Lf + Lg,max{rf , rg}). In the literature (see, e.g., [31]), the composition of two net-
works is often defined by f ◦ σ(g). Thus for every composition an additional layer is
added. We follow a different approach. Instead of using an additional layer, we “melt” the
weights of both networks f and g to define f ◦ g. The following example clarifies our idea:
Let

f (x) = βf · σ(αf · x) and g(x) = βg · σ(αg · x) for αf ,αg,βf ,βg ∈R,

then we have

(f ◦ g)(x) = f
(
g(x)

) = βf · σ (
αf · βg · σ(αg · x)

)
.

Figure 3 illustrates our idea by the network representation as an acyclic graph. This clearly
shows why we do not need an additional layer in our composed network.

PROOF. (a) The computation of the function m(x) = h
(l)
1 (x) can be recursively described

as in (7) and (8). The basic idea of the proof is to define a composed network, which approx-
imately computes the functions h

(1)
1 , . . . , h

(1)

Ñ1
, h

(2)
1 , . . . , h

(2)

Ñ2
, . . . , h

(l)
1 .

x f (x)

network
f

αf βf
x g(x)

network
g

βgαg

x (f ◦ g)(x)

network
f ◦ g

αg βg · αf βf

FIG. 3. Illustration of the composed network f ◦ g.
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For the approximation of g
(i)
j , we will use the networks

f̂
wide,g(i)

j

∈ F
(
L0, r

(i)
j

)
described in Theorem 2(a), where

L0 = 5 +
⌈

log4

(
max
j,i

M
2p

(i)
j

j,i

)⌉
· (⌈

log2
(
max{Kmax,pmax} + 1

)⌉ + 1
)

and

r
(i)
j = 2K

(i)
j · 64 ·

(
K

(i)
j + q

(i)
j

K
(i)
j

)
· (

K
(i)
j

)2 · (
q

(i)
j + 1

) · MK
(i)
j

j,i

for j ∈ {1, . . . , Ñi} and i ∈ {1, . . . , l}.
To compute the values of h

(1)
1 , . . . , h

(1)

Ñ1
, we use the networks

ĥ
(1)
1 (x) = f̂

wide,g(1)
1

(
x(π(1)), . . . , x(π(K

(1)
1 )))

...

ĥ
(1)

Ñ1
(x) = f̂

wide,g(1)

Ñ1

(
x(π(

∑Ñ1−1
t=1 K

(1)
t +1)), . . . , x(π(

∑Ñ1
t=1 K

(1)
t ))).

To compute the values of h
(i)
1 , . . . , h

(i)

Ñi
(i ∈ {2, . . . , l}). we use the networks

ĥ
(i)
j (x) = f̂

wide,g(i)
j

(
ĥ

(i−1)∑j−1
t=1 K

(i)
t +1

(x), . . . , ĥ
(i−1)∑j

t=1 K
(i)
t

(x)
)

for j ∈ {1, . . . , Ñi}. Finally, we set

t1(x) = ĥ
(l)
1 (x).

Figure 4 illustrates the computation of the network t1. It is easy to see that t1 forms a
composed network, where the networks ĥ

(i)
1 , . . . , ĥ

(i)

Ñi
are computed in parallel (i.e., in the

x(1)

x(2)

.

.

.

x(d)

Input

f̂
wide,g(1)

1

.

.

.

f̂
wide,g(1)

Ñ1

Level 1

f̂
wide,g(2)

1

.

.

.

f̂
wide,g(2)

Ñ2

Level 2

. . .

. . .

. . .

f̂
wide,g(l)

1
t1(x)

Level l

FIG. 4. Illustration of the neural network t1(x).
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same layers) for i ∈ {1, . . . , l}, respectively. Since each ĥ
(i)
j (j ∈ {1, . . . , Ñi}) needs L0 layers

and r
(i)
j neurons per layer, this network is contained in the class

F
(
l · L0, max

i∈{1,...,l}

Ñi∑
j=1

r
(i)
j

)
⊆ F(L, r).

Here, we use that by successively applying f̂id to the output of the network t1, we can easily
enlarge the number of hidden layers in the network. Using induction on i, it is easy to see
that t1 satisfies

‖t1 − m‖∞,[−a,a]d ≤ c30 · a4·(pmax+1) · max
j,i

M
−2p

(i)
j

j,i .(11)

A complete proof can be found in Supplement A, [21]. This shows the assertion of the theo-
rem.

(b) Denote h
(1)
1 , . . . , h

(1)

Ñ1
, . . . , h

(l−1)
1 , . . . , h

(l−1)

Ñl−1
, h

(l)
1 by h1, h2, . . . , h∑l

t=1 Ñt
, such that

h
(i)
j (x) = h

N
(i)
j

(x),

where

N
(i)
j =

i−1∑
t=1

Ñt + j

for i ∈ {1, . . . , l} and j ∈ {1, . . . , Ñi}. Then we have

(12) hj (x) = g
(1)
j

(
x(π(

∑j−1
t=1 K

(1)
t +1)), . . . , x(π(

∑j
t=1 K

(1)
t )))

for j ∈ {1, . . . , Ñ1} and

(13) h
N

(i)
j

(x) = g
(i)
j

(
h

N
(i−1)∑j−1

t=1 K
(i)
t +1

(x), . . . , h
N

(i−1)∑j
t=1 K

(i)
t

(x)
)

for j ∈ {1, . . . , Ñi} and i ∈ {2, . . . , l}.
In our neural network, we will compute h1, h2, . . . , h∑l

t=1 Ñt
successively. In the construc-

tion of the network, each g
(i)
j will be approximated by a network

f̂
deep,g

(i)
j

∈ F
(
L

(i)
j , r0

)
described in Theorem 2(b) where

L
(i)
j = 5M

K
(i)
j

j,i + ⌈
log4

(
M

2p
(i)
j +4·K(i)

j ·(q(i)
j +1)

j,i · e4·(q(i)
j +1)·(MK

(i)
j

j,i −1))⌉

· (⌈
log2

(
max

{
K

(i)
j , q

(i)
j

} + 1
)⌉) + ⌈

log4
(
M

2p
(i)
j

j,i

)⌉
and

r0 = 132 · 2Kmax · ⌈
eKmax

⌉ ·
(
Kmax + �pmax�

Kmax

)
· max

{�pmax� + 1,K2
max

}
with Mj,i ∈N sufficiently large. Furthermore, we use the identity network

f̂id(z) = σ(z) − σ(−z) = z
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x(1)

x(2)

.

.

.

x(d)

Input

f̂
L

(1)
1

id

f̂
deep,g

(1)
1

ĥ1(x)

f̂
L

(1)
2

id

f̂
deep,g

(1)
2

f̂
L

(1)
2

id

ĥ2(x)

f̂
L

(1)
3

id

f̂
L

(1)
3

id

f̂
L

(1)
3

id

f̂
deep,g

(1)
3

ĥ3(x)

. . .

. . .

. . .

. . .

. . .

f̂

L
(1)

Ñ1
id

.

.

.

f̂

L
(1)

Ñ1
id

f̂

L
(1)

Ñ1
id

f̂

L
(1)

Ñ1
id

f̂
g
(1)

Ñ1

ĥ
Ñ1

(x)

FIG. 5. Illustration of the neural network, which computes h1, . . . , h
Ñ1

.

with

f̂ 0
id(z) = z, z ∈R,

f̂ t+1
id (z) = f̂id

(
f̂ t

id(z)
) = z, z ∈ R, t ∈ N0

and

f̂ t
id

(
x(1), . . . , x(d)) = (

f̂ t
id

(
x(1)), . . . , f̂ t

id
(
x(d))) = (

x(1), . . . ,x(d))
for x(1), . . . , x(d) ∈ R to shift some values or vectors in the next hidden layers, respectively.
We set

L̃
N

(i)
j

= L
(i)
j

for i ∈ {1, . . . , l} and j ∈ {1, . . . , Ñi}.
Figure 5 illustrates how the functions h1, . . . , hÑ1

are computed by our network and gives
an idea of how the smaller networks are stacked on top of each other. The main idea is that
we successively apply the network f̂

deep,g
(i)
j

in consecutive layers. Here, we make use of

the identity network f̂id, which enables us to shift the input value as well as every already
computed function in the next hidden layers without an error. As described in (12) and (13),
our network successively computes

ĥi(x) = ĝ
(1)
i (x) := f̂

deep,g
(1)
i

(
x(π(

∑j−1
t=1 K

(1)
t +1)), . . . , x(π(

∑j
t=1 K

(1)
t )))

for i ∈ {1, . . . , Ñ1} and

ĥ
N

(i)
j

(x) = f̂
deep,g

(i)
j

(
ĥ

N
(i−1)∑j−1

t=1 K
(i)
t +1

(x), . . . , ĥ
N

(i−1)∑j
t=1 K

(i)
t

(x)
)

for i ∈ {2, . . . , l} and j ∈ {1, . . . , Ñi} Finally, we set

t2(x) = ĥ
N

(l)
1

(x) = ĥ∑l
t=1 Ñt

(x).

Remark that for notational simplicity we have substituted every network f̂id in the input of
the functions ĥj by the real value (since f̂id computes this value without an error). Since
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each network ĥj for j ∈ {1, . . . ,
∑l

t=1 Ñt } needs L̃j layers and r0 neurons per layer, and we
further need 2d neurons per layer to successively apply f̂id to the input x and 2 neurons per
layer to apply f̂id to the at most

∑l−1
t=1 Ñt already computed functions in our network the final

network t2 is contained in the class

F
(∑l

t=1 Ñt∑
j=1

L̃j ,2 ·
l−1∑
t=1

Ñt + 2d + r0

)
.

Using induction on i, it is easy to see that t2 satisfies

‖t2 − m‖∞,[−a,a]d ≤ c31 · a4(pmax+1) · max
j,i

M
−2p

(i)
j

j,i .(14)

A complete proof can be found in Supplement A, [21]. As described in part (a), we can easily
enlarge the number of hidden layers by successively apply f̂id to the output of the network
t2. �

Acknowledgments. The authors are grateful to the many comments and suggestions that
were brought up by the Associate Editor and four referees improving an early version of this
manuscript.

SUPPLEMENTARY MATERIAL

Supplement A: Network approximation of smooth functions (DOI: 10.1214/20-
AOS2034SUPPA; .pdf). This supplementary file contains the long and rather technical proof
of Theorem 2 and the induction proofs of Theorem 3 that show the accuracy of the networks.

Supplement B: Auxiliary results and further proofs (DOI: 10.1214/20-
AOS2034SUPPB; .pdf). This supplementary file contains the auxiliary results and further
proofs of all lemmata that follow in a straightforward modification from earlier results.
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