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ZERO TEMPERATURE LIMIT FOR THE BROWNIAN DIRECTED
POLYMER AMONG POISSONIAN DISASTERS

BY RYOKI FUKUSHIMA1 AND STEFAN JUNK2

Kyoto University and Technical University of Munich

We study a continuum model of directed polymer in random environ-
ment. The law of the polymer is defined as the Brownian motion conditioned
to survive among space-time Poissonian disasters. This model is well studied
in the positive temperature regime. However, at zero-temperature, even the
existence of the free energy has not been proved. In this article, we show that
the free energy exists and is continuous at zero-temperature.

1. Introduction and main results. We discuss the zero-temperature limit for
a model of directed polymer in random environment. This work is partially moti-
vated by the recent work [13] which studies the number of the open paths in the
oriented percolation. In the directed polymer context, the main result in [13] cor-
responds to the existence of the free energy at zero-temperature for the Bernoulli
environment. What makes this problem nontrivial is that at zero-temperature, the
finite volume free energy has infinite mean, and hence the standard subadditiv-
ity argument fails. The proof in [13] instead relies on an intricate combination of
various techniques developed in the study of the contact process and the oriented
percolation. It would be desirable to know whether the zero-temperature model
can be approximated by the more tractable low positive temperature model. How-
ever, to our knowledge, it is not known whether the free energy is continuous at
zero-temperature.

In this article, we investigate a certain time-space continuous analogue of the
model described above which has a similar nonintegrability issue at zero temper-
ature. We prove the existence and the continuity of the free energy. The argument
for the existence is a suitable modification of the standard subadditivity argument
which is quite different from [13].

1.1. The model. We study the Brownian directed polymer in Poissonian en-
vironment introduced in [9]. We first recall the model at positive temperature
and then introduce a natural zero-temperature version. Let us denote by (B =
{B(t) : t ≥ 0},P ) the standard d-dimensional Brownian motion stating at the ori-
gin, and by (ω,P) the Poisson point process independent of B with unit intensity
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on R+ × R
d (d ≥ 1). The process ω is realized as a locally finite point measure

as usual but with some abuse of notation, we will frequently identify ω, and more
generally any point measure, with its support. Let U(x) ⊂ R

d be the ball of unit
volume centered at x and Vt denote a tube around the path of B:

Vt(B) := {
(s, x) ∈ [0, t) ×R

d : x ∈ U
(
B(s)

)}
.

Then for given β > 0, the so-called polymer measure is defined as

(1.1) dP
β,ω
t = 1

Z
β,ω
t

exp
(−βω(Vt )

)
dP,

where

(1.2) Z
β,ω
t = E

[
exp

(−βω(Vt )
)]

is the normalizing constant. Under this measure, the polymer receives a repulsive
interaction from a point (s, x) ∈ ω.

REMARK 1.1. In the earlier works [6, 8–11] on Brownian directed polymers,
there is no negative sign in front of β in the definitions (1.1) and (1.2) and general
β ∈R is considered. We use the above formulation since we focus on the repulsive
case in this article.

In our repulsive case, the above polymer measure can be interpreted as the law
of the Brownian motion conditioned to survive among Poissonian disasters. More
precisely, we enlarge the probability space for the Brownian motion and introduce
an Exp(1) random variable ξ , independent of B and ω, and define the “death time”

τβ(ω) := inf
{
t ≥ 0 : βω(Vt ) ≥ ξ

}
.(1.3)

Then we have

(1.4) Z
β,ω
t = P

(
τβ(ω) ≥ t

)
and thus the polymer measure admits the aforementioned interpretation. Now in
the zero-temperature limit β → ∞, the above death time becomes

τ∞(ω) := inf
{
t ≥ 0 : ω(Vt) ≥ 1

}
,(1.5)

that is, the process is immediately killed when it gets close to a disaster. Note
that this stopping time can alternatively expressed as the hitting time to the set of
disasters defined by

(1.6) D := ⋃
(s,x)∈ω

{s} × U(x).
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1.2. Free energy. As is usual in the study of a model of statistical physics, it
is important to understand the asymptotics of the normalizing constant Z

β,ω
t . For

positive temperature, the following result is known.

THEOREM A (Theorem 2.2.1 in [9]). There exists a continuous function
p : [0,∞) → (−∞,0] such that for almost all ω,

lim
t→∞

1

t
logP

(
τβ(ω) ≥ t

) = lim
t→∞

1

t
E
[
logP

(
τβ(ω) ≥ t

)] = p(β).(1.7)

The limit p(β) is an important observable called the free energy and it is for
instance known to characterize a localization transition of the polymer; see [9, 10]
for more detail.

The goal of this article is to extend the above existence and continuity to the
value β = ∞. The methods of proving the above theorem do not seem to cover the
case β = ∞: First, the existence of the limit is proved by the superadditivity of the
mean E[logP(τβ(ω) ≥ t)] and a concentration bound for logP(τβ(ω) ≥ t) around
its mean. However, as we will see in Proposition 1.2, the mean E[logP(τ∞(ω) ≥
t)] does not exist. One could alternatively use the subadditive ergodic theorem
but this approach also requires the integrability. Second, the continuity for β ∈
(0,∞) is a consequence of the convexity of p(·), which essentially follows from
the Hölder inequality. But the convexity tells us nothing about the continuity at the
boundary β = ∞. In order to motivate the notation used in the statement of the
main result, let us observe why the integrability of logP(τ∞(ω) ≥ t) is violated.

PROPOSITION 1.2. For any t > 0, E[logP(τ∞(ω) ≥ t)] = −∞.

PROOF. Let F be the first disaster time close to the origin:

F := inf
{
t ≥ 0 : ω

(
[0, t] × 1

2
U(0)

)
�= 0

}
.

Note that the Brownian motion gets killed if B(F) ∈ 1
2U(0). Thus on {F < t}, we

have

P
(
τ∞(ω) ≥ t

) ≤ P

(
B(F) /∈ 1

2
U(0)

)
≤ exp

(
−C

F

)
.

Since F is exponentially distributed, we have

E
[
logP

(
τ∞(ω) ≥ t

)] ≤ −CE
[
F−11{F < t}] = −∞. �

The proof of this proposition suggests that the nonintegrability is caused by the
existence of a Poisson point near the starting point of the Brownian motion. It is
reasonable to believe that this is the only source of nonintegrability and we will in
fact confirm this intuition in the proof.
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1.3. Main results. In view of the discussion at the end of the previous subsec-
tion, it is natural to consider a modified death time where we ignore the disasters in
the first unit time interval. To this end, for I ⊂ R+, we write ωI for the restriction
ω|I×Rd as a measure and define

τ 1
β(ω) := τβ(ω[0,1]c ) =

{
inf

{
t ≥ 1 : βω[0,1]c (Vt ) ≥ ξ

}
for β < ∞,

inf
{
t ≥ 1 : ω[0,1]c (Vt ) ≥ 1

}
for β = ∞.

It is often convenient to restrict the Brownian motion to a domain growing at poly-
nomial speed:

At :=
{

sup
0≤s≤t

∣∣B(s) − B(0)
∣∣ ≤ 	t
2

}
.(1.8)

The probability of Ac
t is bounded by exp(−ct3) by the reflection principle, and

hence it should be much smaller than the survival probability.
Now we are ready to state the main theorem.

THEOREM 1.3. There exists p(∞) ∈ (−∞,0] such that the following hold:

(i) limt→∞ 1
t
E
[
logP

(
τ 1∞(ω) ≥ t,At

)] = p(∞),
(ii) for almost all ω, limt→∞ 1

t
logP

(
τ∞(ω) ≥ t

) = p(∞),
(iii) limβ→∞ p(β) = p(∞).

REMARK 1.4. The proof of this theorem is almost identical for d = 1 and
d ≥ 2, except for one point which we mention in Remark 2.6. For this reason, we
carry out the proof mostly in the one-dimensional setting and then describe the
necessary modification to deal with higher dimensions in the final section.

1.4. Related works. For the general background and known results on the di-
rected polymer in random environments, we refer the reader to [5].

The Brownian directed polymer in Poissonian environment was first introduced
and studied in [9]. One of the advantages of this model is that one can employ
tools from stochastic analysis. In addition to standard results, such as the exis-
tence and phase transition of the free energy, some results on the fluctuation of the
free energy and the displacement of the polymer were proved. The latter results
are sharper than what is known for the models based on the simple random walk.
Later in [10], a more precise localization result for the polymer was established.
Our continuity result for the free energy suggests—but does not prove—that these
results remain true at zero-temperature. This direction is worthy of further investi-
gation.

Next, we turn to other works on the zero-temperature limit. There are not so
many results on the zero-temperature limit for the directed polymer in random en-
vironment. This is mainly because we have a simple answer in a large class of
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settings. To see this, let us consider the most studied nearest neighbor lattice poly-
mer setting. In this case, the environment is given by real-valued random variables
ω = (ω(k, x))k∈N,x∈Zd and the polymer measure is defined as follows:

(1.9) P β,ω
n (γ ) = 1

Z
β,ω
n

exp

(
−β

n∑
k=1

ω
(
k, γ (k)

))
1{γ ∈Nn},

where Nn denotes the set of nearest neighbor paths of length n on Z
d . Now if the

time constant for the directed first passage percolation

(1.10) μ = lim
n→∞

1

n
min

γ

n∑
k=1

ω
(
k, γ (k)

)
is nonzero (this holds, e.g., when ess infω �= 0), then it is easy to deduce a conti-
nuity result

(1.11) lim
β→∞ lim

n→∞
1

βn
logZβ,ω

n = −μ.

On the other hand, if ess infω = 0 and the set {(k, x) : ω(k, x) = 0} percolates,
then we have μ = 0. In this case, Z∞,ω

n = limβ→∞ Z
β,ω
n is the number of open

paths and limn→∞ 1
n

logZ∞,ω
n represents the growth rate. As is mentioned at the

beginning of this article, the existence of this limit is proved in [13] but it is not
known whether the limit equals limβ→∞ limn→∞ 1

n
logZ

β,ω
n . Two recent works

[7, 15] study this type of problem in a nonnearest neighbor model on Z+ × Z
d

defined by

(1.12) P β,ω
n (γ ) = 1

Z
β,ω
n

exp

(
−

n∑
k=1

[
βω

(
k, γ (k)

) + ∣∣γ (k − 1) − γ (k)
∣∣α])

and proved the continuity of the free energy at β = ∞. In this case, logZ
β,ω
n is

integrable, and hence the existence follows from the subadditivity argument.
Finally, there is a recent work [2] where the zero-temperature limit of the poly-

mer measure is discussed for the model on Z+ ×R defined by

P β,ω
n (dγ )

= 1

Z
β,ω
n

exp

(
−β

n∑
k=1

[
ω
(
k, γ (k)

) + ∣∣γ (k − 1) − γ (k)
∣∣2]) n∏

k=1

dγk.
(1.13)

In the preceding works [1] and [3], the infinite volume polymer measure is con-
structed for every given asymptotic slope, at zero and positive temperature, respec-
tively. Then in [2], it is proved that as β → ∞, not only the free energy but also
the infinite volume polymer measure converges. This model has a similarity to the
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model studied in this article since the polymer measure in (1.1) has a heuristic
representation

(1.14) P
β,ω
t (dγ ) = 1

Z
β,ω
t

exp
(
−βω(Vt ) − 1

2

∫ t

0

∣∣γ̇ (s)
∣∣2 ds

)
dγ.

However, we do not multiply the term
∫ t

0 |γ̇ (s)|2 ds by β , and thus the two models
behave quite differently as β → ∞. The zero temperature model in [1] is of last
passage percolation type and concentrates on a single path, whereas our result
implies that the entropy is nondegenerate at zero temperature.

2. High-level structure of proof. In this section, we explain the high-level
structure of the proof. In order to make the flow of the argument clear, we discuss
the convergence only for t ∈ N. The complete proof will be given in Section 6.

Convergence of the mean. We first need to prove that E[logPω(τ 1∞ ≥ t)] is
finite. This will follow as a corollary to Lemma 3.1 in Section 3—we refrain from
stating it precisely since it is designed to cover a more complicated situation and
requires a number of terminologies. Now if in addition {E[logP(τ 1∞(ω) ≥ t)]}t≥0
were a superadditive sequence, then Theorem 1.3(i) would follow. However, the
modification τβ → τ 1

β makes it difficult to prove the superadditivity. The standard
argument for the superadditivity (see, e.g., [9], Section 6) yields that, for s > 1,

E
[
logP

(
τ 1∞(ω) ≥ s + t

)]
≥ E

[
logP

(
τ 1∞(ω) ≥ s

)] +E
[
logP

(
τ∞(ω) ≥ t

)]
,

(2.1)

in which we get τ∞ instead of τ 1∞ in the second term. For this reason, we shall
instead prove the following almost superadditivity that is known to imply Theo-
rem 1.3(i) by [14], Theorem 2.

PROPOSITION 2.1. Let aβ(t) := E[logP(τ 1
β(ω) ≥ t,At )]. For every δ ∈

(0, 1
2), there exists t0 > 0 independent of β such that for all s, t ≥ t0,

aβ(s + t) ≥ aβ(s) + aβ(t) − (s + t)δ.(2.2)

Almost sure convergence with the modification. In order to upgrade the con-
vergence of the mean to the almost sure convergence, we prove the following con-
centration bound.

PROPOSITION 2.2. For every δ ∈ (0, 1
2) and all r ≥ 0, there exists t0 > 0 such

that for all t ≥ t0 and β ∈ [0,∞],
P
(∣∣logP

(
τ 1
β(ω) ≥ t,At

) −E
[
logP

(
τ 1
β(ω) ≥ t,At

)]∣∣ ≥ t
1
2 +δ) ≤ t−r .(2.3)
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REMARK 2.3. For fixed β < ∞, an exponential concentration bound is ob-
tained in Theorem 2.4.1(b) in [9]. However, it does not cover the case β = ∞
since it contains a constant that degenerates at β = ∞.

Proposition 2.2 together with Theorem 1.3(i) implies the almost sure conver-
gence of t−1 logP(τ 1

β(ω) ≥ t,At ).

Continuity of the free energy. Given the concentration bound in Proposi-
tion 2.2, we can derive the following estimate on the rate of convergence by adapt-
ing the argument in [17] for first passage percolation.

PROPOSITION 2.4. For every δ > 0, there exists t0 > 0 such that for all t ≥ t0
and β ∈ [0,∞], ∣∣E[

logP
(
τ 1
β(ω) ≥ t,At

)] − tp(β)
∣∣ ≤ t

1
2 +δ.(2.4)

We can therefore approximate p(β) by 1
t
E[logP(τ 1

β(ω) ≥ t,At )] with large t ,
uniformly over all β ∈ [0,∞], and the continuity from Theorem 1.3(iii) follows
because this expectation depends only on the disasters in a bounded subset of
R+ ×R.

Getting rid of the modification. It remains to remove the modification in the
time interval [0,1]. This might look an easy task but in fact is a subtle problem.
It is possible to replace [0,1] by [0, ε] for any ε > 0 and prove that the limit of
1
t
E[logP(τ ε

β(ω) ≥ t,At )] is independent of ε. If we knew in addition that

(2.5) P
β,ω
t

(
B(u) ∈ (−R,R) for all u ∈ [0,1]) = eo(t)

for large R > 0, then we could restrict the consideration to the above event and
argue that there are no disasters in [0, ε] × [−R,R] for sufficiently small ε > 0,
which implies τ ε

β(ω) = τβ(ω). However, proving (2.5) turns out to be difficult. We
instead prove that the disasters in the time interval [0,1] do not affect the survival
probability too much, uniformly in the endpoint.

PROPOSITION 2.5. There exists a finite positive random variable A(ω) such
that for all x ∈R,

P
(
B(2) ∈ dx, τ∞(ω) ≥ 2

) ≥ A(ω)P
(
B(1) ∈ dx

)
.

REMARK 2.6. This is the point where we need an extra argument for the
higher dimensions. In fact, the above proposition fails to hold as it is for d ≥ 3. We
defer the description of the extra argument to the end of the article since it requires
several auxiliary definitions. We include the case d = 2 there in order to make the
notation simple in the other sections.
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Key technical steps. The main technical difficulty lies in the proofs of Propo-
sitions 2.1 and 2.2, which share much in common. Indeed, the former consists of
controlling the effect of removing disasters in [t, t + 1] ×R to the survival proba-
bility, and the latter relies on the control on the influence of resampling the disasters
in [i, i + 1] × R, as is usual for concentration bounds. The following proposition
provides those controls.

PROPOSITION 2.7. For every p ∈ N, there exists C > 0 such that for all β ∈
[0,∞], all t ≥ C and r, s > 0 such that 1 ≤ r ≤ r + s ≤ t and either r + s ≤ t − 1
or r + s = t ,

E
[∣∣logP

(
τ 1
β(ω) ≥ t | τ 1

β(ω[r,r+s]c ) ≥ t,At

)∣∣p]
= E

[∣∣logP
(
τ 1
β(ω) ≥ t,At

) − logP
(
τ 1
β(ω[r,r+s]c ) ≥ t,At

)∣∣p]
≤ C

(
1 + sp) + C

(
1 + log+ t

)C
.

(2.6)

The proof of Proposition 2.7 is the technical core of this work and will take up a
large portion of the rest of the paper. We prove it by sampling the paths according
to the conditional law P(· | τ 1

β(ω[r,r+s]c ) ≥ t,At ) and then estimating the cost
for the paths to avoid the additional disasters in [r, r + s] × R. This requires a
lower bound on the survival probability for the Brownian motion whose initial and
terminal distribution at time r and r + s are given by the above conditional law.

We will prove such a lower bound in three steps. First, in Lemma 3.1, we prove
a lower bound on the survival probability for the Brownian bridge with a further
additional restriction that it stays in a tube around the line connecting its initial and
terminal points (Section 3). Then in Lemma 4.1, we prove a moment bound for the
general initial and terminal distribution (Section 4). This is done by duplicating the
tube strategy provided by Lemma 3.1. In order to make use of many tubes, we need
the endpoint distribution to be dispersed (see Figure 1). Finally, in Lemma 5.1,
we show that the distribution of (B(r),B(r + s)) under the conditional law P(· |
τ 1
β(ω[r,r+s]c ) ≥ t,At ) is indeed dispersed (Section 5).

Sections 3, 4 and 5 are isolated in the sense that nothing beyond the main lemma
is used later on.

Notational convention. In the proof, we use c and C to denote positive con-
stants whose values may change from line to line.

3. Survival probability in a tube. In this section, we provide a lower bound
for the survival probability of the Brownian motion which is conditioned to end at
a fixed point and restricted to a tube.

We start by introducing some notation. To describe the first conditioning, we
write P r,x;s,y for the Brownian bridge measure between (r, x) and (s, y). We in-
troduce the following intervals:
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FIG. 1. An illustration of the proof strategy of Proposition 2.7. The survival probability in each
tube is controlled by Lemma 3.1. If the distribution of the polymer (conditioned to avoid the disasters
outside [r, r + s]) at times r and r + s is sufficiently dispersed, then we can choose the best tube
among many in order to construct a good survival strategy on the whole time interval [0, t].

• x and y will be chosen from J (5) := [−5
2 , 5

2 ],
• the Brownian motion will be restricted to J (6) := [−3,3],
• then the survival probability depends only on the disasters in J (7) := [−7

2 , 7
2 ],

• J (5) is divided into J = {J (1)
−2 , . . . , J

(1)
2 }, where J

(1)
x := x + [−1

2 , 1
2).

The role of J (7) is to ensure the independence of the survival probabilities in dif-
ferent tubes in our duplication strategy in Figure 1. For t > 0, let Ft denote the first
disaster in [0, t] × J (7), that is,

Ft := inf
{
r ∈ [0, t] : ∃z ∈ J (7) such that (r, z) ∈ ω

}
with the convention Ft = t if ω ∩ [0, t] × J (7) =∅. Similarly, we let

Lt := sup
{
r ∈ [0, t] : ∃z ∈ J (7) such that (r, z) ∈ ω

}
denote the last disaster in [0, t] × J (7), where we set Lt = 0 if there is no such
disaster. The goal of this section is the following lemma, which provides a lower
bound on the survival probability in the tube [0, t] × J (6):

LEMMA 3.1. There exists C > 0 such that the following hold P-almost surely:

(i) For all x, y ∈ J (5),

E
[
logP 0,x;t,y(τ∞(ω) ≥ t,B(s) ∈ J (6) for all 0 ≤ s ≤ t

) | Ft ,Lt

]
≥ −C

(
t + 1{Ft < t}(F−1

t + (t − Lt)
−1)),(3.1)

(ii) E[logP(τ 1∞(ω) ≥ t,B(s) ∈ J (6) for all 0 ≤ s ≤ t)] ≥ −C(t + 1).
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REMARK 3.2. The tube is assumed to be parallel to the time axis but this
is not restrictive, as we can change the terminal point of the Brownian bridge by
applying a time-space affine transformation which leaves the law of ω invariant.
We include this generalization to Lemma 4.1 since the proof of Lemma 3.1 in the
above simple form is already quite long and complicated.

The terms F−1
t and (t − Lt)

−1 above are the costs for the Brownian motion
to avoid the first and last disasters in [0, t] × J (7), respectively. Therefore, this
lemma justifies the intuition discussed after Proposition 1.2. To see the reason
why the cost is inverse proportion of Ft or (t − Lt), we state simple estimates for
Brownian motion without proof, which we will repeatedly use in the proof.

LEMMA 3.3. There exists C > 0 such that for every s, t > 0 and x, y ∈
{−2, . . . ,2}, almost surely on {B(t) ∈ J

(1)
x },

P
(
B(s + t) ∈ J (1)

y and B(u + t) ∈ J (6) for all u ∈ [0, s] | B(t)
)

≥
{
e−C

s
−Cs if x �= y,

e−Cs if x = y.

(3.2)

We are going to bound the probability in (3.1) from below by constructing a
specific survival strategy for the Brownian motion. We will introduce various ter-
minologies in the course of describing the strategy. Given an environment ω, we
can find Ti ≥ 0 and Di ∈ J (7) such that

ω ∩ (
R+ × J (7)) = {

(T0,D0), (T1,D1), . . .
}

and such that T0 < T1 < · · · . We denote the interarrival times by 
0 := T0 and


i := Ti − Ti−1

for i ≥ 1, which are independent exponential random variables with parameter 7.
We say that J

(1)
x ∈ J is contaminated by (Tj ,Dj ) if

J (1)
x ∩ U(Dj) �=∅.

It is simple to check that if J
(1)
x ∈ J is not contaminated by (Tj ,Dj ) and B(Tj ) ∈

J
(1)
x , then the Brownian motion is not affected by the disaster at time Tj . Clearly,

every disaster can contaminate at most two sites, and since |J | = 5, there exists
a sequence (s(0), s(1), . . .) ∈ {0,1, . . . ,4}N such that J

(1)
s(j) is not contaminated by

(Tj ,Dj ) or (Tj+1,Dj+1); see Figure 2. The interval J
(1)
s(j) is safe in the sense that

the Brownian motion can survive during [Tj , Tj+2) simply by staying there.
Note that if there is no disaster in [0, t] × J (7) (that is, on {Ft = t} = {Ft =

t,Lt = 0}), we get (3.1) from Lemma 3.3 since

P
(
τ(ω) ≥ t

) ≥ P
(
B(s) ∈ J (6) for all s ∈ [0, t]) ≥ e−Ct .



ZERO TEMPERATURE LIMIT FOR BROWNIAN DIRECTED POLYMER 3831

FIG. 2. An illustration of the survival strategy until the first regeneration time R1. In this figure, we
have ρ1 = 5. At every disaster time, (typically) two intervals are contaminated (marked by the thick
lines). The left ends of the striped regions are safe intervals. The arrows indicate to which interval
the Brownian motion is supposed to move.

For the remainder of this section, we only discuss the case {Ft < t} = {Ft < t,

Lt > 0}.
The first interval. The survival strategy up to T0 = Ft is prescribed by the event

(3.3) S(0) := {
B(T0) ∈ J

(1)
s(0) and B(u) ∈ J (6) for u ∈ [0, T0]}.

From the estimates in Lemma 3.3, we get

logP
(
S(0)

) ≥ −C
(
Ft + F−1

t

)
.

Renewal construction. After T0 = Ft , we define the sequence of survival
strategies by using a renewal structure. Let ρ0 := 0 and for i ≥ 0,

ρi+1 = inf{j > ρi + 1 : 
j > 
j−1}.
We write the corresponding disaster time by

Ri := Tρi
.

We now recursively define events S(i) (i ≥ 1) as follows: B(u) ∈ J (6) for all u ∈
[Ri−1,Ri) and in addition,

B(Tj ) ∈ J
(1)
s(j) for j = ρi−1, . . . , ρi − 2;(S1)

B(u) ∈ J
(1)
s(ρi−2) for u ∈ [Tρi−2, Tρi−1];(S2)

B(Tρi
) ∈ J

(1)
s(ρi)

.(S3)
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In words, the Brownian motion moves to the safe interval in each time interval
(Tj , Tj+1) except for j = ρi − 2. Note that we may have ρi = ρi−1 + 2 and then
the step (S1) is to be skipped. The second step (S2) is possible in this case since we
have B(Tρi−2) = B(Tρi−1) ∈ J

(1)
s(ρi−1)

by the definition of S(0) (i = 1) and S(i − 1)

(i ≥ 2). Now on the event {ρ1 = k} (k ≥ 2), Lemma 3.3 yields

logP
(
S(1) | S(0)

) ≥ −C
∑

i=1,...,k
i �=k−1


−1
i − C

k∑
i=1


i.(3.4)

It is important that the term 
−1
k−1 = max{
−1

1 , . . . ,
−1
k } is omitted from the

first sum on the right-hand side, due to the unusual strategy in (S2) above. In-
deed, if that sum was taken over 1 ≤ i ≤ k, it would be the sum of inverse ex-
ponential random variables, which is not P-integrable. On the other hand, the
other terms {
−1

1 , . . . ,
−1
k−2,


−1
k } gain one extra degree of integrability from

the knowledge that they are the k − 1 smallest members from the collection
{
−1

1 , . . . ,
−1
k }.

Last interval. It remains to prescribe the behavior after the last renewal time
before time t . Let us denote by

N(s) :=
∞∑
i=1

1{Ti ≤ s} and

M(s) :=
∞∑
i=1

1{Ri ≤ s}

the numbers of disasters and renewals up to time s, respectively. We further set

σ := N(Lt) − M(Lt) = the number of disasters in [RM(Lt ),Lt ] × J (7),

U := Lt − RM(Lt ) = the duration from the last renewal to Lt .

Then the survival strategy in [RM(Lt ), t] is prescribed by the event T defined as
follows: B(u) ∈ J (6) for all u ∈ [RM(Lt ), t] and in addition,

B(Tj ) ∈ J
(1)
s(j) for j = M(Lt), . . . ,N(Lt) − 1,(S4)

B(u) ∈ J
(1)
s(Nt−1) for u ∈ [TN(Lt )−1,Lt )),(S5)

B(t) = y.(S6)

In the case where the last disaster time Lt is a renewal time, both (S4) and (S5) are
to be skipped. In words, the strategy T for the terminal part is the same as for the
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previous cases except that we choose to remain in J
(1)
s(N(Lt )−1) after the last disaster

before Lt , regardless of whether a renewal occurs after Lt or not. Then exactly as
in (3.4), on the event {σ = n}, we have

logP 0,x;t,y(T | S(0), . . . ,S
(
M(Lt)

))
≥ −C

(
n−1∑
i=1


−1
i +

n∑
i=1


i + (t − Lt) + (t − Lt)
−1

)
,

where the last term (t − Lt)
−1 appears since the Brownian motion has to move

from J
(1)
s(N(Lt )−1) to the endpoint y during [Lt, t]. Note that since there is no re-

newal in [RM(Lt ),Lt ], the strategy T makes the Brownian motion survive without

moving in the shortest interval among {[Tj , Tj+1]}N(Lt )−1
j=M(Lt )

. Therefore, for the same

reason as before, we can expect that the sum
∑n−1

i=1 
−1
i gains an extra degree of

integrability.
Collecting the above strategies, we define

St := S(0) ∩
M(Lt )⋂
i=1

S(i) ∩ T .

Then the probability that the Brownian motion survives in the tube [0, t] × J (6) is
bounded from below by

logP 0,x;t,y(τ∞(ω) ≥ t,B(s) ∈ J (6) for all 0 ≤ s ≤ t
)

≥ logP(St )

= logP
(
S(0)

) +
M(Lt )∑
i=1

logP
(
S(i) | S(i − 1)

)
+ logP

(
T | S(0), . . . ,S

(
M(Lt)

))
.

(3.5)

Expectation conditioned on {Ri}i≥1. We are going to bound the P-expectation
of the last line in (3.5) conditioned on Ft and Lt . What makes the argu-
ment complicated is that the number of summands M(Lt) is random, depend-
ing on {Ri}i≥1. Thus we need to estimate E[logP(S(i) | S(i − 1)) | Ri], in-
stead of E[logP(S(i) | S(i − 1))], which can easily be seen to be finite. Sim-
ilarly, the last term logP(T | S(0), . . . ,S(M(Lt))) also depends on RM(Lt )

through U , and hence we need to consider E[logP(T | S(0), . . . ,S(M(Lt))) |
U,Lt ].

To this end, it is instrumental to understand the inter-dependence structure
among {
i}i≥1, {ρi}i≥0 and {Ri}i≥1.
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LEMMA 3.4. The following hold:

1. Both

{ρj }j≥1 under P and{
(
ρj+k)k=1,...,ρj+1−ρj

: j ≥ 1
}

under P(· | ρj : j ≥ 1)

are independent families.
2. The ρj+1 − ρj (j ≥ 1) has the same law as ρ1, which is given by

P(ρ1 = k) = k − 1

k! for all k ≥ 2.

Moreover, conditioned on {ρ1 = k}, R1 −R0 is Gamma distributed with parameter
(k,7). That is, it has the probability density

7k

(k + 1)!r
k−1e−7r1{r ≥ 0}.

3. Let {Ei}i∈N be independent exponential random variables with rate 7.
Conditioned on {ρ1 = k,Tk − T0 = s},∑

i={1,...,k}\{k−1}

−1

i

d= 1

s

k∑
i=2

∑k
j=1 Ej∑i

j=1
1

k−j
Ej

.

PROOF. The first assertion follows from the fact that (ρj )j≥1 are stopping
times for the process (Ti)i≥0.

To prove the second and third assertions, it is useful to realize the interarrival
times in such a way that the dependence structure between ρ1, Tk − T0 = ∑k

i=1 
i

and 
−1
i is clear. To this end, let (


(k)
i )ki=1 be an increasing order statistics of

independent Exp(7) random variables and let π be a uniform random variable on
the permutations Sk over {1,2, . . . , k}, which is independent of 
(k). Then we can
realize the interarrival times as

(3.6) (
i)1≤i≤k = (



(k)
π(i)

)
1≤i≤k.

Now, since {ρ1 = k} depends only on π , we find

P(ρ1 = k) = P(
1 > 
2 > · · · > 
k−1 and 
k−1 < 
k) = k − 1

k!
by simply counting the number of permutations satisfying the above ordering.
For the same reason, {ρ1 = k} is independent of

∑k
i=1 
i = ∑k

i=1 

(k)
i , which

is Gamma distributed with parameter (k,7). Thus the second assertion is proved.
Finally,

∑k
i=1 
i is independent of {
j/

∑k
i=1 
i}kj=1; see [12], Chapter IX,

Theorem 4.1. Therefore, conditioned on {ρ1 = k,
∑k

i=1 
i = s}, we have

(3.7)
∑

i∈{1,...,k}\{k−1}

−1

i

d= 1

s

k∑
i=2

(

̃

(k)
i∑k

i=1 
̃
(k)
i

)−1
,
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where 
̃(k) is an independent copy of 
(k). The third assertion follows from the
following distributional identity proved in [16], §1:

(

̃

(k)
1 , 
̃

(k)
2 , . . . , 
̃

(k)
k

) d=
(

E1

k − 1
,

2∑
j=1

Ej

k − j
, . . . ,

k∑
j=1

Ej

k − j

)
.

�

Now we state the bounds on the conditional expectations mentioned before.

LEMMA 3.5.

(a) There exists C > 0 such that almost surely,

E
[
logP

(
S(1) | S(0)

) | ρ1,R1
] ≥ −C

(
R1 + ρ3

1

R1

)
,(3.8)

and

E
[
logP

(
T | S(0), . . . ,S

(
M(Lt)

)) | U,σ,Lt

]
1{U > 0}

≥ −C

(
U + σ 3

U
+ (t − Lt) + (t − Lt)

−1
)
.

(3.9)

(b) There exists C > 0 such that almost surely,

E
[
logP

(
S(1) | S(0)

) | R1
] ≥ −C

(
R1 + R−1

1

)
,(3.10)

and

E
[
logP

(
T | S(0), . . . ,S

(
M(Lt)

)) | U,Lt

]
1{U > 0}

≥ −C
(
U + U−1 + (t − Lt) + (t − Lt)

−1).(3.11)

PROOF. Part (a): By (3.4) and Lemma 3.4, we get for ω ∈ {ρ1 = n+2, Tn+2 −
T0 = s},

logP(S1 | S0) ≥ −C

(
s + ∑

i=1,...,n+2
i �=n+1

1


i

)

d=−C

(
s + 1

s

n+2∑
i=2

∑n+2
j=1 Ej∑i

j=1
1

n+2−j
Ej

)
.

(3.12)

Thus it suffices to show that the expectation over {E1, . . . ,En+2} in the last line
is bounded by (n + 1)3. To this end, we first bound the expectation of the sum as
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follows:

E

[
n+2∑
i=2

∑n+2
j=1 Ej∑i

j=1
1

n+2−j
Ej

]

≤
n+2∑
i=2

(n + 2 − i)E

[∑n+2
j=1 Ej∑i
j=1 Ej

]

=
n+2∑
i=2

(n + 2 − i)

(
1 +E

[
n+2∑

j=i+1

Ej

]
E

[(
i∑

j=1

Ej

)−1])
.

(3.13)

Now this is the point where we use the extra integrability brought by omitting
i = 1, which corresponds to the largest value of {
−1

i }ni=1. Indeed, since
∑i

j=1 Ej

is Gamma distributed with parameters (i,1), for i ≥ 2, we can compute

E

[
n+2∑

j=i+1

Ej

]
= n + 2 − i and E

[(
i∑

j=1

Ej

)−1]
= 1

i − 1
.

Substituting these into (3.13), we arrive at

E

[
n+2∑
i=2

∑n+2
j=1 Ej∑i

j=1
1

n+2−j
Ej

]
≤ n

n+2∑
i=2

n + 1

i − 1
≤ (n + 1)3.

The proof of (3.9) is essentially the same. We assume U > 0 and σ = n. Then
recall that by (3), we have

logP
(
T | S(0), . . . ,S

(
M(Lt)

))
≥ −C

(
n−1∑
i=1


−1
i + U + (t − Lt) + (t − Lt)

−1

)
.

Since the interarrival times of disasters in [RM(Lt ),Lt ] are decreasing, the largest
member of {
−1

i }ni=1 is omitted in the sum on the right-hand side. This is the same
situation as in Lemma 3.4(3), and thus conditioned on U , we have∑

i=1,...,n−1


−1
i

d=U−1
n∑

i=2

∑n
j=1 Ej∑i

j=1
1

n−j
Ej

.

Then the same computation as in the previous case yields the desired bound.
Part (b): In order to take an expectation over ρ1 conditioned on R1, we estimate

the conditional probability

P(ρ1 = n + 2 | R1 = r) = P(ρ1 = n + 2 | Tρ1 − T0 = r)

= P(ρ1 = n + 2, Tn+2 − T0 = r)

P(Tρ1 − T0 = r)
,
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where here and in what follows, conditions like Tn+2 − T0 = r should be under-
stood in the sense of probability density. Since {ρ1 = n + 2} and Tn+2 − T0 are
independent, by using Lemma 3.4, we can bound the numerator from above by

(3.14) P(ρ1 = n + 2, Tn+2 − T0 = r) ≤ (n + 1)

(n + 2)!
(7r)n+1

(n + 1)!e
−7r .

On the other hand, the denominator is bounded from below by

P(ρ1 = 2, T2 − T0 = r)

= P(T1 − T0 < T2 − T1, T2 − T0 = r)

= 1

2
P(T2 − T0 = r)

= 3

2
re−7r .

(3.15)

Combining (3.14) and (3.15), we find the bound

P(ρ1 = n + 2 | R1 = r) ≤ (n + 1)

(n + 2)!
(7r)n+1

(n + 1)!
2

3r

≤ 4
(7r)n

(n!)2 .

In particular, we get that if R1 ≤ 1
7 then

P(ρ1 = n + 2 | R1) ≤ 4

(n!)2

and consequently,

E
[
ρ3

1 | R1
] =

∞∑
n=0

(n + 2)3
P(ρ1 = n + 2 | R1)

≤
∞∑

n=0

4
(n + 2)3

(n!)2 < ∞.

(3.16)

If R1 > 1
7 , then we use n! ≥ (n

2 )
n
2 to see that for all n >

√
28R1, we have

P(ρ1 = n + 2 | R1) ≤ 4

n32n

and consequently,

E
[
ρ3

1 | R1
] ≤ 282R2

1 + 4
∑

n>
√

28R1

(n + 2)3

n32n
.(3.17)
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Since the sum on the right-hand side converges, we can combine the two estimates
(3.16) and (3.17) to find C > 0 such that for all R1 > 0,

E
[
ρ3 | R1

] ≤ C
(
1 + R2

1
)
.

Plugging this in (3.8), we get (3.10).
Finally (3.11) follows in a similar way. We consider the probability of {σ = n}

conditioned on {U = u,Lt = l}, which can be written as

P(σ = n | U = u,Lt = l)

= P(
∑M(l)+n+1

i=M(l)+1 
i = u,
M(l)+1 > · · · > 
M(l)+n+1)

P(
∑M(l)+σ+1

i=M(l)+1 
i = u,
M(l)+1 > · · · > 
M(l)+σ+1)
.

The two events in the numerator are independent, and hence the numerator is
bounded (in the sense of density) from above by

(3.18)
1

(n + 1)!
1

n!(7u)ne−7u.

On the other hand, the denominator is bounded from below by considering the
special case σ = 0:

P

(
M(l)+σ+1∑
i=M(l)+1


i = u,
M(l)+1 > · · · > 
M(l)+σ+1

)

≥ P(
M(l)+1 = u)

= 7e−7u.

(3.19)

From (3.18) and (3.19), we find that

P(σ = n | U = u,Lt = l) ≤ 1

n + 1

(7u)n

(n!)2 .

The rest of the argument is the same as for (3.10). �

We are now ready to prove Lemma 3.1.

PROOF OF LEMMA 3.1. Part (i): Note that on the event {M(t) = m}, we have

logP(St ) = logP
(
S(0)

) +
m∑

i=1

logP
(
S(i) | S(i − 1)

)
+ logP

(
T | S(0), . . . ,S(m)

)
.
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By using the bounds (3.10) and (3.11) and denoting Ri − Ri−1 by ΔRi , we get on
{Ft < t}

E
[
logP(St ) | Ft ,Lt

]
≥ −C

(
Ft + F−1

t +E

[
M(t)∑
i=1

ΔRi + U

]

+E

[
M(t)∑
i=1

(ΔRi)
−1 + U−1

]
+ (t − Lt) + (t − Lt)

−1

)
.

(3.20)

Since we have Ft +∑M(t)
i=1 ΔRi +U +(t −Lt) = t by definition, it remains to show

that the third expectation in (3.20) is bounded by Ct . We use that A′
i �st Ai �st

ΔRi , where Ai is Gamma distributed with parameter (2,7) and A′
i is exponentially

distributed with parameter 7, respectively. Since

(r1, . . . , ri) �→ 1

r1
P(r1 + · · · + ri ≤ t)

is decreasing, the above stochastic domination implies

E

[
M(t)∑
i=1

(ΔRi)
−1

]
=

∞∑
i=1

E
[
(ΔR1)

−11{ΔR1 + · · · + ΔRi ≤ t}]

≤
∞∑
i=1

E
[
A−1

1 1
{
A1 + A′

2 + · · · + A′
i ≤ t

}]
.

By using the form of the probability density of A1, we find

E
[
A−1

1 1
{
A1 + A′

2 + · · · + A′
i ≤ t

}]
=

∫ ∞
0

a−1
P
(
a + A′

2 + · · · + A′
i ≤ t

)
49ae−7a da

= 7P
(
A′

1 + · · · + A′
i ≤ t

)
and hence

E

[
M(t)∑
i=1

(ΔRi)
−1

]
= 7

∞∑
i=1

P
(
A′

1 + · · · + A′
i ≤ t

)
.

The sum on the right-hand side is nothing but the expectation of a Poisson process
with intensity 7 on [0, t], which is equal to 7t .

Part (ii): We follow the same strategy as in (i) but we skip (S6) in our strategy.
Then we obtain the bound

E
[
logP

(
τ 1∞(ω) ≥ t,B(s) ∈ J (6) for all 0 ≤ s ≤ t

)|Ft

]
≥ −C

(
t + 1{Ft < t}F−1

t

)
.

Since Ft(ω[0,1]c ) ≥ 1, we are done. �



3840 R. FUKUSHIMA AND S. JUNK

4. Higher moments with general endpoints distribution. In this section,
we use Lemma 3.1 to get bounds on higher moments for the survival probability
with more general initial and terminal distribution for the Brownian bridge. We
first introduce some more notation. Given 0 ≤ r < s and ν ∈ M(R2), we denote
by P ν,r,s the law of the the Brownian bridge in the interval [r, s] with initial and
terminal points chosen according to ν. More precisely, let us recall that P r,x;s,y
denotes the Brownian bridge measure between (r, x) and (s, y) and define

P ν,r,s(·) :=
∫
R2

P r,x;s,y(·)ν(d(x, y)
)
.(4.1)

As we mentioned in Section 2, we will derive our moment bound by considering
the survival probabilities in many disjoint tubes. For x ∈ R and i ≥ 1, we define

J (5)
x (i) := x + 7i +

[
−5

2
,

5

2

]
⊆R,

J (6)
x (i) := x + 7i + [−3,3] ⊆ R,

and for a given probability measure ν ∈ M(R2) and p ≥ 1,

Mp(ν) := sup
x,y∈R

min
i=0,...,p

ν
(
J (5)

x (i) × J (5)
y (i)

)
.(4.2)

This is a measure of (local) dispersion of ν. If Mp(ν) is large, then under P ν,r,s ,
there is a good chance to find the initial and terminal points of the Brownian motion
in J

(5)
x (i)×J

(5)
y (i), for each i = 0,1, . . . , p. Note that from our choice of J (7), the

tubes connecting J
(5)
x (i) and J

(5)
y (i) are independent for different i. Since we can

apply Lemma 3.1 to get a lower bound on the survival probability for each tube
by itself, we should be able to get a better bound on the survival probability in the
time interval [r, s].

The following lemma is the goal of this section, which formalizes the above
intuition.

LEMMA 4.1. For every p ≥ 1, there exists C > 0 such that for any 0 ≤ r < s,
t ∈ [0, s − r] and ν ∈ M(R2),

E
[∣∣logP ν,r,s(τ∞(ω[r,s]) ≥ r + t

)∣∣p] ≤ C
(
1 + tp

) + ∣∣logMp(ν)
∣∣p.(4.3)

If in addition ν is supported on [−A,A]2 ⊆ R
2 for some A ≥ 7(3+p)

2 , then

E
[∣∣logP ν,r,s(τ∞(ω[r,s]) ≥ r + t,

∣∣B(u)
∣∣ ≤ A for all u ∈ [r, r + t])∣∣p]

≤ C
(
1 + tp

) + ∣∣logMp+2(ν)
∣∣p.

(4.4)

PROOF. We assume that the supremum in (4.2) is attained at x, y ∈ R, and set

νi

(
d(x, y)

) :=
ν|

J
(5)
x (i)×J

(5)
y (i)

(d(x, y))

ν(J
(5)
x (i) × J

(5)
y (i))

.
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FIG. 3. The law of ω is invariant under the affine transformation that maps (r, x) to (0,0) and
(s, y) to (r − s,0). Note that the shifted tube connecting {r} × (x + [−3,3]) and {s} × (y + [−3,3])
is mapped onto [0, s − r] × J (6), the tube considered in Lemma 3.1.

Then we have

P ν,r,s(τ∞(ω[r,s]) ≥ r + t
)

≥ max
i=0,...,p

∫
(u,v)∈J

(5)
x (i)×J

(5)
y (i)

P r,u;s,v(τ∞(ω[r,s]) ≥ r + t
)
ν
(
d(u, v)

)
= max

i=0,...,p
ν
(
J (5)

x (i) × J (5)
y (i)

)
P νi,r,s

(
τ∞(ω[r,s]) ≥ r + t

)
≥ min

i=0,...,p
ν
(
J (5)

x (i) × J (5)
y (i)

)
max

i=0,...,p
P νi,r,s

(
τ∞(ω[r,s]) ≥ r + t

)
.

In order to apply Lemma 3.1 to the probability in the last line, we perform a time-
space affine transformation that maps (r, x) to (0,0) and (s, y) to (s − r,0) (see
Figure 3), and write ω̄ for the image of ω and ν̄i ∈ M(J

(5)
0 (i)2) for the image

measure of νi , respectively. Under this transformation, ω̄ has the same law as ω

while P νi,r,s is transformed to P ν̄i = P ν̄i,0,s−r . Therefore, we have

P νi,r,s
(
τ∞(ω[r,s]) ≥ r + t

)
≥ P ν̄i

(
τ∞(ω̄) ≥ t,B(u) ∈ J

(6)
0 (i) for all 0 ≤ u ≤ t

)(4.5)

and for different i’s, the probabilities on the right-hand side depend on ω̄ in disjoint
sets and hence are independent under P. Let us introduce

Xi := ∣∣logP ν̄i
(
τ∞(ω̄) ≥ t,B(u) ∈ J

(6)
0 (i) for all 0 ≤ u ≤ t

)∣∣,(4.6)

so that we can write∣∣logP ν,r,s(τ∞(ω[r,s]) ≥ r + t
)∣∣p ≤ 2p−1

(∣∣logMp(ν)
∣∣p +

(
min

i=0,...,p
Xi

)p)
.

It remains to bound the p-th moment of mini=0,...,p Xi . Recall that ω̄ has
the same law as ω and that Xi = X0 ◦ θ0,7i , where θ0,7i is the time-space shift
operator. To simplify the notation, we write Fi,t and Li,t for Ft ◦ θ0,7i (ω̄) and
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Lt ◦ θ0,7i (ω̄), respectively. By Lemma 3.1, we have the following upper bound for
i = 0,1, . . . , p:

E[Xi | Fi,t ,Li,t ] ≤ c1

(
t + 1{Fi,t < t}

(
1

Fi,t

+ 1

t − Li,t

))
,

where c1 > 0 is a constant. In this proof, we keep the constants indexed and clar-
ify their dependence on parameters. Using Jensen’s inequality, the above bound
and that the marginal laws of Fi,t and Li,t are the exponential law with rate 7
truncated at t , we obtain that for any ε > 0, there exists c2(ε) > 0 such that for
i = 0,1, . . . , p,

E

[
(Xi − c1t)

1−ε+
]
≤ c1E

⎡⎣1{Fi,t < t}
(

1

Fi,t

+ 1

t − Li,t

)1−ε
⎤⎦

≤ c2(ε).

This bound and the Markov inequality yield

P ((Xi − c1t)+ ≥ u) ≤ c2(ε)u
ε−1

for all i = 0,1, . . . , p and u > 0. As a consequence, if we choose ε sufficiently
small, we have

P

(
min

0≤i≤p
(Xi − c1t)+ ≥ u

)
=

p∏
i=0

P ((Xi − c1t)+ ≥ u)

≤ c2(ε)
p+1u−p−1/2

for all u > 0, where we used that X0,X1, . . . ,Xp are independent. From this tail
bound, we can deduce that

E

[(
min

i=0,...,p
Xi

)p]
≤ E

[(
min

i=0,...,p
(Xi − c1t)+ + c1t

)p]

≤ c3(p)

(
tp +E

[(
min

i=0,...,p
(Xi − c1t)+

)p])

≤ c3(p)

(
tp +

∫ ∞
0

pup−1c2(ε)
p+1u−p−1/2du

)
≤ c4(p, ε)(tp + 1).

This completes the proof of the first assertion.
The second assertion is essentially proved in the above argument once we ac-

count for some issues with the boundary. Note that the bound (4.4) is trivial unless
Mp+2(ν) > 0, and in that case we again write (x, y) for the values where the
supremum in (4.2) is attained. Since A is large enough, we observe that among{

J (5)
x (i) × J (5)

y (i) : i = 0, . . . , p + 2
}
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there are at least p + 1 indices i0, . . . , ip such that

J (6)
x (ij ) × J (6)

y (ij ) ⊆ [−A,A]2 for all j = 0, . . . , p.

For such an index ij , we note that the event considered in (4.6) ensures that the
Brownian motion does not leave [−A,A] in [r, r + t]. We then obtain (4.4) by the
same argument as for the first assertion where mini=0,...,p Xi has to be replaced by
minj=0,...,p Xij . �

5. Midpoint distribution of polymer. In order to prove Proposition 2.7, we
will apply Lemma 4.1 to the midpoints distribution under the following polymer
measures

ν
r,s,t
ω,β

(
d(x, y)

)
:= P

((
B(r),B(s)

) ∈ d(x, y) | τ 1
β(ω[r,s]c ) ≥ t,At

) ∈M
(
R

2).(5.1)

Thus we need to estimate the dispersion Mp of this measure, which is the goal of
this section:

LEMMA 5.1. Let p ≥ 0 and q ≥ 1. There exists C > 0 such that for all β ∈
[0,∞] and all 1 ≤ r− ≤ r+ ≤ t such that either r+ ≤ t − 1 or r+ = t ,

E
[∣∣logMp(νr−,r+,t

ω,β

)∣∣q] ≤ C
(
1 + log+ t

)C
.(5.2)

PROOF. Let us recall the notation

J (1)
x = x +

[
1

2
,

1

2

)
,

J (5)
x (i) = x + 7i +

[
−5

2
,

5

2

]
,

J (6)
x (i) = x + 7i + [−3,3],

Mp(ν) = sup
x,y∈R

min
i=0,...,p

ν
(
J (5)

x (i) × J (5)
y (i)

)
.

Observe first that thanks to the truncation At , for every 0 ≤ r < s ≤ t and every ω,
there exist x, y ∈R such that

ν
r,s,t
ω,β

(
J (1)

x × J (1)
y

) ≥ ct−4.(5.3)

The bound (5.2) for p = 0 follows by setting r = r− and s = r+.
In order to prove (5.2) for p ≥ 1, we need to find sets of intervals {J (5)

x (i)}pi=0

and {J (5)
y (i)}pi=0 for which ν

r−,r+,t
ω,β (J

(5)
x (i) × J

(5)
y (i)) are not too small for all i ∈

{0,1, . . . , p}. Our strategy is to use (5.3) for some r < r− and s > r+ first and then
sprinkle the mass on the time intervals [r, r−] and [r+, s]. To this end, we have to
find r < r− < r+ < s and x, y ∈ R such that
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• (5.3) is satisfied,
• there are no obstacles inside [r, r−] and [r+, s], close to (r, x) or (s, y).

The latter condition would ensure that the disasters do not prevent sprinkling the
mass.

For now, let us assume that r− ≥ 2 and r+ ≤ t − 1. We denote r−
0 := r− − 1

and r+
0 := r+ + 1 and for i ≥ 1,

r−
i := r−

0 + 6

π2

i∑
j=1

j−2 and r+
i := r+

0 − 6

π2

i∑
j=1

j−2.(5.4)

Note that r−
i < r− and r+

i > r+ for all i. From (5.3), we know that there exists
(j+

i , j−
i ) such that

ν
r−
i ,r+

i ,t

ω,β

(
J

(1)

j−
i

× J
(1)

j+
i

) ≥ ct−4.(5.5)

For i ≥ 0, let λi : [0,∞) → R be the affine linear function with λi(r
−
i ) = j−

i and
λi(r

+
i ) = j+

i , and introduce the slanted space-time boxes

S±
i :=

{
(u, x) : u ∈ [

r±
i , r±

i+1

)
, λi(u) − 7

2

≤ x ≤ λi(u) + 7(p + 1)(q + 1) − 7

2

}
.

(5.6)

Here, we interpret the time-interval [r+
i , r+

i+1) as (r+
i+1, r

+
i ] by a slight abuse of

notation. The same convention applies in the rest of this proof. Let us define the
event

Ci := {
ω
(
S+

i ∪ S−
i

) = 0
}
.

Observe that since the boxes S±
i are disjoint and have decreasing volume, the

events are independent and P(Ci) ≥ P(C0) > 0 for all i ≥ 0. Therefore,

G := inf{i ≥ 0 : Ci holds}
has a geometric tail:

P(G ≥ i) ≤ (
1 − P(C0)

)i
.(5.7)

In particular G is almost surely finite, and hence j−
G and j+

G are well defined.
Figure 4 provides a schematic picture of this construction.

Now for k ∈ {0, . . . , q}, l ∈ {0, . . . , p} and u ≥ 0, let

J (5)(k, l, u) := J
(5)
λG(u)+7(p+1)k(l),

J (6)(k, l, u) := J
(6)
λG(u)+7(p+1)k(l),
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FIG. 4. An illustration of the resampling procedure. The dots represent the disasters. The short

black intervals J
(1)

j−
i

× J
(1)

j+
i

have not too small probability (≥ ct−2) under the polymer measure with

respect to ω[r−
i ,r+

i ]c . The gray areas corresponds to S±
i . In this figure, we have G = 4 since the S+

4

and S−
4 are free of disasters. The mass of the polymer measure in J

(1)

j±
4

can be sprinkled to the long

black intervals.

and for ± ∈ {+,−}, consider space-time tubes

J
(6)
± (k, l) := {

(u, x) : u ∈ [
r±
G+1, r

±]
, x ∈ J

(6)
± (k, l, u)

}
,

J
(6)
± (k) := J

(6)
± (k,0) ∪ · · · ∪ J

(6)
± (k,p).

We define the events

A±
1 (k, l) := {(

u,B(u)
) ∈ SG for all u ∈ [

r±
G, r±

G+1

]
,

B
(
r±
G+1

) ∈ J
(5)
±

(
k, l, r±

G+1

)}
,

A±
2 (k, l) := {(

u,B(u)
) ∈ J

(6)
± (k, l) \D for all u ∈ [

r±
G+1, r

±]
,

B
(
r±) ∈ J

(5)
±

(
k, l, r±)}

,

where D is the set of disasters defined in (1.6). In words, A−
1 (k, l) is the event

that the Brownian motion moves from J
(1)

j−
G

to the left end of the tube J
(6)
− (k, l) in

[r−
G, r−

G+1], without leaving S−
G . This guarantees survival since by the definition of

G, there are no disasters in S−
G . On the other hand, A−

2 (k, l) is the event that the
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Brownian motion survives inside tube J
(6)
− (k, l) in [r−

G+1, r
−]. We set

A(k, l) := A−
1 (k, l) ∩A−

2 (k, l) ∩A+
2 (k, l) ∩A+

1 (k, l).

By definition, we know that Mp(ν
r−,r+,t
ω,β ) is bounded from below by the

maxk∈{0,1,...,q} minl∈{0,1,...,p} of the following probability:

ν
r−,r+,t
ω,β

(
J (5)(k, l, r−) × J (5)(k, l, r+))

def= P
((

B
(
r−)

,B
(
r+)) ∈ J (5)(k, l, r−) × J (5)(k, l, r+) | τ 1

β(ω[r−,r+]c ) ≥ t,At

)
≥ P

((
B
(
r−
G

)
,B

(
r+
G

)) ∈ J
(1)

j−
G

× J
(1)

j+
G

,A(k, l) | τ 1
β(ω[r−

G,r+
G ]c ) ≥ t,At

)
,

where in the last line, we have used that

A(k, l) ∩ {
τ 1
β(ω[r−

G,r+
G ]c ) ≥ t

} ⊂ {
τ 1
β(ω[r−,r+]c ) ≥ t

}
.

Let us introduce the distribution

α(x1, y1,dx2,dy2) := P r−
G+1,x1;r+

G+1,y2
((

B
(
r−)

,B
(
r+)) ∈ d(x2, y2)

)
and denote

p(x1, y1,dx2,dy2)

:= P r−
G,x1;r+

G,y1
(
B
(
r−
G+1

) ∈ dx2,B
(
r+
G+1

) ∈ dy2,
(
u,B(u)

) ∈ S−
G ∪ S+

G

for all u ∈ [
r−
G, r−

G+1

] ∪ [
r+
G+1, r

+
G

])
.

Note that r−
G+1 − r−

G = r+
G − r+

G+1 = 6/(π2(G + 1)2) and, therefore,

inf
(x1,y1)∈J

(1)

j
−
G

×J
(1)

j
+
G

{∫
J

(5)
− (k,l,r+

G+1)×J
(5)
+ (k,l,r−

G+1)
p(x1, y1,dx2,dy2)

}
≥ e−cG2

.

Note also that since S−
G and S+

G are slanted parallel to the line connecting (r−
G, j−

G)

and (r+
G, j+

G), we can apply an affine transformation and use invariance of the
Brownian bridge to see that this estimate does not depend on the distance between
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j−
G and j+

G . Using the above notation and estimate, we get

P
((

B
(
r−
G

)
,B

(
r+
G

)) ∈ J
(1)

j−
G

× J
(1)

j+
G

,A(k, l) | τ 1
β(ω[r−

G,r+
G ]c ) ≥ t,At

)
=

∫
J

(1)

j
−
G

×J
(1)

j
+
G

ν
r−
G,r+

G,t

ω,β

(
d(x1, y1)

) ∫
J (5)(k,l,r−

G+1)×J (5)(k,l,r+
G+1)

p(x1, y1,dx2,dy2)

×
∫
J (5)(k,l,r−)×J (5)(k,l,r+)

α(x2, y2,dx3,dy3)P
r−
G+1,x2;r−,x3

(
A−

2 (k, l)
)

× P r+,y3;r+
G+1,y2

(
A+

2 (k, l)
)

≥ ν
r−
G,r+

G,t

ω,β

(
J

(1)

j−
G

× J
(1)

j+
G

)
e−cG2

× inf
x2,x3,y2,y3

P r−
G+1,x2;r−,x3

(
A−

2 (k, l)
)
P r+,y3;r+

G+1,y2
(
A+

2 (k, l)
)
,

where the infimum is over J (5)(k, l, r−
G+1) × J (5)(k, l, r−) × J (5)(k, l, r+) ×

J (5)(k, l, r+
G+1). Recalling (5.5) and noting that G has all moments by (5.7), we

only need to prove that mink∈{0,1,...,q} maxl∈{0,1,...,p} of

Zk,l :=
∣∣∣log inf

(x2,x3,y2,y3)
P r−

G+1,x2;r−,x3
(
A−

2 (k, l)
)
P r+,y3;r+

G+1,y2
(
A+

2 (k, l)
)∣∣∣

has all moments. Now letting F±
k and L±

k denote the first and last disasters in

J
(6)
± (k), respectively, we get from (3.1) that there exists C > 0 such that

E

[
max

l∈{0,1,...,p}Zk,l | ω[r−
G+1,r

+
G+1]c , F

+
k ,F−

k ,L+
k ,L−

k

]
≤ C

(
1 + 1

{
F−

k < r− − r−
G+1

}( 1

F−
k

+ 1

r− − L−
k

)

+ 1
{
F+

k < r+
G+1 − r+}( 1

F+
k

+ 1

r+
G+1 − L+

k

))
.

Then we can argue exactly in the same way as in the proof of Lemma 4.1 to obtain

E

[(
min

k∈{0,1,...,q} max
l∈{0,1,...,p}Zk,l

)q] ≤ C.

This completes the proof for r− ≥ 2 and r− ≤ t − 1.
In the case r− < 2, we use the interval [0,1], which is free of disasters, in place

of [r−
G, r−

G+1], and set j−
i = 0 for all i ≥ 0. More precisely, define r+

i as above and
let j+

i be such that

ν
1,r+

i ,t

ω,β

(
R× J

(1)

j+
i

) ≥ Ct−2.
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Let λi be the linear function with λi(0) = 0 and λi(r
+
i ) = j+

i and define S+
i as

in (5.6). Using an affine transformation similar to before, we see that there exists
C > 0 (independent of ω, i or j+

i ) such that for all y ∈ J
(1)

j+
i

and all k = 0, . . . ,

(p + 1)(q + 1) − 1,

P 0,0;r+
i ,y(B(1) ∈ J

(5)
λi(1)(k),B

(
r+
i+1

) ∈ J
(5)

λi(r
+
i+1)

(k),
(
u,B(u)

) ∈ S+
i

for all u ∈ [
r+
i+1, r

+
i

])
= P 0,0;r+

i ,y−j+
i
(
B(1) ∈ J

(5)
0 (k),B

(
r+
i+1

) ∈ J
(5)
0 (k),

(
u,B(u)

) ∈ S̃+
i

for all u ∈ [
r+
i+1, r

+
i

])
≥ C−1e−Ci2

,

(5.8)

where S̃i := [r+
i+1, r

+
i ] × [−7

2 ,7(p + 1)(q + 1) − 7
2 ]. Now let G := inf{i ≥ 0 :

Si ∩ ω = ∅} and note that G has a geometric tail, so that in particular j+
G is well

defined. By the same consideration as before, it follows that

min
k=0,...,(p+1)(q+1)−1

ν
1,r+

G+1,t

ω,β

(
J

(5)
λG(1)(k) × J

(5)

λG(r+
G+1)

(k)
)

≥ C−1e−CG2
t−2.

(5.9)

The rest of the argument is identical to before.
Finally, in the case r+ = t , we simply restrict to x = y in (4.2) to get

Mp(νr−,t,t
ω,β

)
≥ C sup

x∈R
min

i=0,...,p
P
(
B
(
r−) ∈ J (5)

x (i),B(t) ∈ J (5)
x (i) | τ 1

β(ω[r−,t]c ) ≥ t
)
.

Since we do not need to consider the survival strategy after time t , we can modify
the previous argument by setting r+

i = t and j+
i = j−

i for all i ≥ 0 to show that

E

[(
log sup

x∈R
min

i=0,...,p
P
(
B
(
r−) ∈ J (5)

x (i),B(t) ∈ J (5)
x (i)

∣∣ τ 1
β(ω[r−,t]c ) ≥ t

))q]
≤ C

(
1 + log+ t

)C
. �

6. Proof of the key propositions. In this section, we derive all the key propo-
sitions appearing in Section 2, using Lemmas 4.1 and 5.1.

PROOF OF PROPOSITION 2.7. We write ω′ for ω[r,r+s]c in this proof for sim-
plicity of notation. We define a random probability measure ν(ω′) by

ν
(
ω′)(dx,dy) := P

(
B(r + s) ∈ dx,B(s) ∈ dy | τ 1

β

(
ω′) ≥ t,At

)
.(6.1)
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Then we can write

LHS of (2.6) = E
[∣∣logP

(
τ 1
β(ω) ≥ t | τ 1

β

(
ω′) ≥ t,At

)∣∣p]
≤ E

[∣∣∣logP ν(ω′),r,r+s
(
τ 1∞(ω[r,r+s]) ≥ t, sup

t ′∈[r,r+s]
∣∣B(s)

∣∣ ≤ t2
)∣∣∣p].

Since ν(ω′) depends only on the environment outside of [r, r + s] × R, we may
integrate ω[r,r+s] conditionally on ν(ω′). Then by using (4.4) and part (i) of
Lemma 5.1, we can find C > 0 such that the above right-hand side is bounded
by

C
(
1 + sp) +E

[∣∣logMp+2(ν(ω′))∣∣p] ≤ C
(
1 + sp) + C

(
1 + log+ t

)C
. �

PROOF OF PROPOSITION 2.1. We introduce a variation of the truncation event
At : For s, t ≥ 0, let

At
s := {

sup
{∣∣B(

t ′
)∣∣ : 0 ≤ t ′ ≤ s

} ≤ 	t
2}.
We define a random distribution

μ(ω)(dx) := P
(
B(s) ∈ dx | τ 1

β(ω) ≥ s,As+t
s

) ∈ M(R)

and we use P μ(ω) for the law of Brownian motion started with B(0) distributed
according to μ(ω). Then we have

aβ(s + t) = E
[
logP

(
τ 1
β(ω) ≥ s + t,As+t

)]
= E

[
logP

(
τ 1
β(ω) ≥ s,As+t

s

)] +E
[
logP μ(ω)(τβ

(
θs(ω)

) ≥ t,As+t
t

)]
=: E[

logP
(
τ 1
β(ω) ≥ s,As+t

s

)]
+E

[
logP μ(ω)(τ 1

β

(
θs(ω)

) ≥ t,As+t
t

)] + b(s, t)

≥ aβ(s) +E
[
logP μ(ω)(τβ

(
θs(ω)

) ≥ t,At

)] + b(s, t),

where the remainder term is, by Proposition 2.7,

b(s, t) := E
[
logP

(
τ 1
β(ω) ≥ s + t | τ 1

β(ω[s,s+1]c ) ≥ s + t,As+t

)]
≥ −C

(
1 + log+(s + t)

)C
.

Since we have by Jensen’s inequality that

E
[
logP μ(ω)(τ 1

β

(
θs(ω)

) ≥ t,At

)]
≥ E

[∫
logP δx

(
τ 1
β

(
θs(ω)

) ≥ s,At

)
μ(ω)(dx)

]
= aβ(t),

the proof of (2.2) is completed. �
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PROOF OF PROPOSITION 2.2. First consider the case t ∈ N. We regard ω as
the sum of independent random measures: ω = ∑

i≥0 ω[i,i+1] and apply a moment
bound in [4] for functions of independent random variables. Let ω and ω′ be two
independent realizations of the environment, and for i = 1, . . . , t , let

ωi := ω[i,i+1]c + ω′[i,i+1].
In other words, ωi is obtained by re-sampling the disasters of ω in the stripe
[i − 1, i) ×R. We set

X := logP
(
τ 1
β(ω) ≥ t,At

)
,

Xi := logP
(
τ 1
β(ωi) ≥ t,At

)
.

Then Theorem 15.5 in [4] and Jensen’s inequality tell us that there exists C > 0
depending only on q such that

E
[∣∣X −E[X]∣∣2q]
≤ CE

[(
t−1∑
i=0

E
[(

(X − Xi)
+)2 | ω])q]

+ CE

[(
t−1∑
i=0

E
[(

(X − Xi)
−)2 | ω])q]

≤ Ctq−1
t−1∑
i=0

(
E
[(

(X − Xi)
+)2q] +E

[(
(X − Xi)

−)2q])
.

(6.2)

Since (X − Xi)
+ and (X − Xi)

− have the same law, we focus on the first one. In
our setting, we have

(X − Xi)
+ = 1{Xi ≤ X}(logP

(
τ 1
β(ω) ≥ t,At

) − logP
(
τ 1
β(ωi) ≥ t,At

))
≤ 1{Xi ≤ X}(logP

(
τ 1
β(ω[i,i+1]c ) ≥ t,At

) − logP
(
τ 1
β(ωi) ≥ t,At

))
≤ ∣∣logP

(
τ 1
β(ωi) ≥ t | τ 1

β(ω[i,i+1]c ) ≥ t
)∣∣.

Noting that the right-hand side depends only on ωi that has the same law as ω, we
may apply Proposition 2.7 to find a constant C > 0 independent of t and β such
that

E
[(

(X − Xi)
+)2q] ≤ E

[∣∣logP
(
τ 1
β(ω) ≥ t | τ 1

β(ω[i,i+1]c ) ≥ t,At

)∣∣2q]
≤ C

(
1 + log+ t

)Cq
.

Substituting this into (6.2), we obtain

E
[∣∣X −E[X]∣∣2q] ≤ Ctq

(
1 + log+ t

)Cq

and the desired bound (2.3) for t ∈ N follows readily.
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It remains to show that it suffices to consider the case t ∈N. By Proposition 2.7,
we find C > 0 such that for all t ≥ 1 and all β ∈ [0,∞],

E
[
logP

(
τβ(ω) ≥ t,At

)] −E
[
logP

(
τβ(ω) ≥ 	t
,At

)] ≤ C
(
1 + log+ t

)C
.

Moreover by the same proposition with p = 2q + 2, we see that for t sufficiently
large,

P
(
logP

(
τ 1
β(ω) ≥ t,At

)] − logP
(
τ 1
β(ω) ≥ 	t
,At

) ≥ t
1
2
)

≤ t−(q+1)
E
[(

logP
(
τ 1
β(ω) ≥ t,At

)] − logP
(
τ 1
β(ω) ≥ 	t
,At

))2q+2]
≤ t−(q+ 1

2 ).

(6.3)

These two bounds allow us to extend (2.3) to t ∈ R+. �

PROOF OF PROPOSITION 2.4. It follows from Proposition 2.1 and Theorem 2
in [14] that p(β) := limt→∞ aβ(t)/t exists and

aβ(t)

t
≤ p(β) + 4

∫ ∞
2t

s−(2−δ) ds ≤ p(β) + 4

2 − δ
t−(1−δ).

In order to prove the other bound, we first prove that for t ≥ t0,

aβ(2t) ≤ 2aβ(t) + Ct
1
2 +δ.(6.4)

To this end, we define for all x ∈ [−	t
2, 	t
2 − 1] ∩Z,

px := P
(
B(t) ∈ [x, x + 1), τ 1

β(ω) ≥ t,At

)
,

μx(ω)(dx) := P
(
B(t) ∈ dx | B(t) ∈ [x, x + 1), τ 1

β(ω) ≥ t,At

) ∈M
([x, x + 1)

)
,

Xx := P μx(ω)(τ 1
β

(
θt (ω)

) ≥ t,At

)
,

Yx := P δx
(
τ 1
β

(
θt (ω)

) ≥ t,At

)
,

where as before P μ denotes the law of Brownian motion started with B(0) dis-
tributed according to μ. Moreover, we consider events

B0 := {
Y0 = max

{
Yx : x ∈ [−t2, t2] ∩Z

}}
,

B1 := {∣∣ logP
(
τ 1
β(ω) ≥ 2t,A2t

) −E[logP
(
τ 1
β(ω) ≥ 2t,A2t

)∣∣ ≤ (2t)
1
2 +δ},

B2 := {∣∣logP
(
τ 1
β(ω) ≥ t,At

) −E
[
logP

(
τ 1
β(ω) ≥ t,At

)]∣∣ ≤ t
1
2 +δ},

B3 := {∣∣Y0 −E[Y0]
∣∣ ≤ t

1
2 +δ}.

Since {Yx : x ∈ Z} is a stationary sequence, we have

P(B0) = (
2t2 + 1

)−1
.(6.5)
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Note that there exists C > 0 such that for all μ ∈ M([0,1]) and all x ∈ R,

P δ0
(
B(1) ∈ dx

) ∨ P δ1
(
B(1) ∈ dx

) ≥ CP μ(B(1) ∈ dx
)
.

This implies that almost surely for all x ∈ [−	t
2, 	t
2 − 1] ∩Z,

Yx ∨ Yx+1 ≥ CXx.

By Proposition 2.3, there exists C > 0 such that for all t and all β ∈ [0,∞]
P(B1 ∩B2 ∩B3) ≥ 1 − Ct−3.(6.6)

Combining (6.5) and (6.6), we find that B := B0 ∩B1 ∩B2 ∩B4 has positive prob-
ability for all sufficiently large t . In particular, it is nonempty and we can pick an
ω ∈ B. Then since ω ∈ B0, we have

P
(
τ 1
β(ω) ≥ 2t,A2t

)
≤ ∑

x∈[−t2,t2]∩Z
pxXx + P

(
sup

r∈[0,t]
∣∣B(r)

∣∣ > 	t
2 or sup
r∈[t,2t]

∣∣B(r) − B(t)
∣∣ > 	t
2

)

≤ C
∑

x∈[−t2,t2]∩Z
px(Yx ∨ Yx+1) + 2e−Ct3

≤ CP
(
τ 1
β(ω) ≥ t,At

)
Y0 + 2e−Ct3

.

Next, by using ω ∈ B1 ∩B2 ∩B3, we can replace the logarithm of the probabilities
by their P-expectation with the error terms, which yields for t sufficiently large,

aβ(2t) − (2t)
1
2 +δ ≤ 2aβ(t) + 2t

1
2 +δ + log

(
1 + 2e−t3+2aβ(t)) + C

≤ 2aβ(t) + 2t
1
2 +δ + 2e−t3+2C(1+t) + C

≤ 2aβ(t) + Ct
1
2 +δ,

where we have used Lemma 3.1(ii) in the second inequality. This completes the
proof of (6.4), and by applying it repeatedly, we obtain for any k ∈N,

aβ(t) ≥ 1

2
aβ(2t) − Ct

1
2 +δ

≥ 1

4
aβ(4t) − Ct

1
2 +δ2−2( 1

2 −δ) − Ct
1
2 +δ

≥ · · ·

≥
(

1

2

)k

aβ

(
2kt

) − Ct
1
2 +δ

k−1∑
i=0

2−i( 1
2 −δ).

For any δ < 1
2 , the sum in the last line converges for k → ∞ and we get

aβ(t)

t
+ Ct−( 1

2 −δ) ≥ lim
k→∞

aβ(2kt)

2kt
= p(β). �
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REMARK 6.1. When d ≥ 2, we have

P(B0) = (
1 + t2d)−1

instead of (6.5) and we have to replace (6.6) by

P(B1 ∩B2 ∩B3) ≤ Ct−2d−1.

This causes no problem since Proposition 2.2 gives us an arbitrarily fast polyno-
mial decay.

PROOF OF PROPOSITION 2.5. Note first that there exists C > 0 such that for
all x ∈ R,

P
(
B(2) ∈ dx

) ≥ CP
(
B(1) ∈ dx

)
eCx2

.(6.7)

The factor eCx2
can be regarded as a gain from the 1 extra time. We are going to

impose the additional constraint {τ∞(ω) ≥ 2} on the left-hand side and show that
the additional cost is much smaller than the gain. More precisely, we show that
there exists K(ω) such that for some (deterministic) c > 0 and all x ≥ K(ω),

P 0,0;2,x(τ∞(ω) ≥ t
) ≥ c−1 exp

(−c|x| 3
2
)
.(6.8)

To see this, denote by λk the linear function with λk(0) = 0 and λk(2) = 5k, and
let Sk ⊆R+ ×R denote the slanted time-space box

Sk := {
(s, x) : s ∈ [0,2], x ∈ [

λk(s) − 4, λk(s) + 4
]}

.(6.9)

We write Rk := |ω ∩ Sk| for the number of disasters in Sk , and 0 < T
(k)

1 < · · · <

T
(k)
Rk

< 2 for the corresponding ordered disaster times. It is convenient to define

T
(k)
0 := 0 and T

(k)
Rk+1 := 2. As in Section 3, we also consider the interarrival times

between disasters:



(k)
i := T

(k)
i+1 − T

(k)
i for i = 0, . . . ,Rk.

Note that by our convention 
0 = T
(k)
1 and 
Rk

= 2 − T
(k)
Rk

. Let us define events

Ek := {
Rk ≤ C log |k|},

Fk :=
{

min
i=0,...,Rk



(k)
i > k− 5

4

}
.

Since Rk is Poisson distributed with parameter 8 which has an exponentially de-
caying tail, we can find C > 0 such that∑

k∈Z
P
(
Ec

k

)
< ∞.
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Thus we have P(E) = 1 for E := {Ek for all but finitely many k} by the Borel–
Cantelli lemma. Next, note that Fc

k is nothing but the event that the Poisson process
with rate 6 on [0,2] has a point in the k−5/4 neighborhood of the boundary or has
two points within distance k−5/4. It is easy to see that such probability decays like
P(Fc

k ) ≤ ck−5/4.
Setting F := {Fk for all but finitely many k} and using the Borel–Cantelli

lemma again, we find that P(E ∩ F) = 1. Now for ω ∈ E ∩ F , we find K(ω) ≥ 2
such that for all |k| ≥ K(ω), we have Rk ≤ C log |k| and min{
(k)

0 , . . . ,

(k)
Rk

} >

k−5/4. Observe that every x ∈ R is contained in [5k(x) − 3,5k(x) + 3] for some
k(x) ∈ Z, and in particular (2, x) ∈ Sk(x). Then for all x with |k(x)| ≥ K(ω), we
use the estimates from Lemma 3.3 to get

P 0,0;2,x(τ∞(ω) ≥ t
)

≥ P 0,0;2,x(τβ(ω) ≥ 2,B(u) ∈ λk(x)(u) + [−3,3] for u ∈ [0,2])
≥ exp

(
−c −

Rk∑
i=0

c



(k)
i

)

≥ exp
(−c − c|k| 5

4 log |k|).
(6.10)

This completes the proof of (6.8).
For x ∈ R with |k(x)| ≤ K(ω), we can still use the second line in (6.10) as a

lower bound. Therefore, we conclude that

P
(
B(2) ∈ dx, τ∞(ω) ≥ 2

)
≥ P

(
B(1) ∈ dx

)(
C inf

x∈Zd
eCx2−c|x|3/2

∧ min|k|≤K(ω)
exp

(
−c −

Rk∑
i=0

c



(k)
i

))
.

(6.11)

�

7. Proof of main result.

PROOF OF THEOREM 1.3. Part (i): This is a direct consequence of Proposi-
tion 2.1 and Theorem 2 in [14].

Part (ii) for d = 1: The almost sure convergence of t−1 logP(τ 1∞(ω) ≥ t,At )

to p(∞) along t ∈ N follows by choosing r = 2 in Proposition 2.2 and the Borel–
Cantelli lemma. Let us extend this convergence to t ∈ R+. Note that the definition
of the truncation in (1.8) implies At = A	t
. Therefore, we have

P
(
τ 1∞(ω) ≥ 	t
,A	t


) ≤ P
(
τ 1∞(ω) ≥ t,At

) ≤ P
(
τ 1∞(ω) ≥ �t�,A	t


)
.
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On the other hand, one can easily deduce from Proposition 2.7 and the Borel–
Cantelli lemma that almost surely,

logP
(
τ 1∞(ω) ≥ �t�,A	t


) = logP
(
τ 1∞(ω[�t�,	t
]c ) ≥ 	t
,A	t


)
≤ logP

(
τ 1∞(ω) ≥ 	t
,A	t


) + t1/2

for all sufficiently large t . Combining the above two bounds, we find

lim
t→∞

1

t
logP

(
τ 1∞(ω) ≥ t,At

) = p(∞).

Next, we get rid of At . Since Lemma 3.1 implies p(∞) > −∞, and since P(Ac
t ) ≤

e−ct3
, it follows that almost surely,

lim
t→∞

1

t
logP

(
τ 1∞(ω) ≥ t,At

) = lim
t→∞

1

t
logP

(
τ 1∞(ω) ≥ t

) = p(∞).

Finally, we replace τ 1∞ by τ∞. By the definition of τ 1∞(ω), we have

lim sup
t→∞

1

t
logP

(
τ∞(ω) ≥ t

) ≤ lim
t→∞

1

t
logP

(
τ 1∞(ω) ≥ t

) ≤ p(∞).

On the other hand, using Proposition 2.5, we find that

P
(
τ∞(ω) ≥ t

) =
∫
R

P 2,x(τ∞(ω) ≥ t − 2
)
P
(
B(2) ∈ dx, τ∞(ω) ≥ 2

)
≥ A(ω)

∫
R

P 2,x(τ∞(ω) ≥ t − 2
)
P
(
B(1) ∈ dx

)
≥ A(ω)P

(
τ 1∞(θ1,0ω) ≥ t − 1

)
.

(7.1)

Since limt→∞ t−1 logP(τ 1∞(θ1,0ω) ≥ t − 1) = p(∞) almost surely, we are done.
Part (iii): Fix an arbitrary δ > 0. We can use Proposition 2.4 to find t0 > 0 such

that for all β ∈ [0,∞] and t ≥ t0,∣∣∣∣aβ(t)

t
− p(β)

∣∣∣∣ ≤ δ.

Since aβ(t) is the expectation of a random variable depending only on the disasters
in a finite area, it is clear that β �→ aβ(t) is continuous. Therefore, there exists β0

such that for all β ≥ β0,

∣∣p(β) − p(∞)
∣∣ ≤ 2δ + 1

t

∣∣aβ(t) − a∞(t)
∣∣ ≤ 3δ.

This implies the desired continuity. �



3856 R. FUKUSHIMA AND S. JUNK

7.1. Almost sure convergence for d ≥ 2. In this section, we prove the almost
sure convergence limt→∞ 1

t
logP(τ∞(ω) ≥ t) = p(∞) in dimension d ≥ 2. As

mentioned in Remark 2.6, the only point that requires an extra argument is the
proof of

(7.2) lim inf
t→∞

1

t
logP

(
τ∞(ω) ≥ t

) ≥ p(∞).

Note that Proposition 2.5 does not generalize to higher dimensions: For k ∈ Z
d , let

Lk denote the last disaster in a multi-dimensional version of the time-space box
from (6.9). Then almost surely, there exists a point k ∈ Z

d with |k| ≤ K such that
2 − Lk < K−d+1/2 for all sufficiently large K . If x is behind the last disaster for
such k, then in d ≥ 3 the second line in (6.10) is smaller than exp(−cKd−1/2) =
o(exp(−CK2)), and hence cannot be compensated by the factor eCx2

in (6.7).
Obviously, the problem in this argument is that we have too many k’s. We solve
this problem in the following two steps:

• first restrict B(1) to an essentially one-dimensional slab,
• then show that the above restriction does not affect the limit.

For k = (k2, . . . , kd) ∈ Z
d−1, let

Hk := R×
[
k2 − 1

2
, k2 + 1

2

)
× · · · ×

[
kd − 1

2
, kd + 1

2

)
and set

bt (ω,k) := P
(
τ 1∞(ω) ≥ t,B(1) ∈ Hk,At

)
.

An easy extension of Proposition 2.5 shows that there exists some positive and
finite random variable A′(ω) such that for all x ∈ H0 and t ≥ 2,

P
(
τ∞(ω) ≥ 2,B(2) ∈ dx,At

) ≥ A′(ω)P
(
B(1) ∈ dx,At

)
.

Then, by the same argument as in (7.1), we have

P
(
τ∞(ω) ≥ t,At

) ≥ P
(
τ∞(ω) ≥ t,B(2) ∈ H0,At

)
≥ A′(ω)bt

(
θ1,0(ω),0

)
.

Thus (7.2) follows once we show that P-almost surely,

(7.3) lim inf
t→∞

1

t
logbt (ω,0) ≥ p(∞).

The proof of (7.3) is divided into the following two lemmas, which are analogous
to Propositions 2.2 and 2.4.

LEMMA 7.1. There exists t0 > 0 such that for all t ≥ t0,

P
(∣∣logbt (ω,0) −E

[
logbt (ω,0)

]∣∣ ≥ t
3
4
) ≤ t−2d−1.(7.4)
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LEMMA 7.2. There exists t0 > 0 such that for all t ≥ t0,

E
[
logbt (ω,0)

] ≥ E
[
logP

(
τ 1∞(ω) ≥ t,At

)] − t
3
4 .(7.5)

PROOF OF LEMMA 7.1. The proof is almost identical to that of Proposi-
tions 2.2. Let us introduce a multidimensional version of the notation used before:

J (1)
x := x +

[
−1

2
,

1

2

)d

,

J (5)
x (i) := x + 7ie1 +

[
−5

2
,

5

2

)
×

[
−1

2
,

1

2

)d−1
,

Mp(ν) := sup
x,y∈Rd

min
i=0,...,p

ν
(
J (5)

x (i) × J (5)
y (i)

)
,

where e1, . . . , ed denotes the canonical basis of Rd . With these definitions, Lem-
mas 3.1 and 4.1 readily extend to d ≥ 2. Moreover, Lemma 5.1 holds for

ν̂r−,r+,t
ω,∞

(
d(x, y)

) := P
((

B
(
r−)

,B
(
r+)) ∈ d(x, y) | τ 1∞(ω[r−,r+]c ) ≥ t,

At ,B(1) ∈ H0
)

in place of νr−,r+,t
ω,∞ . Given these ingredients, we can follow the same argument to

prove Proposition 2.2.
Let us explain how to verify Lemma 5.1 for ν̂. Since (5.3) holds with ν replaced

by ν̂, the proof of Lemma 5.1 works without change in the case r− ≥ 2. The
case r− < 2 requires some care because we need to sprinkle the mass on the time
interval [0,1] under the additional constraint {B(1) ∈ H0}. We define r+

i as in
Section 5 and choose j+

i such that

ν̂
1,r+

i ,t
ω,∞

(
H0 × J

(1)

j+
i

) ≥ Ct−d .(7.6)

Then define λi(u) = (λ1
i (u), λ2(u)) with λ1

i : R+ → R and λ2
i : R+ → R

d−1 such
that

• λi(r
+
i ) = j+

i ,
• λ1

i is linear (λ1
i (0) = 0),

• λ2
i is piecewise affine linear with λ2

i (0) = λ2
i (1) = 0.

Using this definition, we can replace ν by ν̂ in (5.9). Observe that, unlike in the
one-dimensional case, S+

i is not a slanted time-space box in the last d − 1 co-
ordinates. This is in order to ensure {B(1) ∈ H0}. As a consequence, we have to
consider the Brownian bridge conditioned on {B(1) ∈ H0} in (5.8). But this does
not impose any additional cost since we have the same conditioning in the defi-
nition of ν̂. For the coordinates in time and e1-direction, we can apply an affine
transformation and we get (5.9) for ν̂. �
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PROOF OF LEMMA 7.2. We argue in a similar way to the proof of Proposi-
tion 2.4. Let us introduce events

B0(t) :=
{
bt (ω,0) ≥ max

k∈{−t2,...,t2}d−1
bt (ω,k) − e−Ct3}

,

B1(t) := {∣∣logbt (ω,0) −E
[
logbt (ω,0)

]∣∣ ≤ t
3
4
}
,

B2(t) := {∣∣logP
(
τ 1∞(ω) ≥ t,At

) −E
[
logP

(
τ 1∞(ω) ≥ t,At

)]∣∣ ≤ t
3
4
}
.

Note that from here on out t should be replaced by 	t
, which we omit to ease the
notation. Proposition 2.2 and (7.4) yield that for all t large enough

P
(
B1(t)

c ∪B2(t)
c) ≤ 2t−2d−1.(7.7)

Moreover, we claim that

P
(
B0(t)

) ≥ (
1 + 2t2)−(d−1)

.(7.8)

Postponing the claim for the moment, note that from (7.7) and (7.8), we get that
B0(t)∩B1(t)∩B2(t) has a positive probability for all t large enough. In particular,
the intersection is not empty and we can choose ω ∈ B0(t)∩B1(t)∩B2(t). For such
an ω, we have

E
[
logP

(
τ 1∞(ω) ≥ t,At

)]
≤ logP

(
τ 1∞(ω) ≥ t,At

) + t
3
4

= log
( ∑

k={−t2,...,t2}d−1

bt (ω,k)

)
+ t

3
4

≤ log
((

2t2 + 1
)d(

elogbt (ω,0) + e−Ct3)) + t
3
4

≤ log
((

2t2 + 1
)d(

eE[logbt (ω,0)]+t
3
4 + e−Ct3)) + t

3
4 ,

where the first and the last inequality follow from ω ∈ B1(t) ∩ B2(t), and the sec-
ond inequality follows from ω ∈ B0(t). From part (ii) of Lemma 3.1, we see that
E[logbt (ω,0)] decays linearly, which completes the proof of (7.5).

It remains to show (7.8). This is intuitively obvious since bt (ω,0) should have
the highest chance to be the maximum as it imposes least constraint on [0,1], and
there are (1 + 2t2)(d−1) many candidates. To make this argument rigorous, it is
better to drop the truncation At and work with

ct (ω,k) := P
(
τ 1∞(ω) ≥ t,B(1) ∈ Hk

)
.

For k ∈ Z
d−1, let ωk := θ0,(0,k)(ω) be obtained by shifting ω by (0,k) ∈ Z

d in
space, and let K = K(ω) be the random index such that

ct (ωK,0) = max
k={−t2,...,t2}d−1

ct (ωk,0).
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Then by this definition, for every k ∈ {−t2, . . . , t2}d−1,

ct (ωK,k) =
∫
H0

P 1,z+(0,k)(τ 1∞(ωK) ≥ t
)
P
(
B(1) ∈ (0,k) + dz

)
≤

∫
H0

P 1,z+(0,k)(τ 1∞(ωK) ≥ t
)
P
(
B(1) ∈ dz

)
= ct (ω(0,−k),0)

≤ ct (ωK,0).

Here, we use P s,x for the law of Brownian motion started at time s with initial
distribution δx . Together with P(Ac

t ) ≤ e−Ct3
, we get

bt (ωK,0) ≥ ct (ωK,0) − e−Ct3

= max
k={−t2,...,t2}d−1

ct (ωK,k) − e−Ct3

≥ max
k={−t2,...,t2}d−1

bt (ωK,k) − e−Ct3
.

Now let L be independent of ω and uniformly distributed on {−t2, . . . , t2}d−1, and
set ω̃ := ωL. Since ω̃ has the same distribution as ω, we have

P
(
B0(t)

) = P

(
bt (ω̃,0) ≥ max

k={−t2,...,t2}d−1
bt (ω̃,k) − e−Ct3)

≥ P
(
L = K(ω)

)
= (

1 + 2t2)−(d−1)

and we are done. �
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