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Abstract

It is known from the work of Baik, Deift and Johansson [3] that we have Tracy-Widom
fluctuations for the longest increasing subsequence of uniform permutations. In this
paper, we prove that this result holds also in the case of the Ewens distribution and
more generally for a class of random permutations with distribution invariant under
conjugation. Moreover, we obtain the convergence of the first components of the
associated Young tableaux to the Airy Ensemble as well as the global convergence
to the Vershik-Kerov-Logan-Shepp shape. Using similar techniques, we also prove
that the limiting descent process of a large class of random permutations is stationary,
one-dependent and determinantal.
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1 Introduction and statement of results

1.1 Monotonous subsequences

Let Sn be the symmetric group, namely the group of permutations of {1, . . . , n}. Given
σ ∈ Sn, a subsequence (σ(i1), . . . , σ(ik)) is an increasing (resp. decreasing) subsequence
of σ of length k if i1 < i2 < · · · < ik and σ(i1) < · · · < σ(ik) (resp. σ(i1) > · · · > σ(ik)).
We denote by `(σ) (resp. `(σ)) the length of the longest increasing (resp. decreasing)
subsequence of σ. For example, for the permutation

σ =

(
1 2 3 4 5

5 3 2 1 4

)
,

we have `(σ) = 2 and `(σ) = 4. The study of the limiting behaviour of `(σn) when σn is a
uniform random permutation is known as Ulam’s problem: Ulam [39] conjectured that
the limit

lim
n→∞

E(`(σn))√
n
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exists. Vershik and Kerov [40] proved that this limit is equal to 2. The asymptotic
fluctuations were studied by Baik, Deift and Johansson. They proved the following result:

Theorem 1.1. [3] If σn is a random permutation with the uniform distribution on Sn

then

lim
n→∞

P

(
`(σn)− 2

√
n

n
1
6

≤ s
)

= F2(s),

where F2 is the cumulative distribution function of the Tracy-Widom distribution.

The Tracy-Widom distribution appears in many problems of random growth, inte-
grable probability and as the distribution of the rescaled largest eigenvalue of many
models of random matrices [9, 6]. F2 can be expressed as the Fredholm determinant of
the Airy kernel on L2(s,∞), as well as in terms of the Hastings-McLeod solution of the
Painlevé II equation [37]. Those problems are known as a part of the Kardar-Parisi-Zhang
dimension 1+1 universality class. Apart the uniform case, Mueller and Starr [31] studied
the longest increasing subsequence for Mallows distribution.

This work’s first aim is to study the limiting behaviour of other distributions of random
permutations, in particular, to prove a similar result to that of Baik, Deift and Johansson
(Theorem 1.1). More precisely, we are interested in a class of random permutations
which are stable under conjugation for which we provide a sufficient condition to obtain
the Tracy-Widom fluctuations. It includes the Ewens distributions and other distributions
appearing in genetics, random fragmentations and coagulation processes [13, 26, 24, 4].

For the remainder of this article, we denote by (σn)n≥1 a sequence of random
permutations with joint distribution P such that for all positive integer n, σn ∈ Sn. We
denote by #(σ) the number of cycles of a permutation σ. For example, the identity of Sn

has n cycles. We prove the following.

Theorem 1.2. Assume that the sequence of random permutations (σn)n≥1 satisfies:

• For all positive integer n, σn is stable under conjugation i.e. ∀σ, ρ ∈ Sn,

P(σn = σ) = P(σn = ρ−1σρ). (H1)

• The number of cycles is such that: For all ε > 0,

lim
n→∞

P

(
#(σn)

n
1
6

> ε

)
= 0. (H2)

Then for all s ∈ R,

lim
n→∞

P

(
`(σn)− 2

√
n

n
1
6

≤ s
)

= lim
n→∞

P

(
`(σn)− 2

√
n

n
1
6

≤ s
)

= F2(s). (TW)

The idea of the proof we give in Subsection 3.1 is to construct a coupling between
any distribution satisfying these hypotheses and the uniform distribution in order to
use Theorem 1.1. Let us illustrate Theorem 1.2 with the Ewens distributions that were
introduced by Ewens [13] to describe the mutation of alleles.

Definition 1.3. Let θ be a non-negative real number. We say that a random permutation
σn follows the Ewens distribution with parameter θ if for all σ ∈ Sn,

P(σn = σ) =
θ#(σ)−1∏n−1
i=1 (θ + i)

.

Note that when θ = 1, the Ewens distribution is just the uniform distribution on Sn,
whereas when θ = 0, we have the uniform distribution on permutations having a unique
cycle. For general θ, the Ewens distribution is clearly invariant under conjugation since
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it only involves the cycles’ structure of θ. For our purpose, a useful property is that, if σn
follows the Ewens distribution with parameter θ > 0, then the number of cycles #(σn) is

the sum of n independent Bernoulli random variables with parameters
{

θ
θ+i

}
0≤i≤n−1

.

For further reading, we recommend [1, 30, 8]. This already yields the following:

Corollary 1.4. Let (θn)n≥1 be a sequence of non-negative real numbers such that:

lim
n→∞

θn log(n)

n
1
6

= 0. (H’2)

If σn follows the Ewens distribution with parameter θn, then we have Tracy-Widom
fluctuations (TW).

Proof. For n ≥ 3 and θn > 0, we have

E(#(σn)) =

n−1∑
i=0

θn
i+ θn

= 1 +
θn

1 + θn
+

n−1∑
i=2

θn
i+ θn

≤ 2 + θn

n−1∑
i=2

∫ i+1

i

dt

t− 1
≤ 2 + θn log(n),

whereas when θn = 0, we have #(σn)
a.s
= 1. Thus, under (H’2), (H2) follows from Markov

inequality.

We will apply Theorem 1.2 for a generalized version of the Ewens distributions in
Section 2. We give also other applications for random virtual permutations in Subsection
1.4.

The proof of Theorem 1.1 uses determinantal point processes properties obtained
from the Plancherel measure which is also the law of the shape of the Robinson-Schensted
correspondence of random uniform permutations, see [22]. We will study in the next
subsection this correspondence in the non-uniform setting and we give a more general
result, see Theorem 1.6.

1.2 The Robinson–Schensted correspondence of random permutations

In this subsection, we study, under appropriate scalings, the limiting shape and the
limiting distribution of the first components of the image of a ralphaandom permutation
stable under conjugation by the Robinson-Schensted correspondence.

Let n be a positive integer. A Young diagram λ = {λi}i≥1 of size n is a partition of n i.e.

• ∀i ≥ 1, λi ∈ N,

• ∀i ≥ 1, λi+1 ≤ λi,
•
∑∞
i=1 λi = n.

We can represent a Young diagram by boxes of size 1× 1 such that the row i contains
exactly λi boxes. For example, if λ = (4, 2, 1, 0), we have the diagram

,

where 0 = (0)i≥1. Let Yn be the set of Young diagrams of size n. For example,

Y4 = {(4, 0), (3, 1, 0), (2, 2, 0), (2, 1, 1, 0), (1, 1, 1, 1, 0)}

=

 , , , ,

 .
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In the sequel of this paper, for a young diagram λ, we denote by λ′ its conjugate
defined by λ′ = (λ′i)i≥1 where λ′i := |{j;λj ≥ i}|. For example, if λ = (4, 2, 1, 0), λ′ =

(3, 2, 1, 1, 0).
We will use the well-known application on the symmetric group Sn with values in

Yn known as the shape of the image of a permutation σ by the Robinson–Schensted
correspondence [33, 35] or the Robinson–Schensted–Knuth correspondence [27]. We
denote it by

λ(σ) = {λi(σ)}i≥1.

We will not include here algorithmic details. For further reading, we recommend [34,
Chapter 3]. For our purpose, a useful property of this transform is that

λ1(σ) = `(σ), λ′1(σ) = `(σ). (1.1)

When σn follows the uniform law, the distribution of λ(σn) on Yn is known as the
Plancherel measure. In this case, after appropriate scaling, λ(σn) converges at the edge
to the Airy ensemble. For the definition of the Airy ensemble, which is the determinantal
point process associated with the Airy kernel, see for example [37].

In the remainder of this paper, we denote by F2,k(s1, s2, . . . , sk) := P(∀i ≤ k, ξi ≤ si)
the cumulative distribution of the top right k particles of the Airy ensemble (ξi)i≥1.

Theorem 1.5. [7, Theorem 5][17, Theorem 1.4] Assume that σn follows the uniform
distribution on Sn. Then for all real numbers s1, s2, . . . , sk,

lim
n→∞

P

(
∀i ≤ k, λi(σn)− 2

√
n

n
1
6

≤ si
)

= F2,k(s1, s2, . . . , sk).

For distributions satisfying the same assumptions as in Theorem 1.2, we have the
same asymptotic as in the uniform setting at the edge.

Theorem 1.6. Assume that the sequence of random permutations (σn)n≥1 satisfies (H1)
and (H2). Then for all positive integer k, for all real numbers s1, s2, . . . , sk,

lim
n→∞

P

(
∀i ≤ k, λi(σn)− 2

√
n

n
1
6

≤ si
)

= lim
n→∞

P

(
∀i ≤ k, λ

′
i(σn)− 2

√
n

n
1
6

≤ si
)

= F2,k(s1, s2, . . . , sk). (Ai)

Clearly, the convergence (Ai) holds for the Ewens distributions under the hypothesis
(H’2).

Using (1.1), Theorem 1.2 is a direct application of this theorem for k = 1. The proof
we provide in Subsection 3.2 is a generalization of the proof of Theorem 1.2. We give
separate proofs of Theorem 1.2 and Theorem 1.6 because the proof of Theorem 1.2 is
simpler and does not require any knowledge of the representations of the symmetric
group. Moreover, we believe that understanding the proof of Theorem 1.2 is helpful to
understand the main idea of the proof of Theorem 1.6.

The typical shape under the Plancherel measure was studied separately by Logan
and Shepp [28] and Vershik and Kerov [40]. Stronger results are proved by Vershik
and Kerov [41]. In 1993, Kerov studied the limiting fluctuations but did not publish his
results. See [16] for further details. Let Lλ(σ) be the height function of λ(σ) rotated by
3π
4 and extended by the function x 7→ |x| to obtain a function defined on R. For example,

if λ(σ) = (7, 5, 2, 1, 1, 0) the associated function Lλ(σ) is represented by Figure 1. For the
Plancherel measure we have the following result.

Theorem 1.7. [41, Theorem 4] Assume that σn follows the uniform distribution. Then
for all ε > 0,

lim
n→∞

P

(
sup
s∈R

∣∣∣∣ 1√
2n
Lλ(σn)

(
s
√

2n
)
− Ω(s)

∣∣∣∣ < ε

)
= 1,

EJP 23 (2018), paper 118.
Page 4/31

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP244
http://www.imstat.org/ejp/


Monotonous subsequences and the descent process of invariant random permutations

−7−6−5−4−3−2−1 1 2 3 4 5 6 7

1

2

33
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5

6

7

8

Figure 1: L(7,5,2,1,1,0)

where

Ω(s) :=

{
2
π (s arcsin(s) +

√
1− s2) if |s| < 1

|s| if |s| ≥ 1
.

Under weaker conditions than those of Theorem 1.6, we show a similar result. For
the remainder of this paper, we will refer to this limiting shape as the Vershik-Kerov-
Logan-Shepp shape. This convergence is closely related to the Wigner’s semi-circular
law. For further details, one can see [21, 20, 19].

Theorem 1.8. Assume that the sequence of random permutations (σn)n≥1 satisfies (H1)
and that for all ε > 0,

lim
n→∞

P

(
#(σn)

n
> ε

)
= 0. (H3)

Then for all ε > 0,

lim
n→∞

P

(
sup
s∈R

∣∣∣∣ 1√
2n
Lλ(σn)

(
s
√

2n
)
− Ω(s)

∣∣∣∣ < ε

)
= 1. (VKLS)

We will prove this result in Subsection 3.2 using the same coupling as in the proof of
Theorem 1.2.

1.3 The descent process

Let n be a positive integer and σ ∈ Sn. We define

D(σ) := {i ∈ {1, . . . , n− 1}; σ(i+ 1) < σ(i)}. (1.2)

For example,

for σ =

(
1 2 3 4 5

5 3 1 4 2

)
, D(σ) = {1, 2, 4}.

When σ is random, D(σ) is known as the descent process.
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Figure 2: Illustration of the Vershik-Kerov-Logan-Shepp convergence

Theorem 1.9. ([5, Theorem 5.1]) Assume that σn follows the uniform distribution on
Sn. Then for all A ⊂ {1, 2, . . . , n− 1},

P(A ⊂ D(σn)) = det([k0(j − i)]i,j∈A),

where, ∑
i∈Z

k0(i)zi =
1

1− ez
.

We say that the descent process is determinantal with kernel K0(i, j) := k0(j − i).
Determinantal point processes were introduced by Macchi [29] to describe fermions in
quantum mechanics. For further reading we refer for example to [18].

In the non-uniform setting, the descent process is already studied for the Mallows’s
law with Kendall tau metric: it is also determinantal with different kernels. See [5,
Proposition 5.2]. Using similar techniques as in the previous subsections, we show that
for a large class of random permutations, the limiting descent process is determinantal
with the same kernel as the uniform setting.

Theorem 1.10. Assume that the sequence of random permutations (σn)n≥1 satisfies
(H1) and

lim
n→∞

P(σn(1) = 1) = 0. (H4)

Then for all finite set A ⊂ N∗ := {1, 2, . . . },

lim
n→∞

P(A ⊂ D(σn)) = det([k0(j − i)]i,j∈A). (DPP)

We will prove this result in Subsection 3.4 but before that let us illustrate it by the
Ewens distributions (see Definition 1.3).

Corollary 1.11. Let (θn)n≥1 be a sequence of non-negative real numbers. Assume that
σn follows the Ewens distribution with parameter θn. If

lim
n→∞

θn
n

= 0.

EJP 23 (2018), paper 118.
Page 6/31

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP244
http://www.imstat.org/ejp/


Monotonous subsequences and the descent process of invariant random permutations

Then the limiting descent process is determinantal with kernel K0 (DPP).

Proof. Using the Chinese restaurant process interpretation of the Ewens measures, see
for example [1, Part II Section 11], we have

P(σn(n) = n) =
θn

θn + n− 1
.

By the stability under conjugation,

lim
n→∞

P(σn(1) = 1) = lim
n→∞

P(σn(n) = n) = lim
n→∞

θn
θn + n− 1

≤ lim
n→∞

θn
n− 1

= 0.

We can now conclude using Theorem 1.10.

When θn = 0 (the uniform measure on permutations having a unique cycle), we
have a stronger result. For all positive integers n and m such that m ≥ n + 2, for all
A ⊂ {1, . . . , n},

P(A ⊂ D(σm)) = det([k0(j − i)]i,j∈A).

In other terms, in this case, the restriction of the descent process of σn+2 to {1, 2, . . . , n}
is determinantal with kernel K0. This result is a direct consequence of the main result of
[11].

1.4 Virtual permutations

We give in this subsection another application of previous theorems. Virtual permu-
tations are introduced by Kerov, Olshanski and Vershik [23] as the projective limit of
Sn. We are interested in this article only in random virtual permutations stable under
conjugation also known as central measures as defined and totally characterized by
Tsilevich [38]. Those measures are the counterpart for random permutations of the
Kingman exchangeable random partitions [26, 24].

Let n be a positive integer and πn be the projection of Sn+1 on Sn obtained by
removing n+ 1 from the cycles’ structure of the permutation. For example,

π3((1, 3) (2, 4)) = π3((1, 4, 3) (2)) = π3((1, 3) (2) (4)) = (1, 3) (2).

We define the space of virtual permutations S∞ as the projective limit of Sn as n goes
to infinity:

S∞ := {(σ̂n)n≥1; ∀n ≥ 1, πn(σ̂n+1) = σ̂n} = lim
←−

Sn.

Therefore, a random virtual permutation is a sequence (σn)n≥1 of random permu-
tations such that πn(σn+1)

a.s
= σn. We say that it is stable under conjugation if for all

positive integer n, σn is stable under conjugation. In this case, the number of cycles can
be expressed in terms of probabilities of fixed points.

Corollary 1.12. Let (σn)n≥1 be a random virtual permutation stable under conjugation.
Assume that

lim
n→∞

P(σn(1) = 1) = 0. (H’4)

Then we have the Vershik-Kerov-Logan-Shepp limiting shape (VKLS). Moreover, if

P(σn(1) = 1) = o
(
n−

5
6

)
. (H”2)

Then we have Tracy-Widom fluctuations (TW) and the convergence at the edge to the
Airy ensemble (Ai).
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Proof. By construction, for all random virtual permutation (σn)n≥1 and for all positive
integer n,

#(σn) = #(πn(σn+1)) = #(σn+1)− 1σn+1(n+1)=n+1.

Consequently,

E(#(σn)) =

n∑
i=1

P(σi(i) = i) =

n∑
i=1

P(σi(1) = 1).

Moreover, under the hypothesis (H”2) we have

n∑
i=1

P(σi(1) = 1) = o(n
1
6 ).

We can then conclude using Theorem 1.6. Similarly, using the hypothesis (H’4) we
obtain:

n∑
i=1

P(σi(1) = 1) = o(n).

We can then conclude using Theorem 1.8.

According to [38, Section 2] there exists a one-to-one correspondence between the
set of probability distributions on S∞ stable under conjugation and the set of probability
distributions on

Σ :=

{
(xi)i≥1; x1 ≥ x2 ≥ · · · ≥ 0,

∑
i

xi ≤ 1

}
.

Let 0 ≤ a ≤ 1. We denote

Σa :=

{
(xi)i≥1; x1 ≥ x2 ≥ · · · ≥ 0,

∑
i

xi = a

}
.

Let ν be a probability measure on Σ. We denote by (σνn)n≥1 a random virtual permutation
stable under conjugation such that the associated distribution on Σ is ν. We will study
this correspondence in three parts:

• Let x = (xi)i≥1 ∈ Σ1. If ν = δx, then for all positive integer n, for all σ ∈ Sn,

f(n, x, σ) := P(σδxn = σ) =
∏
j≥1

rj !

((j − 1)!)rj

∑
m

∏
i≥1

xmii . (1.3)

Here, rj is the number of cycles of length j of σ and the sum is over all sequences
of non-negative integers m = (mi)i≥1 such that ∀j ≥ 1, |{i;mi = j}| = rj . For more
details, see [38, Section 2].

Corollary 1.13. If xn = o(n−α) with α > 6, then we have Tracy-Widom fluctuations
(TW) and the convergence at the edge to the Airy ensemble (Ai).

Corollary 1.14. If xn = o(n−α) with α > 1, then we have the Vershik-Kerov-Logan-
Shepp limiting shape (VKLS).

We give a proof of Corollary 1.13 and Corollary 1.14 in Subsection 3.3. A trivial
application of these corollaries is when xi = δ1(i). In this case, σδxn follows the
Ewens distribution with parameter θ = 0.

• If ν(Σ1) = 1, ν is called a 1-measure. In this case, the distribution of (σνn)n≥1 is a
mixture of the previous distributions i.e. for all positive integer n, for all σ ∈ Sn,
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P(σνn = σ) =

∫
x∈Σ1

f(n, x, σ)dν(x). (1.4)

Corollary 1.15. Assume that ν is a 1-measure and∫
x∈Σ1

∞∑
i=1

(1− (1− xi)n) dν(x) = o
(
n

1
6

)
,

then we have Tracy-Widom fluctuations (TW) and the convergence at the edge to
the Airy ensemble (Ai).

Corollary 1.16. Assume that ν is a 1-measure. We have then the Vershik-Kerov-
Logan-Shepp limiting shape (VKLS).

We will prove Corollary 1.15 and Corollary 1.16 in Subsection 3.3. To explain
the relation with the Ewens distributions, we need first to introduce the Poisson-
Dirichlet distributions. Let θ > 0 and let 1 ≥ x1 ≥ x2 ≥ · · · ≥ 0 be a Poisson point
process on (0, 1] with intensity λ(t) = θ exp(−t)

t . We define the random variable
S :=

∑
i≥1 xi. It is proved that the sum S is almost surely finite. We can find a

proof for example in [15]. The point process x̂ :=
(
xi
S

)
i≥1

defines a measure on Σ1

known as the Poisson-Dirichlet distribution with parameter θ. It was introduced
by Kingman [26] and it is a useful tool to study some problems of combinatorics,
analytic number theory, statistics and population genetics. See [25, 10, 2, 36].

The Poisson-Dirichlet distribution with parameter θ > 0 represents also the limiting
distribution of normalized cycles’ lengths of the Ewens distribution with the same
parameter, see [2]. As a consequence, using the description of these measures in
[38, Section 2], if ν follows the Poisson-Dirichlet distribution with parameter θ, σνn
follows the Ewens measure with same parameter θ. In this case, the hypotheses of
Corollaries 1.15 and 1.16 are satisfied.

• In the general case, the correspondence is given by the formula:

P(σνn = σ) =

∫
x∈Σ

f(n, x, σ)dν(x),

where

f(n, x, σ) :=


∏
j≥1

rj !
((j−1)!)rj

∑
m

∏
i≥1 x

mi
i if

∑∞
i=1(xi) = 1∑l

j=0

(
l
j

)
xj0(1− x0)n−jf(n− j, y, σj) if 0 <

∑∞
i=1(xi) < 1

1σ=Idn if
∑∞
i=1(xi) = 0

. (1.5)

Here, rj is the number of cycles of length j of σ and the sum is over all sequences
of non-negative integers m = (mi)i≥1 such that ∀j ≥ 1, |{i;mi = j}| = rj , y := x∑

i xi
,

x0 := 1−
∑∞
i=1 xi, l is the number of fixed points of σ, σj is the permutation obtained

by removing j fixed points of σ and Idn is the identity of Sn. For more details, we
recommend [38, Section 2].

In the general case, we do not expect the Tracy-Widom fluctuations neither for `
nor for ` (see Section 2). We limit then our study to the case where there exists
0 < x0 < 1 such that ν(Σ1−x0) = 1. Unlike all previous examples when `(σn) and
`(σn) have the same asymptotic fluctuations, in this case, the expected length of the
longest increasing subsequence is larger than (1−x0)n and we will show that there
exist some cases where the expected length of the longest decreasing subsequence
is asymptotically proportional to

√
n with Tracy-Widom fluctuations.
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Corollary 1.17. Let 0 < x0 < 1 and ν be a probability measure on Σ satisfying

ν (Σ1−x0
) = 1. Let ν̂ be the 1-measure such that dν̂(x) = dν

(
x

1−x0

)
. If there exists

a positive integer k such that for all real numbers s1, s2, . . . , sk,

lim
n→∞

P

(
∀1 ≤ i ≤ k, λ

′
i(σ

ν̂
n)− 2

√
n

n
1
6

≤ si
)

= F2,k(s1, . . . , sk),

then for all real numbers s1, s2, . . . , sk,

lim
n→∞

P

(
∀1 ≤ i ≤ k,

λ′i(σ
ν
n)− 2

√
(1− x0)n

((1− x0)n)
1
6

≤ si

)
= F2,k(s1, . . . , sk).

In particular, for all real s,

lim
n→∞

P

(
`(σνn)− 2

√
(1− x0)n

((1− x0)n)
1
6

≤ s

)
= F2(s).

This corollary is a direct application of Proposition 2.1. Here are some examples of
measures ν that meet the assumptions of the previous corollary:

– When ν = δx and xi = o( 1
i6+ε ).

– When dν(x) = dPD(β)( xα ), β ≥ 0, 0 < α ≤ 1 and PD(β) is Poisson-Dirichlet
distribution with parameter β.

In fact:

– If ν = δx and xi = o( 1
i6+ε ), then ν̂ = δ x∑

i≥1 xi
satisfies hypotheses of Corollary

1.13.
– If dν(x) = dPD(β)( xα ), then dν̂(x) = dPD(β)(x) and σ̂n follows the Ewens

distribution with parameter β. We can then conclude using Corollary 1.6.

For the descent process, we have the following result:

Theorem 1.18. If there exists 0 ≤ x0 ≤ 1 such that ν(Σ1−x0
) = 1, then for all finite

set A ⊂ N∗,
lim
n→∞

P(A ⊂ D (σνn)) = det([kx0
(j − i)]i,j∈A),

with ∑
l∈Z

kx0
(l)zl =

1

1− (1 + x0z)e(1−x0)z
=

−1

z +
∑∞
l=1 âl(x0)zl+1

, (1.6)

where

âl(x0) :=
(1− x0)l+1

(l + 1)!
+
x0(1− x0)l

l!
. (1.7)

The proof of this result we suggest in Subsection 3.4 consists in studying in a first
step the case where the corresponding measure ν is concentrated on Σ1. We prove
that the limiting point process is determinantal with kernel (i, j) 7→ k0(j − i). In a
second step, we prove that the kernel depends only on

∑
i≥1 xi.

Theorem 1.18 implies that for a general random virtual permutation stable under
conjugation, we have the following result.

Corollary 1.19. For any probability measure ν on Σ,

lim
n→∞

P(A ⊂ D (σνn)) =

∫
Σ

det
([
k1−

∑
i xi

(j − i)
]
i,j∈A

)
dν(x). (1.8)
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For the total number of descents we have

Proposition 1.20. For any probability measure ν on Σ,

lim
n→∞

E(|D(σνn)|)
n

=
1

2

1−
∫

Σ

(
1−

∑
i

xi

)2

dν(x)

 .

We will prove Corollary 1.19 and Proposition 1.20 in Subsection 3.4.
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conversations with Adrien Hardy and Mylène Maïda, their supervision of this work and
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partially supported by Labex CEMPI (ANR-11-LABX-0007-01).

2 Further discussion

In previous subsections, except for Corollary 1.4, the applications are for virtual
permutations, but with the same logic, we can prove a similar result as Corollary 1.17
for some permutations non compatible with projections.

Proposition 2.1. Let (Pn)n≥1 be a sequence of probability measures stable under
conjugation. Assume that there exists a positive integer k such that for all real numbers
s1, s2, . . . , sk,

lim
n→∞

Pn

({
σ ∈ Sn, ∀1 ≤ i ≤ k,

λ′i(σ)− 2
√
n

n
1
6

≤ si
})

= F2,k(s1, . . . , sk). (H5)

Let 0 ≤ x0 < 1 and (σn)n≥1 be a sequence of random permutations such that for all
positive integer n, for all σ ∈ Sn,

P(σn = σ) :=

l∑
j=0

(
l

j

)
xj0(1− x0)n−jPn−j(σ

j), (2.1)

where l is the number of fixed points of σ and σj is the permutation obtained by removing
j fixed points of σ. Then for all real numbers s1, s2, . . . , sk,

lim
n→∞

P

(
∀1 ≤ i ≤ k,

λ′i(σn)− 2
√

(1− x0)n

((1− x0)n)
1
6

≤ si

)
= F2,k(s1, . . . , sk).

We prove this result in Subsection 3.3. An interpretation of the random permutation
defined by equation (2.1) is the following. Let n be a positive integer. We construct
a subset A of {1, 2, . . . , n} as follows: for every 1 ≤ i ≤ n, with probability x0, i ∈ A

independently from other points. The points of A are then fixed points of σn. After that,
we permute the elements of {1, 2, . . . , n} \ A according to the probability distribution
Pn−|A|. In particular, A is a subset of all fixed points of σn.

As a consequence, recalling (1.5), if there exists 0 < x0 < 1 such that ν (Σ1−x0
) = 1,

then the number of fixed points of σνn is larger than a binomial random variable with
parameters x0 and n. Consequently,

E(`(σνn)) ≥ nx0.

In this case, we conjecture that the fluctuations are Gaussian.

Conjecture 2.2. Let 0 < x0 < 1, ν be a probability measure on Σ satisfying ν(Σ1−x0
) = 1

and ν̂ be the 1-measure satisfying dν̂(x) = dν( x
1−x0

). If

lim
n→∞

P
(
σν̂n(1) = 1

)
= 0,
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then ∀s ∈ R,

lim
n→∞

P

(
`(σνn)− x0n√
x0(1− x0)n

≤ s

)
=

∫ s

−∞

1√
2π
e
−x2
2 dx.

One bound is simple to prove by the remark above.

A possible generalization of the Ewens distributions is the following.

Definition 2.3. Let θ̂ = (θ̂i)i≥1 be a sequence of positive real numbers, we say that σn
follows the generalized Ewens distribution on Sn with parameter θ̂ if for all σ ∈ Sn,

P(σn = σ) =

∏
i≥1 θ̂

ri(σ)
i∑

σ∈Sn
∏
i≥1 θ̂

ri(σ)
i

.

Here, ri(σ) is the number of cycles of σ of length i.

This generalization was studied in some cases in details by Ercolani and Ueltschi [12].
In the general case, it is not obvious to have a good control on the number of cycles.
Nevertheless, by using some results of Ercolani and Ueltschi, we can conclude in some
cases.

Corollary 2.4. Let (σn)n≥1 be a sequence of random permutations such that for all
positive integer n, σn follows the generalized Ewens distribution with parameter θ̂ =

(θ̂i)i≥1. Assume that θ̂ satisfies one of the following hypotheses:

• θ̂i = ei
γ

, γ > 1,

• limi→∞
∑i−1
k=1

θ̂k θ̂i−k
θ̂i

= 0,

• limi→∞ θ̂i = θ,

• limi→∞
θ̂i
iγ = 1, where 0 ≤ γ < 1

7 ,

• θ̂i = iγ , γ < −1.

Then we have Tracy-Widom fluctuations (TW) and the convergence at the edge to the
Airy ensemble (Ai).

For the descent process, we have the convergence for a larger class of parameters.

Corollary 2.5. Let (σn)n≥1 be a sequence of random permutations such that for all posi-
tive integer n, σn follows the generalized Ewens distribution with parameter θ̂ = (θ̂i)i≥1.

Assume that θ̂ meets one of the hypotheses of the previous corollary or limi→∞
θ̂i
iγ = 1,

where γ ≥ 0. We have then the convergence of D(σn) to the determinantal point process
with kernel K0 (DPP).

Corollaries 2.4 and 2.5 are a direct application from the computations of Ercolani
and Ueltschi. In particular, we use the following results:

Lemma 2.6. Let θ̂ = {θ̂i}i≥1 and {σn}n≥1 be a sequence of random permutations follow-
ing the generalized Ewens distribution with parameter θ̂.

• If θ̂i = ei
γ

with γ > 1, then #(σn)
P→ 1 [12, Theorem 3.1].

• If θ̂i → θ, then 1
θ log(n)E(#(σn))→ 1 [12, Theorem 6.1].

• If θ̂i = i−γ with γ > 1, then #(σn)
d→ 1 +

∑
i Poisson{θi} [12, Theorem 7.1].

• If
∑n−1
k=1

θ̂k θ̂n−k
θ̂n

→ 0, then #(σn)
P→ 1 [12, Theorem 3.1].

• If θ̂i
iγ → 1 with γ > 0, then limn→∞ n

−γ
γ+1E(#(σn)) =

(
Γ(γ)
γγ

) 1
γ+1

[12, Theorem 5.1].
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Using this lemma, it is obvious that (H2) is satisfied under the assumptions of
Corollary 2.4. Moreover, (H4) can be replaced by

lim
n→∞

E

(
#(σn)

n

)
→ 0.

This result is a consequence of the stability under conjugation. Indeed,

P(σn(1) = 1) =
1

n

n∑
i=1

P(σn(i) = i) ≤ E
(

#(σn)

n

)
.

Using this observation, it is obvious that (H4) is satisfied under assumptions of Corollary
2.5.

Pitman [32] introduced a two-parameters generalization of the Ewens distribution.
Using the same notations as in [32], we can apply Theorems 1.6 for α < 1

6 and Theorem
1.8 for α < 1.

The bound n
1
6 of Theorem 1.2 may not be optimal. The best counterexample we

found is when the number of cycles is of order
√
n for the general case and of order n

for virtual random permutations. Nevertheless, using the same lines of proof, we can
obtain the convergence of `(σn)√

n
with optimal hypotheses.

Proposition 2.7. Assume that the sequence of random permutations (σn)n≥1 satisfies
(H1) and the number of cycles is such that: For all ε > 0,

lim
n→∞

P

(
#(σn)√

n
> ε

)
= 0,

then ∀ε > 0,

lim
n→∞

P

(∣∣∣∣`(σn)√
n
− 2

∣∣∣∣ > ε

)
= lim
n→∞

P

(∣∣∣∣`(σn)√
n
− 2

∣∣∣∣ > ε

)
= 0.

In this case, the bound
√
n in the second condition is optimal.

3 Proof of results

3.1 Proof of Theorem 1.2

The key argument of our proof is the following lemma:

Lemma 3.1. For any permutation σ and for any transposition τ ,

|`(σ ◦ τ)− `(σ)| ≤ 2, |`(σ)− `(σ ◦ τ)| ≤ 2.

Proof. Let σ be a permutation. By definition of `(σ), there exists i1 < i2 < · · · < i`(σ) such
that σ(i1) < · · · < σ(i`(σ)). Let τ = (j, k) be a transposition and i′1, i

′
2, . . . , i

′
m be the same

sequence as i1, i2, . . . , i`(σ) after removing j and k if needed. We have σ(i′1) < · · · < σ(i′m).
In particular, `(σ)− 2 ≤ m ≤ `(σ). Knowing that ∀i /∈ {j, k}, σ ◦ τ(i) = σ(i), then

σ ◦ τ(i′1) < · · · < σ ◦ τ(i′m).

Therefore,

`(σ)− `(σ ◦ τ) ≤ 2.

We obtain the second inequality by replacing σ by σ ◦ τ . For `(σ) the proof is similar.
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Id

(1, 2) (2, 3)(1, 3)

(1, 2, 3) (1, 3, 2)

1
31

3

1
3

1
2

1
2

1
2

1
2

1
2

1
2

11

Figure 3: The transition probabilities of T on S3

σ3 T (σ3) T 2(σ3)

Id 1/6 0 0

(1, 2) 1/6 1/18 0

(1, 3) 1/6 1/18 0

(2, 3) 1/6 1/18 0

(1, 2, 3) 1/6 5/12 1/2

(1, 3, 2) 1/6 5/12 1/2

Table 1: The transition probabilities for the uniform setting

Let σn be a random permutation stable under conjugation. To prove Theorem 1.2,
the idea is to modify σn to obtain a random permutation stable under conjugation with
only one cycle. We define the following Markov operator T. If the realisation σ of σn
has one cycle, σ remains unchanged (T (σ) = σ). Otherwise, we choose with uniform
probability two different cycles C1 and C2, and then independently two elements i ∈ C1

and j ∈ C2 uniformly within each cycle. In this case, T (σ) = σ ◦ (i, j). For example, for
n = 3, transitions’ probabilities of T are given in Figure 3. We denote by T k(σn) the
random permutation obtained after applying k times the operator T . Table 1 sums up
distributions after different steps if we start from the uniform distribution on S3. Note
that for all positive integer i < n,

#(T i(σn))
a.s
= max(#(σn)− i, 1). (3.1)

Lemma 3.2. If (σn)n≥1 is stable under conjugation, then for all positive integer n, the
law of Tn−1(σn) is the uniform distribution on the set of permutations with a unique
cycle. More formally,

P
(
Tn−1(σn) = σ

)
=

1

(n− 1)!
1#(σ)=1.

Proof. First, by construction, if σn is stable under conjugation, T (σn) is also stable under
conjugation. Indeed, if σ̂1, σ̂2 ∈ Sn then
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P(T (σn) = σ̂1) =
∑
σ∈Sn

∑
i<j

(
1#(σ̂1)=#(σ)−11σ−1◦ σ̂1=(i,j)

Cσ(i)Cσ(j)
(

#(σ)
2

) + 1#(σ)=11σ=σ̂1

)
P(σn = σ)

=
∑
σ∈Sn

∑
i<j

(
1#(σ̂3)=#(σ)−11σ̂3=(σ̂2(i),σ̂2(j))

Cσ̂2◦σ◦σ̂−1
2

(σ̂2(i))Cσ̂2◦σ◦σ̂−1
2

(σ̂2(j))
(

#(σ)
2

) + 1#(σ)=11σ=σ̂1

)
×P(σn = σ̂2 ◦ σ ◦ σ̂−1

2 )

=
∑
σ∈Sn

∑
i<j

(
1#(σ̂3)=#(σ)−11σ−1◦ σ̂3=(i,j)

Cσ(i)Cσ(j)
(

#(σ)
2

) + 1#(σ)=11σ=σ̂3

)
×P(σn = σ)

=P(T (σn) = σ̂3),

where Cσ(i) is the length of the cycle of σ containing i and σ̂3 = σ̂2◦ σ̂1◦σ̂−1
2 . In particular,

the law of Tn−1(σn) is stable under conjugation. Moreover, using (3.1),

#(Tn−1 (σn))
a.s
= max(#(σn)− n+ 1, 1) = 1. (3.2)

Knowing that all elements of Sn with a unique cycle belong to the same class of
conjugation, they are equally distributed and Lemme 3.2 follows from (3.2).

The previous Lemma is equivalent to say that Tn−1(σn) follows the Ewens distribution
on Sn with parameter θ = 0.

Proof of Theorem 1.2. Equality (3.1) implies that Tn−1(σn)
a.s
= T#(σn)−1(σn). Therefore

using Lemma 3.1, we obtain almost surely that:

|`(Tn−1(σn))− `(σn)| = |`(T#(σn)−1(σn))− `(σn)| ≤ 2(#(σn)− 1).

Thus, if σn satisfies the hypothesis (H2), then ∀ε > 0,

P

(∣∣∣∣`(Tn−1(σn))− `(σn)

n
1
6

∣∣∣∣ > ε

)
= 0. (3.3)

Using Lemma 3.2, Tn−1(σn) does not depend on the law of σn. Therefore, it is enough
to prove Theorem 1.2 for one particular case. In fact, the convergence (TW) has been
obtained for the uniform setting, see Theorem 1.1. By choosing (σn)n≥1 a sequence
of random permutations following the uniform distribution, we have then (TW) for the
Ewens distribution with parameter θ = 0. For the general case, if the sequence (σn)n≥1

satisfies (H1) and (H2), we can conclude using Lemma 3.2 and (3.3).
The same argument can be applied for the length of longest decreasing subsequence.

3.2 Proof of results related to the Robinson–Schensted transform of random
permutations

To prove Theorems 1.6 and 1.8 we need to recall a well-known property of the
Robinson–Schensted correspondence. Let σ ∈ Sn. We denote

I1(σ) : = {s ⊂ {1, 2, . . . , n}; ∀i, j ∈ s, (i− j)(σ(i)− σ(j)) ≥ 0},
D1(σ) : = {s ⊂ {1, 2, . . . , n}; ∀i, j ∈ s, (i− j)(σ(i)− σ(j)) ≤ 0},

Ik+1(σ) : = {s ∪ s′, s ∈ Ik, s
′ ∈ I1},

Dk+1(σ) : = {s ∪ s′, s ∈ Dk, s
′ ∈ D1}.

We have then
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Lemma 3.3. [14] For any permutation σ ∈ Sn,

max
s∈Ii(σ)

|s| =
i∑

k=1

λk(σ), max
s∈Di(σ)

|s| =
i∑

k=1

λ′k(σ).

In particular,

max
s∈I1(σ)

|s| = λ1(σ) = `(σ), max
s∈D1(σ)

|s| = λ′1(σ) = `(σ).

This result is proved first by Greene [14] (see also [34, Theorem 3.7.3]). It will be the
keystone to prove Theorem 1.6 and Theorem 1.8 as it implies the following lemma which
is the counterpart of Lemma 3.1.

Lemma 3.4. For any permutation σ and transposition τ ,∣∣∣∣∣
i∑

k=1

λk(σ)− λk (σ ◦ τ)

∣∣∣∣∣ ≤ 2,

∣∣∣∣∣
i∑

k=1

λ′k(σ)− λ′k (σ ◦ τ)

∣∣∣∣∣ ≤ 2. (3.4)

Moreover,

|λi(σ)− λi (σ ◦ τ)| ≤ 4, |λ′i(σ)− λ′i (σ ◦ τ)| ≤ 4. (3.5)

Proof. Let σ be a permutation and τ = (l,m) be a transposition. We have then for all
integer i,

{s \ {l,m}, s ∈ Ii(σ)} ⊂ Ii(σ ◦ τ)

and similarly

{s \ {l,m}, s ∈ Di(σ)} ⊂ Di(σ ◦ τ).

Consequently, by Lemma 3.3,

i∑
k=1

λk(σ)− λk(σ ◦ τ) ≥ −2,

i∑
k=1

λ′k(σ)− λ′k(σ ◦ τ) ≥ −2.

Using the same argument with σ ◦ τ instead of σ, (3.4) follows. Moreover, since

λi+1 =

i+1∑
k=1

λk −
i∑

k=1

λk, λ′i+1 =

i+1∑
k=1

λ′k −
i∑

k=1

λ′k,

the triangle inequality yields (3.5).

Proof of Theorem 1.6. Similarly to the proof of Theorem 1.2, we will use the same
Markov operator T to compare our random permutation with the uniform distribution.
Using Lemma 3.4 and the equality (3.1) we obtain∣∣λi(σn)− λi

(
Tn−1(σn)

)∣∣ ≤ 4(#(σn)− 1). (3.6)

Consequently, under (H2), ∀ε > 0,

lim
n→∞

P

(∣∣∣∣∣λi(σn)− λi
(
Tn−1(σn)

)
n

1
6

∣∣∣∣∣ > ε

)
= 0. (3.7)

The remainder of the proof is similar to the proof of Theorem 1.2.
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~v ~u
o

Figure 4: Cλ for λ = (7, 5, 2, 1, 1, 0)

We will now prove Theorem 1.8.
Let (O,~x, ~y) be the canonical frame of the Euclidean plane and ~u :=

√
2

2 (~x + ~y),

~v :=
√

2
2 (~y − ~x). Let λ ∈ Yn. Using the convention λ0 = ∞, let Cλ be the curve

obtained by connecting the points with coordinates (0, λ0), (0, λ1), (1, λ1), (1, λ2), . . . ,

(i, λi), (i, λi+1), . . . in the axes system (O,−→u ,−→v ) as in Figure 4. By construction Cλ
is the curve of Lλ. This yields the following.

Lemma 3.5. Let α, β ∈ N and A the point such that
−→
OA = α~u+ β~v. If A ∈ Cλ, then

λα+1 ≤ β ≤ λα. (3.8)

We have also the following result.

Lemma 3.6. For all i ∈ Z,

√
2

2
Lλ

(√
2

2
i

)
± i

2
∈ N, (3.9)

Proof. Let M be such that
−−→
OM = s1~u+ s2~v. By construction, if M ∈ Cλ then s1, s2 ≥ 0

and either s1 ∈ N or s2 ∈ N. If we apply this observation to M defined by

−−→
OM :=

√
2

2
i~x+ Lλ

(√
2

2
i

)
~y =

(√
2

2
Lλ

(√
2

2
i

)
+
i

2

)
−→u +

(√
2

2
Lλ

(√
2

2
i

)
− i

2

)
−→v ,

we obtain (3.9).

To prove Theorem 1.8, our main lemma is the following.

Lemma 3.7. Let n,m ∈ N∗, λ = (λi)i≥1 ∈ Yn, µ = (µi)i≥1 ∈ Ym. Then,

sup
s∈R

(Lλ(s)− Lµ(s))
2 ≤ 4 max

i≥1

∣∣∣∣∣
i∑

k=1

(λk − µk)

∣∣∣∣∣ . (3.10)

Proof. Note that for any i ∈ Z, s 7→ Lλ(s) and s 7→ Lµ(s) are affine functions on[√
2

2 i,
√

2
2 (i+ 1)

]
and thus (3.10) is equivalent to

sup
i∈Z

(
Lλ

(√
2

2
i

)
− Lµ

(√
2

2
i

))2

≤ 4 max
i≥1

∣∣∣∣∣
i∑

k=1

(λk − µk)

∣∣∣∣∣ .
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~v ~u

o

k−4 = −1 k2 = 2

−6 −5 −4 −3 −2 −1 1 2 3 4 5 6

1

2

33

4

5

6

7

8

~y

~x

Figure 5: An example where λ = (7, 5, 2, 1, 1, 0) and µ = (4, 4, 3, 3, 3, 1, 0)

Let i ∈ Z. It follows from Lemma 3.6 that there exists ki ∈ Z such that,

Lµ

(√
2

2
i

)
− Lλ

(√
2

2
i

)
= ki
√

2.

To simplify notations, we denote

j :=
√

2Lλ

(√
2

2
i

)
.

Let A and B be the points such that

−→
OA :=

√
2

2
(i~x+ j~y) =

i+ j

2
~u+

j − i
2

~v,
−−→
OB : =

√
2

2
(i~x+ (j + 2ki)~y)

=
i+ j + 2ki

2
~u+

j − i+ 2ki
2

~v.

Clearly A ∈ Cλ and B ∈ Cµ. By Lemma 3.6, i+j2 , j−i2 ∈ N. We can then apply Lemma 3.5.
In the case where ki > 0, we have

λ i+j
2 +1 ≤

j − i
2

, µ i+j
2 +ki

≥ j − i
2

+ ki.

Using the fact that (λl)l≥1 and of (µl)l≥1 are decreasing, we have,

2 max
l≥1

∣∣∣∣∣
l∑

k=1

(λk − µk)

∣∣∣∣∣ ≥
i+j
2 +ki∑

l= i+j
2 +1

µl − λl ≥

i+j
2 +ki∑

l= i+j
2 +1

µ i+j
2 +ki

− λ i+j
2 +1 ≥ k

2
i .
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Monotonous subsequences and the descent process of invariant random permutations

Similarly, in the case where ki < 0,

−2 max
l≥1

∣∣∣∣∣
l∑

k=1

(λk − µk)

∣∣∣∣∣ ≤
i+j
2∑

l= i+j
2 +1+ki

µl − λl ≤

i+j
2∑

l= i+j
2 +1+ki

µ i+j
2 +ki+1 − λ i+j2 ≤ −k

2
i .

This yields

4 max
i≥1

∣∣∣∣∣
i∑

k=1

(λk − µk)

∣∣∣∣∣ ≥ max
i∈Z

(√
2ki

)2

= sup
s∈R

(Lλ(s)− Lµ(s))
2
.

Proof of Theorem 1.8. Using (3.1) and Lemma 3.4, we have almost surely,

max
i≥1

∣∣∣∣∣
i∑

k=1

(
λk(σn)− λk

(
Tn−1(σn)

))∣∣∣∣∣ ≤ 2(#(σn)− 1). (3.11)

By Lemma 3.7 we obtain

sup
s∈R

1√
2n

∣∣∣Lλ(σn)

(
s
√

2n
)
− Lλ(Tn−1(σn))

(
s
√

2n
)∣∣∣ ≤ 2

√
#(σn)− 1

n
. (3.12)

Under (H3), ∀ε > 0,

lim
n→∞

P

(
sup
s∈R

1√
2n

∣∣∣Lλ(σn)

(√
2n
)
− Lλ(Tn−1(σn))

(
s
√

2n
)∣∣∣ < ε

)
= 1. (3.13)

If σn follows the uniform distribution, (VKLS) is obtained by Vershik and Kerov [41],
see Theorem 1.7, and consequently we have (VKLS) for the Ewens distribution with
parameter θ = 0. For a random permutation σn stable under conjugation (H1), Tn−1(σn)

follows the Ewens distribution with parameter θ = 0 and if σn satisfies moreover (H3),
we can conclude using (3.13).

3.3 Proofs of the applications to virtual permutations

We will prove in this subsection Corollaries 1.13, 1.14, 1.15 and 1.16 and Proposition
2.1. We will not give details of the proof of Corollary 1.17 because it is a direct application
of Proposition 2.1.

We can have a combinatorial interpretation of (1.5). Let x = (xi)i≥1 ∈ Σ. At the
beginning, we have an infinite number of circles {Cn}n∈Z. At each step n ≥ 1 we choose
an integer posn with probability distribution

∑
j≥1 xjδj + (1−

∑
i≥1 xi)δ0 independently

from the past. We insert then the number n uniformly on the circle Cposn if posn > 0 and
on the circle C−n if posn = 0 . At each step, one reads the elements on each non-empty
circle counterclockwise to get a cycle. For example, if pos1 = 4, pos2 = 1, pos3 = 4,
pos4 = 0 and pos5 = 0, we obtain the permutation (1, 3)(2)(4)(5). With this description,
we have

E
(
#
(
σδxn
))

= n

1−
∑
i≥1

xi

+

∞∑
i=1

(1− (1− xi)n).

Proof of Corollary 1.13 and Corollary 1.14. In both corollaries, since
∑
i≥1 xi = 1, we

have

E
(
#
(
σδxn
))

=

∞∑
i=1

(1− (1− xi)n).
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Monotonous subsequences and the descent process of invariant random permutations

If α > 6, there exists a real number β such that 5
6(α−1) < β < 1

6 . Moreover there exists

n0 such that ∀n > n0, xn < n−α. For any n > (n0)
1
β and under hypothesis of Corollary

1.13, we have

E
(
#
(
σδxn
))

=

∞∑
i=1

(1− (1− xi)n) ≤ nβ + n

∞∑
[nβ ]+1

n−α

≤ nβ +
1

α− 1
n
(
nβ
)(−α+1)

= o
(
n

1
6

)
.

Then Corollary 1.13 follows from Theorem 1.6. If α > 1 and under hypothesis of Corollary
1.14, there exists n0 such that ∀n > n0, xn < n−α and let n > (n0)

1
α we have

E
(
#
(
σδxn
))

=

∞∑
i=1

(1− (1− xi)n) ≤ n 1
α + n

∞∑
[n

1
α ]+1

n−α

≤ n 1
α +

1

α− 1
n
(
n

1
α

)(−α+1)

= o(n).

Then Corollary 1.14 follows from Theorem 1.8.

Proof of Corollary 1.15 and Corollary 1.16.

E(#(σνn)) =
∑
σ∈Sn

(
#(σ)

∫
x∈Σ1

f(n, x, σ)dν(x)

)
=

∫
x∈Σ1

∑
σ∈Sn

#(σ)f(n, x, σ)dν(x)

=

∫
x∈Σ1

∞∑
i=1

(1− (1− xi)n) dν(x).

Therefore, we obtain Corollary 1.15 thanks to Theorem 1.6 .
Moreover,

∫
x∈Σ1

∑∞
i=1 (1− (1− xi)n) dν(x) = o(n) is always satisfied. Indeed, we have

for any 0 ≤ y ≤ 1 and n ≥ 1,

1− (1− y)n ≤ ny.

Let x = (xi)i≥1 ∈ Σ. Fix ε > 0. Since
∑∞
i=1 xi ≤ 1, there exists n0 such that∑∞

i=n0+1 xi < ε. Then

1

n

∞∑
i=1

(1− (1− xi)n) ≤ 1

n

n0∑
i=1

1 +

∞∑
i=n0+1

xi ≤
n0

n
+ ε.

So that for any x = (xi)i≥1 ∈ Σ,

lim
n→∞

1

n

∞∑
i=1

(1− (1− xi)n) = 0.

Since 1
n

∑∞
i=1(1 − (1 − xi)n) ≤ 1, we can conclude using the dominated convergence

theorem that

lim
n→∞

∫
x∈Σ1

1

n

∞∑
i=1

(1− (1− xi)n)dν(x) = 0.

Therefore, we obtain 1.16 thanks to Theorem 1.8.
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Proof of Proposition 2.1. An interpretation of the random permutation defined by equa-
tion (2.1) is the following. Let n be a positive integer. We construct a subset An of
{1, 2, . . . , n} as follows: for every 1 ≤ i ≤ n, with probability x0, i ∈ An independently
from other points. The points of An are then fixed points of σn. After that, we permute
the elements of {1, 2, . . . , n} \An according to the probability distribution Pn−|An|.

The main idea is that a decreasing subsequence cannot have more than one element
belonging to An. Moreover, a decreasing subsequence of the restriction of σn on
{1, 2, . . . , n} \An is a decreasing subsequence of σn. In other words, for all real number
s, for all 1 ≤ j ≤ n,

Pj({σ ∈ Sj , `(σ) ≤ s− 1}) ≤ P(`(σn) ≤ s||An| = n− j) ≤ Pj({σ ∈ Sj , `(σ) ≤ s}).

More generally, using Lemma 3.3, we have for all real numbers s1, . . . , sk,

Pj({σ ∈ Sj ,∀i < k, λ′i(σ) ≤ si − 2i+ 1}) ≤ P(∀i < k, λ′i(σn) ≤ si||An| = n− j)
≤ Pj({σ ∈ Sj ,∀i < k, λ′i(σ) ≤ si}).

Consequently,

Pj({σ ∈ Sj ,∀i < k, λ′i(σ) ≤ si − 2k + 1}) ≤ P(∀i < k, λ′i(σn) ≤ si||An| = n− j)
≤ Pj({σ ∈ Sj ,∀i < k, λ′i(σ) ≤ si}).

In the sequel of the proof, let s1, . . . , sk be k real numbers and ε > 0. As |An| is a
random binomial variable with parameters n and x0, and using the central limit theorem,
there exist n0, α > 0 such that, n0 >

α2

(1−x0)2 and ∀n > n0,

P(||An| − nx0| < α
√
n) > 1− ε. (3.14)

We denote by pnj := P(|An| = n− j), x̃0 := 1− x0, k̃ = 2k − 1 and by λi := λ′i − 2
√
nx̃0. As

P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

)
=

n∑
j=0

P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

∣∣∣∣∣|An| = n− j

)
pnj ,

we have

P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

)
≤ ε+

bnx̃0+α
√
nc∑

j=dnx̃0−α
√
ne
Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)

(nx̃0)
1
6

≤ si

})
pnj

(3.15)

and

P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

)
≥
bnx̃0+α

√
nc∑

j=dnx̃0−α
√
ne
Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ) + k̃

(nx̃0)
1
6

≤ si

})
pnj .

(3.16)

Here, bxc and dxe are respectively the floor and the ceiling functions.
If |j − nx̃0| < α

√
n, then∣∣∣√j −√nx̃0

∣∣∣ ≤ α
√
n√

j +
√
nx̃0

≤ α√
x̃0

.
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Thus,

Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ) + k̃

(nx̃0)
1
6

≤ si

})

≥ Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)− 2
√
j

j
1
6

≤ h(si, n)− 2α+ k̃

j
1
6

})

and

Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)

(nx̃0)
1
6

≤ si

})

≤ Pj
({

σ ∈ Sj ,∀i ≤ k,
λ′i(σ)− 2

√
j

j
1
6

≤ −h(−si, n) +
2α

j
1
6

})
.

where, h(s, n) = s
(

1− α√
n

) 1
6

if s > 0 and h(s, n) = s
(

1 + α√
n

) 1
6

otherwise.

By the continuity and the monotony on each variable of F2,k, there exists δ > 0 such
that:

F2,k(s1, . . . , sk)− ε < F2,k(s1 − δ, . . . , sk − δ)
< F2,k(s1 + δ, . . . , sk + δ) < F2,k(s1, . . . , sk) + ε.

Moreover, there exists n1 > n0 such that for all n > n1, for all j > nx̃0 − α
√
n, for all

i < k,

si − δ ≤ h(si, n)− 2α+ k̃

j
1
6

and

si + δ > −h(−si, n) +
2α

j
1
6

.

Consequently, if n > n1, inequalities (3.15) and (3.16) become respectively:

P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

)
≤

ε+

bnx̃0+α
√
nc∑

j=dnx̃0−α
√
ne
Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)− 2
√
j

j
1
6

≤ si + δ

})
pnj (3.17)

and

P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

)

≥
bnx̃0+α

√
nc∑

j=dnx̃0−α
√
ne
Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)− 2
√
j

j
1
6

≤ si − δ
})

pnj . (3.18)

Under (H5),

Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)− 2
√
j

j
1
6

≤ si + δ

})
−−−→
j→∞

F2,k(s1 + δ, . . . , sk + δ),
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and

Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)− 2
√
j

j
1
6

≤ si − δ
})
−−−→
j→∞

F2,k(s1 − δ, . . . , sk − δ).

Therefore, since dnx̃0 − α
√
ne → ∞, there exists n2 > n1 such that ∀n > n2,

∀j ≥ dnx̃0 − α
√
ne,

F2,k(s1 − δ, . . . , sk − δ)− ε < Pj
({

σ ∈ Sj ,∀i ≤ k,
λ′i(σ)− 2

√
j

j
1
6

≤ si − δ
})

< Pj

({
σ ∈ Sj ,∀i ≤ k,

λ′i(σ)− 2
√
j

j
1
6

≤ si + δ

})
< F2,k(s1 − δ, . . . , sk − δ) + ε.

Finally, if n > n2, using (3.14), inequalities (3.17) and (3.18) become

(F2,k(s1, . . . , sk)− 2ε)(1− ε) < P

(
∀i ≤ k,

λ′i(σn)

(nx̃0)
1
6

≤ si

)
< F2,k(s1, . . . , sk) + 3ε,

and the proof of the proposition is therefore complete.

3.4 Proof of results for the descent process

In this subsection, we prove the convergence of the descent process for some ran-
dom permutations stable under conjugation (Theorem 1.10). We prove also results of
convergence for virtual permutations (Theorem 1.18, Corollary 1.19 and Proposition
1.20).

Let A be a finite subset of N∗ and m := max(A) and let A′ = {1, 2, . . . ,m + 1}. The
idea of the proof of Theorem 1.10 is to study the descent process under the condition
{σn(A′) ∩A′ = ∅} and to show that it does not depend on the law of σn.

Lemma 3.8. Let En := {σ ∈ Sn, σ(A′) ∩ A′ = ∅}. Assume that the law of σn is stable
under conjugation and P(σn ∈ En) > 0.Then for any b1, b2, . . . , bm+1 distinct elements of
{1, . . . , n},

P(σn(1) = b1, . . . , σn(m+ 1) = bm+1|En) =
1mini(bi)>m+1(

n−m−1
m+1

) .

Proof. The event En reads as the disjoint union of the events {σ(1) = b1, . . . , σ(m +

1) = bm+1} where b1, b2, . . . , bm+1 are distinct elements of {m + 2,m + 3, . . . , n}. Let
b1, b2, . . . , bm+1 and c1, c2, . . . , cm+1 verify the previous condition. Let σ̂ ∈ Sn be a permu-
tation such that for any 1 ≤ i ≤ m+1, σ̂(ci) = bi and σ̂(j) = j if j /∈ ({bi}i≤m+1∪{ci}i≤m+1).
By invariance under conjugation, we have

P(σn(1) = b1, . . . , σn(m+ 1) = bm+1)

= P(σ̂ ◦ σn ◦ σ̂−1(1) = b1, . . . , σ̂ ◦ σn ◦ σ̂−1(m+ 1) = bm+1)

= P(σn(1) = c1, . . . , σn(m+ 1) = cm+1)

and thus

P(σn(1) = b1, . . . , σn(m+ 1) = bm+1|En) = P(σn(1) = c1, . . . , σn(m+ 1) = cm+1|En)

and the lemma follows.
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Proof of Theorem 1.10. Under (H4),

P(σn ∈ En) ≥ 1−
m+1∑
i=1

P(σn(i) ≤ m+ 1)

= 1− (m+ 1)

(
P(σn(1) = 1) +

m(1− P(σn(1) = 1))

n− 1

)
−−−−→
n→∞

1.

Similarly, if σ̃n follows the uniform distribution on Sn, we have P(σ̃n ∈ En) → 1.

Therefore, since the law of σn is invariant under conjugation (H1) we can use Lemma
3.8 for n large enough to get

P(A ⊂ D(σn)|En) = P(A ⊂ D(σ̃n)|En).

Thus,
lim
n→∞

(P(A ⊂ D(σn))− P(A ⊂ D(σ̃n))) = 0.

Since σ̃n satisfies (DPP) by Theorem 1.9, this concludes the proof.

Before proving Theorem 1.18, we need to recall that a point process X on a discrete
space X is fully characterised by its correlation function (we denote it by ρ). Given A a
finite subset of X,

ρ(A) := P(A ⊂ X).

It is called determinantal with kernel K if for all A finite subset of X,

ρ(A) = det ([K(i, j)]i,j∈A) . (3.19)

A point process defined on N∗ is 1-dependent if for all A and B finite subsets of N∗ such
that the distance between A and B is larger than 1, ρ(A ∩ B) = ρ(A)ρ(B). It is called
stationary on N∗ if for all positive integer k, for all finite subset A ⊂ N∗, ρ(A) = ρ(A+ k).

To prove Theorem 1.18, we will use the following result.

Theorem 3.9. [5] A stationary 1-dependent simple point process on N∗ is determinantal
with kernel K given by K(i, j) = k(j − i) and∑

i∈Z
k(i)zi =

−1

z +
∑
i≥1 aiz

i+1
,

where ai := ρ({1, 2, . . . , i}).

Proof of Theorem 1.18. If x0 = 1, the theorem is obvious since D(σνn) = δ∅. Next we split
the proof into two steps depending on whether x0 = 0 or not.

Step 1 : We assume x0 = 0 so that ν(Σ1) = 1. Using equalities (1.3) and (1.4) we
obtain:

P(σνn(1) = 1) =
∑

σ∈Sn,σ(1)=1

P(σνn = σ) =
∑

σ∈Sn,σ(1)=1

∫
Σ1

f(n, x, σ)dν(x)

=

∫
Σ1

∑
σ∈Sn,σ(1)=1

f(n, x, σ)dν(x)

=

∫
Σ1

P(σδxn (1) = 1)dν(x).

Using Beppo Levi theorem, it is thus enough to prove

P(σδxn (1) = 1)→ 0.
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Using the same combinatorial interpretation as in the beginning of Subsection 3.3, we
have for any x ∈ Σ1,

P(σδxn (1) = 1) =
∑
i≥1

P(σδxn (1) = 1|pos1 = i)P(pos1 = i) =
∑
i≥1

xi(1− xi)n−1.

Let ε > 0. Since
∑
i xi = 1, there exists n0 such that (

∑
i>n0

xi) <
ε
2 and

P(σδxn (1) = 1) =
∑
i≥1

xi(1− xi)n−1 ≤
n0∑
i=1

xi(1− xi)n−1 +
ε

2
.

As for all i ≤ n0, xi(1−xi)n−1 converges to 0 when n goes to infinity, there exists n1 such
that for n > n1

∑n0

i=1 xi(1− xi)n−1 < ε
2 and therefore

P(σδxn (1) = 1)→ 0.

Theorem 1.18 follows from Theorem 1.10 when x0 = 0.
Step 2: we now assume that 0 < x0 < 1 and ν(Σ1−x0

) = 1. We have

P(σνn(1) = 1) = x0 +

∫
Σ

∑
i≥1

xi(1− xi)n−1dν(x) ≥ x0 > 0,

which prevents the use of Theorem 1.10. The strategy is instead to use Theorem 3.9,
namely to prove that the limiting process is stationary, 1-dependent and its correlation
function is such that ∀k ≥ 1,

ρ({1, 2, . . . , k}) =
(1− x0)k+1

(k + 1)!
+
x0(1− x0)k

k!
.

To do so we need to prove this result in the particular case dν1(x) := dPD(1)( x
1−x0

) since
for any finite subset B,

lim
n→∞

(P(B ⊂ D (σνn))− P(B ⊂ D(σν1n ))) = 0. (3.20)

Indeed, letB be a finite subset ofN∗ andB′ := B∪(B+1). We use the same interpretation
of the random virtual permutations in this case as in the proof of Proposition 2.1. We
choose a random subset An of {1, 2, . . . , n} of fixed points where each point belongs to An
with probability x0 independently from the others. After that, we permute the elements
according to Pn−|An|, where (Pn)n≥1 is the probability distribution on S∞ associated to
ν̂ where dν̂(x) = dν( x

1−x0
). Let Cn := An ∩B′ and

En := {σ ∈ Sn,∀i ∈ B′ \ Cn, σ(i) > max(B′)}.

We have

P (B ⊂ D (σνn)|En) =
∑
X⊂B′

P (B ⊂ D (σνn)|En, Cn = X)P(Cn = X).

With similar arguments as in the proof of Lemma 3.8, it is not difficult to show that
the quantity P(B ⊂ D (σνn) |En, Cn = X) is defined for n > |B′|+ max(B′) and does not

depend on ν. Moreover, P(Cn = X) = x
|X|
0 (1− x0)|B

′|−|X|. Thus P (B ⊂ D (σνn)|En) does
not depend on ν. We have

P(σνn ∈ En) =
∑
X⊂B′

P(σνn ∈ En|Cn = X)P(Cn = X)

≥ 1−
∑
X⊂B′

∑
j∈B′\X

P(σνn(j) ≤ max(B′)|Cn = X)P(Cn = X).
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Moreover, using the notation pk := P(σν̂k(1) = 1) and observing that pk → 0 as k → ∞
thanks to Step 1, we have

P(σνn(j) ≤ max(B′)|Cn =X)

=

n−|B′|∑
k=0

P(σνn(j) ≤ max(B′)|Cn = X, |An| = |X|+ n− |B′| − k)

× P(|An| = |X|+ n− |B′| − k|Cn = X)

=

n−|B′|∑
k=0

x
n−|B′|−k
0 (1− x0)k

(
n− |B′|

k

)
× P(σνn(j) ≤ max(B′)|Cn = X, |An| = |X|+ n− |B′| − k)

≤ xn−|B
′|

0 + x
n−|B′|−1
0 (1− x0)(n− |B′|)

+

n−|B′|∑
k=2

x
n−|B′|−k
0 (1− x0)k

(
n− |B′|

k

)
×
(
pk+|B′|−|X| +

max(B′)

|B′| − |X|+ k − 1

)
−−−−→
n→∞

0.

This yields

lim
n→∞

P(σνn ∈ En) = 1

and therefore the claim (3.20) is proven.
We compute now

lim
n→∞

P(B ⊂ D(σν1n )).

The finite subset B can be decomposed as B =
⋃l
i=1Bi where each Bi consists in

consecutive elements of N∗ and the distance between Bi and Bj is larger than one if
i 6= j. For example,

B = {1, 2, 3, 5, 6, 8, 11, 12} = {1, 2, 3} ∪ {5, 6} ∪ {8} ∪ {11, 12}.

Note that every finite subset has a such decomposition. Let B′i := Bi ∪ (Bi + 1). We have
B′ := B ∪ (B + 1) =

⋃l
i=1B

′
i and if i 6= j, then B′i ∩ B′j = ∅. From now we assume that

n > |B′|+ max(B′). We have

P(B ⊂ D(σν1n )|En) =
∑
X⊂B′

P(B ⊂ D(σν1n )|Cn = X,En)P(Cn = X). (3.21)

If B ∩ X 6= ∅, then P(B ⊂ D(σν1n )|Cn = X,En) = 0. Indeed, conditionally on En, if
i ∈ B ∩X, then σν1n (i) = i and σν1n (i + 1) is either equal to i + 1 or larger than max(B′)

and in both cases, there is no descent on i. Consequently, (3.21) becomes

P(B ⊂ D(σν1n )|En) =
∑

X⊂B′\B

P(B ⊂ D(σν1n )|Cn = X,En)P(Cn = X)

=
∑

U⊂{1,2,...,l}

P

(
B ⊂ D(σν1n )

∣∣∣∣∣Cn =
⋃
i∈U

(B′i \Bi), En

)

× P

(
Cn =

⋃
i∈U

(B′i \Bi), En

)
.
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The second equality comes from the fact that B′i \Bi contains exactly one element. We
denote by U c := {1, 2, . . . , l} \ U and by W (U) :=

⋃
(
⋃
i∈U Bi

⋃
i∈Uc B

′
i). We have

P

(
B ⊂ D(σν1n )

∣∣∣∣∣Cn =
⋃
i∈U

(B′i \Bi), En

)
=
|E2|
|E1|

,

where

E1 =
{

(ek)k∈W (U),∀k ∈W (U), max(B′) < ek ≤ n, i 6= j ⇒ ei 6= ej
}

and

E2 :=

{
(ek)k∈W (U) ∈ E1,∀k ∈

l⋃
i=1

Bi \
⋃
i∈U
{max(Bi)}, ek+1 < ek

}
.

Therefore,

|E1| :=
(n−max(B′))!

(n−max(B)′ − |W (U)|)!
,

and

|E2| =
(n−max(B′))!

(n−max(B′)−
∑
i∈U |Bi|)!

∏
i∈U |Bi|!

×
(n−max(B′)−

∑
i∈U |Bi|)!

(n−max(B′)−
∑
i∈U |Bi| −

∑
i∈Uc |B′i|)!

∏
i∈Uc |B′i|!

=
(n−max(B′))!

(n−max(B′)− |W (U)|)!
∏
i∈U |Bi|!

∏
i∈Uc |B′i|!

.

As a consequence,

P

(
B ⊂ D(σν1n )

∣∣∣∣∣Cn =
⋃
i∈U

(B′i \Bi), En

)
=
|E2|
|E1|

=
1∏

i∈U |Bi|!
∏
i∈Uc |B′i|!

.

Then

P(B ⊂ D(σν1n )|En) =
∑

U⊂{1,2,...,l}

x
|U |
0 (1− x0)|B|+l−|U |∏
i∈U |Bi|!

∏
i∈Uc |B′i|!

=

l∏
i=1

(1− x0)|Bi|

|Bi|!

(
x0 +

1− x0

|Bi|+ 1

)

=

l∏
i=1

â|Bi|(x0),

where we recall that

âk(x0) =
(1− x0)k+1

(k + 1)!
+
x0(1− x0)k

k!
.

This implies that the limiting process is stationary and 1-dependent. Consequently by
Theorem 3.9 it is determinantal and the kernel satisfies (1.6).

Corollary 1.19 is at the same time a generalization and a direct application of Theorem
1.18.
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Proof of Corollary 1.19. We denote by f(n, x, σ) := P
(
σδxn = σ

)
(see (1.5)), by ρ(n, x, .)

the correlation function of the descent process of σδxn and by ρlim(x0, .) the correlation
function of the determinantal process with kernel Kx0

(i, j) := kx0
(j − i). Let A be a finite

subset of N∗. We have

P(A ⊂ D(σνn)) =
∑

σ∈Sn,A⊂D(σ)

P(σνn = σ) =
∑

σ∈Sn,A⊂D(σ)

∫
Σ

f(n, x, σ)dν(x)

=

∫
Σ

∑
σ∈Sn,A⊂D(σ)

f(n, x, σ)dν(x)

=

∫
Σ

ρ(n, x,A)dν(x).

Using the convergence of ρ(n, x,A) to ρlim(1 −
∑
i≥1 xi, A) and the dominated conver-

gence theorem, we obtain:

P(A ⊂ D(σνn)) −−−−→
n→∞

∫
Σ

ρlim

1−
∑
i≥1

xi, A

 dν(x).

Using this corollary, we can now proove Proposition 1.20.

Lemma 3.10. For any random permutation σn stable under conjugation, P(i ∈ D(σn))

does not depend on i.

Proof. Let 1 ≤ i < n. We have

P(i ∈ D(σn)) = P(i ∈ D(σn)|σn(i) = i, σn(i+ 1) = i+ 1)P(σn(i) = i, σn(i+ 1) = i+ 1)

+ P(i ∈ D(σn)|σn(i) = i, σn(i+ 1) 6= i+ 1)P(σn(i) = i, σn(i+ 1) 6= i+ 1)

+ P(i ∈ D(σn)|σn(i) 6= i, σn(i+ 1) = i+ 1)P(σn(i) 6= i, σn(i+ 1) = i+ 1)

+ P(i ∈ D(σn)|σn(i) /∈ {i, i+ 1}, σn(i+ 1) /∈ {i, i+ 1})
× P(σn(i) /∈ {i, i+ 1}, σn(i+ 1) /∈ {i, i+ 1})
+ P(i ∈ D(σn)|σn(i) = i+ 1, σn(i+ 1) /∈ {i, i+ 1})
× P(σn(i) = i+ 1, σn(i+ 1) /∈ {i, i+ 1})
+ P(i ∈ D(σn)|σn(i) /∈ {i, i+ 1}, σn(i+ 1) = i)

× P(σn(i) /∈ {i, i+ 1}, σn(i+ 1) = i)

+ P(i ∈ D(σn)|σn(i) = i+ 1, σn(i+ 1) = i)

× P(σn(i) = i+ 1, σn(i+ 1) = i).

Using the stability under conjugation, we obtain,

P(i ∈ D(σn)|σn(i) = i, σn(i+ 1) = i+ 1) = 0

P(i ∈ D(σn)|σn(i) = i, σn(i+ 1) 6= i+ 1) =
i− 1

n− 2

P(i ∈ D(σn)|σn(i) 6= i, σn(i+ 1) = i+ 1) =
n− i− 1

n− 2

P(i ∈ D(σn)|σn(i) /∈ {i, i+ 1}, σn(i+ 1) /∈ {i, i+ 1}) =
1

2

P(i ∈ D(σn)|σn(i) = i+ 1, σn(i+ 1) /∈ {i, i+ 1}) =
i− 1

n− 2

P(i ∈ D(σn)|σn(i) /∈ {i, i+ 1}, σn(i+ 1) = i) =
n− i− 1

n− 2

P(i ∈ D(σn)|σn(i) = i+ 1, σn(i+ 1) = i) = 1.
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We have then, using again the stability under conjugation,

P(i ∈ D(σn)) = P(σn(1) = 1, σn(2) 6= 2)

+ P(σn(1) = 2, σn(2) = 1)

+ P(σn(1) /∈ {1, 2}, σn(2) = 1)

+
1

2
P(σn(1) /∈ {1, 2}, σn(2) /∈ {1, 2})

and the lemma follows.

Proof of Proposition 1.20. Let ν be a probability measure on Σ. By Lemma 3.10 and by
using (1.7) and (1.8) for A = {1}, we obtain

E(|D(σνn)|)
n

=
n− 1

n
P (1 ∈ D(σνn))→

∫
Σ

â1

1−
∑
i≥1

xi

 dν(x)

=
1

2

1−
∫

Σ

(
1−

∑
i

xi

)2

dν(x)

 .

References

[1] David J. Aldous, Exchangeability and related topics, École d’été de probabilités de Saint-Flour,
XIII—1983, Lecture Notes in Math., vol. 1117, Springer, Berlin, 1985, pp. 1–198. MR-883646

[2] Richard Arratia, A. D. Barbour, and Simon Tavaré, Logarithmic combinatorial structures: a
probabilistic approach, EMS Monographs in Mathematics, European Mathematical Society
(EMS), Zürich, 2003. MR-2032426

[3] Jinho Baik, Percy Deift, and Kurt Johansson, On the distribution of the length of the longest
increasing subsequence of random permutations, J. Amer. Math. Soc. 12 (1999), no. 4,
1119–1178. MR-1682248

[4] Jean Bertoin, Random fragmentation and coagulation processes, Cambridge Studies in Ad-
vanced Mathematics, vol. 102, Cambridge University Press, Cambridge, 2006. MR-2253162

[5] Alexei Borodin, Persi Diaconis, and Jason Fulman, On adding a list of numbers (and other
one-dependent determinantal processes), Bull. Amer. Math. Soc. (N.S.) 47 (2010), no. 4,
639–670. MR-2721041

[6] Alexei Borodin and Vadim Gorin, Lectures on integrable probability, Probability and statistical
physics in St. Petersburg, Proc. Sympos. Pure Math., vol. 91, Amer. Math. Soc., Providence,
RI, 2016, pp. 155–214. MR-3526828

[7] Alexei Borodin, Andrei Okounkov, and Grigori Olshanski, Asymptotics of Plancherel measures
for symmetric groups, J. Amer. Math. Soc. 13 (2000), no. 3, 481–515. MR-1758751

[8] Djalil Chafaï, Yan Doumerc, and Florent Malrieu, Processus des restaurants chinois et loi
d’Ewens, Revue de Mathématiques Spéciales (RMS) 123 (2013), no. 3, 56–74.

[9] Ivan Corwin, The Kardar-Parisi-Zhang equation and universality class, Random Matrices
Theory Appl. 1 (2012), no. 1, 1130001, 76. MR-2930377

[10] Peter Donnelly and Geoffrey Grimmett, On the asymptotic distribution of large prime factors,
J. London Math. Soc. (2) 47 (1993), no. 3, 395–404. MR-1214904

[11] Sergi Elizalde, Descent sets of cyclic permutations, Adv. in Appl. Math. 47 (2011), no. 4,
688–709. MR-2832373

[12] Nicholas M. Ercolani and Daniel Ueltschi, Cycle structure of random permutations with cycle
weights, Random Structures Algorithms 44 (2014), no. 1, 109–133. MR-3143592

[13] W. J. Ewens, The sampling theory of selectively neutral alleles, Theoret. Population Biology 3
(1972), 87–112; erratum, ibid. 3 (1972), 240; erratum, ibid. 3 (1972), 376. MR-0325177

[14] Curtis Greene, An extension of Schensted’s theorem, Advances in Math. 14 (1974), 254–265.
MR-0354395

EJP 23 (2018), paper 118.
Page 29/31

http://www.imstat.org/ejp/

http://www.ams.org/mathscinet-getitem?mr=883646
http://www.ams.org/mathscinet-getitem?mr=2032426
http://www.ams.org/mathscinet-getitem?mr=1682248
http://www.ams.org/mathscinet-getitem?mr=2253162
http://www.ams.org/mathscinet-getitem?mr=2721041
http://www.ams.org/mathscinet-getitem?mr=3526828
http://www.ams.org/mathscinet-getitem?mr=1758751
http://www.ams.org/mathscinet-getitem?mr=2930377
http://www.ams.org/mathscinet-getitem?mr=1214904
http://www.ams.org/mathscinet-getitem?mr=2832373
http://www.ams.org/mathscinet-getitem?mr=3143592
http://www.ams.org/mathscinet-getitem?mr=0325177
http://www.ams.org/mathscinet-getitem?mr=0354395
http://dx.doi.org/10.1214/18-EJP244
http://www.imstat.org/ejp/


Monotonous subsequences and the descent process of invariant random permutations

[15] Lars Holst, The Poisson-Dirichlet distribution and its relatives revisited, 2001.

[16] Vladimir Ivanov and Grigori Olshanski, Kerov’s central limit theorem for the Plancherel
measure on Young diagrams, Symmetric functions 2001: surveys of developments and
perspectives, NATO Sci. Ser. II Math. Phys. Chem., vol. 74, Kluwer Acad. Publ., Dordrecht,
2002, pp. 93–151. MR-2059361

[17] Kurt Johansson, Discrete orthogonal polynomial ensembles and the Plancherel measure, Ann.
of Math. (2) 153 (2001), no. 1, 259–296. MR-1826414

[18] Kurt Johansson, Random matrices and determinantal processes, Mathematical statistical
physics, Elsevier B. V., Amsterdam, 2006, pp. 1–55. MR-2581882

[19] S. Kerov, The asymptotics of interlacing sequences and the growth of continual Young
diagrams, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 205 (1993),
no. Differentsial prime naya Geom. Gruppy Li i Mekh. 13, 21–29, 179. MR-1255301

[20] S. Kerov, A differential model for the growth of Young diagrams, Proceedings of the St.
Petersburg Mathematical Society, Vol. IV, Amer. Math. Soc. Transl. Ser. 2, vol. 188, Amer.
Math. Soc., Providence, RI, 1999, pp. 111–130. MR-1732430

[21] S. V. Kerov, Transition probabilities of continual Young diagrams and the Markov moment
problem, Funktsional. Anal. i Prilozhen. 27 (1993), no. 2, 32–49, 96. MR-1251166

[22] S. V. Kerov, Asymptotic representation theory of the symmetric group and its applications
in analysis, Translations of Mathematical Monographs, vol. 219, American Mathematical
Society, Providence, RI, 2003, Translated from the Russian manuscript by N. V. Tsilevich,
With a foreword by A. Vershik and comments by G. Olshanski. MR-1984868

[23] Serguei Kerov, Grigori Olshanski, and Anatoli Vershik, Harmonic analysis on the infinite
symmetric group. A deformation of the regular representation, C. R. Acad. Sci. Paris Sér. I
Math. 316 (1993), no. 8, 773–778. MR-1218259

[24] J. F. C. Kingman, Random partitions in population genetics, Proc. Roy. Soc. London Ser. A
361 (1978), no. 1704, 1–20. MR-0526801

[25] J. F. C. Kingman, Mathematics of genetic diversity, CBMS-NSF Regional Conference Series
in Applied Mathematics, vol. 34, Society for Industrial and Applied Mathematics (SIAM),
Philadelphia, Pa., 1980. MR-591166

[26] J. F. C. Kingman, S. J. Taylor, A. G. Hawkes, A. M. Walker, David Roxbee Cox, A. F. M. Smith,
B. M. Hill, P. J. Burville, and T. Leonard, Random discrete distribution, J. Roy. Statist. Soc. Ser.
B 37 (1975), 1–22, With a discussion by S. J. Taylor, A. G. Hawkes, A. M. Walker, D. R. Cox, A.
F. M. Smith, B. M. Hill, P. J. Burville, T. Leonard and a reply by the author. MR-0368264

[27] Donald E. Knuth, Permutations, matrices, and generalized Young tableaux, Pacific J. Math.
34 (1970), 709–727. MR-0272654

[28] B. F. Logan and L. A. Shepp, A variational problem for random Young tableaux, Advances in
Math. 26 (1977), no. 2, 206–222. MR-1417317

[29] Odile Macchi, The coincidence approach to stochastic point processes, Advances in Appl.
Probability 7 (1975), 83–122. MR-0380979

[30] Peter McCullagh, Random permutations and partition models, (2011), 1170–1177.

[31] Carl Mueller and Shannon Starr, The length of the longest increasing subsequence of a
random Mallows permutation, J. Theoret. Probab. 26 (2013), no. 2, 514–540. MR-3055815

[32] Jim Pitman and Marc Yor, The two-parameter Poisson-Dirichlet distribution derived from a
stable subordinator, Ann. Probab. 25 (1997), no. 2, 855–900. MR-1434129

[33] G. de B. Robinson, On the Representations of the Symmetric Group, Amer. J. Math. 60 (1938),
no. 3, 745–760. MR-1507943

[34] Bruce E. Sagan, The symmetric group, second ed., Graduate Texts in Mathematics, vol. 203,
Springer-Verlag, New York, 2001, Representations, combinatorial algorithms, and symmetric
functions. MR-1824028

[35] C. Schensted, Longest increasing and decreasing subsequences, Canad. J. Math. 13 (1961),
179–191. MR-0121305

EJP 23 (2018), paper 118.
Page 30/31

http://www.imstat.org/ejp/

http://www.ams.org/mathscinet-getitem?mr=2059361
http://www.ams.org/mathscinet-getitem?mr=1826414
http://www.ams.org/mathscinet-getitem?mr=2581882
http://www.ams.org/mathscinet-getitem?mr=1255301
http://www.ams.org/mathscinet-getitem?mr=1732430
http://www.ams.org/mathscinet-getitem?mr=1251166
http://www.ams.org/mathscinet-getitem?mr=1984868
http://www.ams.org/mathscinet-getitem?mr=1218259
http://www.ams.org/mathscinet-getitem?mr=0526801
http://www.ams.org/mathscinet-getitem?mr=591166
http://www.ams.org/mathscinet-getitem?mr=0368264
http://www.ams.org/mathscinet-getitem?mr=0272654
http://www.ams.org/mathscinet-getitem?mr=1417317
http://www.ams.org/mathscinet-getitem?mr=0380979
http://www.ams.org/mathscinet-getitem?mr=3055815
http://www.ams.org/mathscinet-getitem?mr=1434129
http://www.ams.org/mathscinet-getitem?mr=1507943
http://www.ams.org/mathscinet-getitem?mr=1824028
http://www.ams.org/mathscinet-getitem?mr=0121305
http://dx.doi.org/10.1214/18-EJP244
http://www.imstat.org/ejp/


Monotonous subsequences and the descent process of invariant random permutations

[36] Gérald Tenenbaum, Introduction à la théorie analytique et probabiliste des nombres, second
ed., Cours Spécialisés [Specialized Courses], vol. 1, Société Mathématique de France, Paris,
1995. MR-1366197

[37] Craig A. Tracy and Harold Widom, Level-spacing distributions and the Airy kernel, Comm.
Math. Phys. 159 (1994), no. 1, 151–174. MR-1257246

[38] N. V. Tsilevich, Stationary random partitions of a natural series, Teor. Veroyatnost. i Primenen.
44 (1999), no. 1, 55–73. MR-1751188

[39] Stanislaw M. Ulam, Monte Carlo calculations in problems of mathematical physics, Modern
mathematics for the engineer: Second series, McGraw-Hill, New York, 1961, pp. 261–281.
MR-0129165

[40] A. M. Vershik and S. V. Kerov, Asymptotic behavior of the Plancherel measure of the symmetric
group and the limit form of Young tableaux, Dokl. Akad. Nauk SSSR 233 (1977), no. 6, 1024–
1027. MR-0480398

[41] A. M. Vershik and S. V. Kerov, Asymptotic behavior of the maximum and generic dimensions
of irreducible representations of the symmetric group, Funktsional. Anal. i Prilozhen. 19
(1985), no. 1, 25–36, 96. MR-783703

EJP 23 (2018), paper 118.
Page 31/31

http://www.imstat.org/ejp/

http://www.ams.org/mathscinet-getitem?mr=1366197
http://www.ams.org/mathscinet-getitem?mr=1257246
http://www.ams.org/mathscinet-getitem?mr=1751188
http://www.ams.org/mathscinet-getitem?mr=0129165
http://www.ams.org/mathscinet-getitem?mr=0480398
http://www.ams.org/mathscinet-getitem?mr=783703
http://dx.doi.org/10.1214/18-EJP244
http://www.imstat.org/ejp/


Electronic Journal of Probability
Electronic Communications in Probability

Advantages of publishing in EJP-ECP

• Very high standards

• Free for authors, free for readers

• Quick publication (no backlog)

• Secure publication (LOCKSS1)

• Easy interface (EJMS2)

Economical model of EJP-ECP

• Non profit, sponsored by IMS3, BS4 , ProjectEuclid5

• Purely electronic

Help keep the journal free and vigorous

• Donate to the IMS open access fund6 (click here to donate!)

• Submit your best articles to EJP-ECP

• Choose EJP-ECP over for-profit journals

1LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
2EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
3IMS: Institute of Mathematical Statistics http://www.imstat.org/
4BS: Bernoulli Society http://www.bernoulli-society.org/
5Project Euclid: https://projecteuclid.org/
6IMS Open Access Fund: http://www.imstat.org/publications/open.htm

http://en.wikipedia.org/wiki/LOCKSS
http://www.vtex.lt/en/ejms.html
http://en.wikipedia.org/wiki/Institute_of_Mathematical_Statistics
http://en.wikipedia.org/wiki/Bernoulli_Society
https://projecteuclid.org/
https://secure.imstat.org/secure/orders/donations.asp
http://www.lockss.org/
http://www.vtex.lt/en/ejms.html
http://www.imstat.org/
http://www.bernoulli-society.org/
https://projecteuclid.org/
http://www.imstat.org/publications/open.htm

	Introduction and statement of results
	Monotonous subsequences
	The Robinson–Schensted correspondence of random permutations
	The descent process
	Virtual permutations 

	Further discussion
	Proof of results
	Proof of Theorem 1.2
	Proof of results related to the Robinson–Schensted transform of random permutations
	Proofs of the applications to virtual permutations
	Proof of results for the descent process

	References

