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There is a growing awareness of the important roles that microbial com-
munities play in complex biological processes. Modern investigation of these
often uses next generation sequencing of metagenomic samples to determine
community composition. We propose a statistical technique based on clique
loglinear models and Bayes model averaging to identify microbial compo-
nents in a metagenomic sample at various taxonomic levels that have signifi-
cant associations. We describe the model class, a stochastic search technique
for model selection, and the calculation of estimates of posterior probabilities
of interest. We demonstrate our approach using data from the Human Micro-
biome Project and from a study of the skin microbiome in chronic wound
healing. Our technique also identifies significant dependencies among micro-
bial components as evidence of possible microbial syntrophy.

1. Introduction. Microbiomes—the communities of microorganisms pecu-
liar to specific environments such as mammalian skin or managed agricultural
soil—play key roles in a diverse set of biological phenomena, from plant growth to
wine cultivation to human health and disease. Metagenomics is the study of genetic
material recovered directly from a specific microbiome or environment without
knowledge of the composition of the sample. Thus, metagenomic-based studies
generate valuable information about the composition of microbiomes and differ-
ences in their composition that may be related to environmental differences. Tradi-
tionally, studying complex microbiome samples relied on intensive microbiolog-
ical techniques involving the isolation and culturing of individual organisms fol-
lowed by phenotypic or genotypic analysis. These techniques precluded microbial
community profiling within a single sample. However, recent advances in high-
throughput DNA sequencing technologies now permit whole-genome metage-
nomic sequencing (i.e., whole metagenome sequencing) without such isolation or
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culturing. This means that characterization of complex microbial communities is
now possible.

Whole metagenome sequencing (WMS) has served as the primary tool for sev-
eral high profile, collaborative research endeavors such as the U.S. National Insti-
tute of Health Human Microbiome Project [Peterson et al. (2009)], the U.S. De-
partment of Energy Joint Genome Institute’s Integrated Microbial Genomes (IMG)
system [Markowitz et al. (2014)] and the Canadian Institutes of Health Research
Canadian Microbiome Initiative. Often, metagenome sequencing means that next
generation sequencing (NGS) techniques are used. These techniques differ from
classical Sanger sequencing in that instead of sequencing a whole DNA molecule
nucleotide by nucleotide, the sequencing is done in parallel at many points of the
DNA molecule resulting in short reads, or simply reads, typically ranging in length
from 50 to 250 nucleotides. Usually, a key step in the analysis of NGS data is
aligning the reads to a collection of consensus sequences or reference genomes
for a collection of organisms. WMS is the general case for which our formal rea-
soning is designed; our examples use whole genome sequencing (WGS) and 16S
sequencing. In WGS sequencing libraries are prepared from the extracted whole-
DNA sequences of bacteria in the sample to be analyzed. The resulting sequencing
short reads consequently represent the putative DNA sequences of the bacterial
populations in the sample [Hasman et al. (2014), Thoendel et al. (2016)]. In con-
trast 16S rRNA sequencing libraries are prepared from the sequences of the highly
conserved 16S ribosomal gene. The reads from 16S sequencing represent the se-
quences of the 16S genes in the bacterial populations in the sample. In downstream
analyses WGS data are analyzed at the sequencing-read and genome levels, while
16S reads are assembled into clusters of reads called Operational Taxonomic Units
(OTU), and analyzed as abstract representations of taxonomic groups [Charuvaka
and Rangwala (2011), Nguyen et al. (2016)]. WGS captures a larger region of a
bacterium’s genome than 16S and can achieve better detection given the appropri-
ate depth and breadth of sequencing coverage [Ranjan et al. (2016)].

It is well known that compositional studies of microbiomes alone provide no in-
formation about potential symbiosis or syntrophy—settings in which the metabolic
waste products from one microbe provide nutrients for another—among species
or strains [Levy and Borenstein (2013)]. Indeed, microbial communities in diverse
settings have been shown to form syntrophic relationships. Such relationships have
been posited to drive pathogenicity [de Kievit and Iglewski (2000), Koch et al.
(2014)]. A simple approach to infer possible syntrophic relationships is to exam-
ine rates of co-occurrence of microorganisms in the same habitat across samples
[Hoffmann et al. (2013)]. However, these methods cannot be used with a single
sample as they rely on co-occurrence across many samples. In addition in most
metagenomic studies based on sequencing, there is a portion of sequencing reads
that cannot be associated with any known microorganisms in a particular environ-
ment, and these reads are often discarded inappropriately.
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In this paper we address these limitations by proposing methods to identify bac-
teria and associations among them at various taxonomic levels (e.g., genus, species
or strain). In WMS a collection of reads is sampled from a biological community
within one sample. By aligning these reads to a database of microbial reference
genomes, a categorical dataset showing the reference genomes to which each read
aligns is obtained. In these data one row corresponds to one read, and one column
corresponds to a genome—indicating the genomes to which each read maps. The
rows are independent if the reads are from different organisms and often nearly
independent even when they are from the same organism. Although initially coun-
terintuitive this is seen empirically in a Bayesian context in Clarke et al. (2015).
In fact assuming independence among a large number of reads is a reasonable first
approximation because: (i) the number of nucleotides in the DNA molecules is
very large so dependence will be rare, and (ii) even when reads are regarded as
dependent this rests partially on their gene products. Here, we are not looking at
gene products so dependence among them is irrelevant, making the dependence
among reads smaller than one would initially expect.

We introduce a statistical approach based on a special class of loglinear models,
which we call clique loglinear models as a tool for statistical inference about the
presence of various strains, species and genera of bacteria and their associations
within a given taxonomic level. Our goal is to assess associations among bacteria
within a single sample (or across samples), and the likelihood of a specific bac-
terium, including a previously unknown bacterium, being in the sample. To repre-
sent these associations, we produce connectivity graphs showing which bacterial
genera (or other taxonomic unit) are related by higher order interaction terms. This
is possible because a clique loglinear model is a compound of disjoint collections
of higher order terms, each collection permitting all possible interactions amongst
the categories at the taxonomic level under study. Clique loglinear models are a
sparse subset of all hierarchical loglinear models [Bishop, Fienberg and Holland
(2007)], and this is operationally satisfactory since the associations among bac-
terial strains are often sparse as well. Stated in another way, the class of clique
loglinear models is small enough to be tractable, yet large enough to be used for
data summarization and model selection. Given the increasing speed of computing
and accumulating knowledge about which bacteria are in which microbiome, this
task is likely to be easier in the future than it is now.

In Section 2 we formally introduce clique loglinear models, describe their prop-
erties and develop model selection methods. In Section 3 we present a series of
simulations to verify that our methodology qualitatively generates the results one
would anticipate. In Sections 4 and 5 we analyze two datasets, and interpret our
results in their scientific contexts. For the first of these our results are consistent
with the findings from a more traditional approach to analysis of the same data. For
the second we generate results that seem plausible given the experimental context;
there is no previous analysis for comparison purposes. This shows that our model-
ing framework provides a viable alternative to expensive laboratory work. Finally,
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in Section 6 we discuss how several features of our formalism relate to the real
biological questions we have addressed.

2. Analyzing NGS data using clique loglinear models. In this section we
motivate and outline our methodology for using metagenomic NGS data to detect
associations among, say, bacterial strains or genera.

2.1. Representing NGS data as a sparse contingency table. Because of the
way sequencing reads are generated, they can match none, one or several bacterial
strains on a list {C1, . . . ,CB} of known bacterial genomes. A sample of R reads
can be represented as a R × B matrix (crb)RB that we call a connectivity matrix,
in which

crb =
{

1, if read r aligns to strain b,

0, if read r does not align to strain b.

Each row of (crb)RB may be regarded as a vector valued outcome of the vector
valued random variable XB = (X1, . . . ,XB) in which Xb = Xb(r) is the indicator
variable for a sampled read r to align (or match) to genome b. Each outcome of
XB assumes one of 2B patterns of zeroes and ones in XB = {0,1}B . These vectors
of length B generate a B-dimensional contingency table nB in which the count
nB(xB) in cell xB ∈ XB gives the number of reads that share the same pattern of
alignments to the B genomes. Table 1 gives an example connectivity matrix.

We want to model the joint distribution of XB to obtain estimates of interesting
cell probabilities pB(xB) = P(XB = xB) and relations amongst them. For instance

P(X1 = 0, . . . ,XB = 0)(2.1)

is the probability that a sampled read aligns to none of the B reference genomes.
If the estimate of (2.1) is high, we might infer that we have found a bacterium or
other microbial source not amongst the Cb’s. By contrast

P
(
Xb∗ = 1,

{
Xb = 0,∀b �= b∗})

(2.2)

TABLE 1
An example connectivity matrix. The first read only matches bacterial strain 1, while reads 2, . . . ,R

each match at least two strains

Read Genome 1 Genome 2 · · · Genome B

1 Match No match · · · No match
2 Match Match · · · No match
3 Match No match · · · Match
...

...
... · · · ...

R Match Match · · · Match
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is the probability that a sampled read comes from Cb∗ and does not come from any
of the other (B − 1) genomes. To identify the bacteria that are most likely to be
present, we choose the Cb’s with the highest values of (2.2).

Once the data form a connectivity matrix, capturing associations in the result-
ing multiway contingency table can be done by determining models for the joint
distributions of the observed categorical variables while recognizing that these ran-
dom variables do not vary independently of each other. However, the association
structure within a microbial community is likely to be sparse because most of the
possible higher order interaction terms are likely to be discarded. This happens
because, given the length of the list of reference genomes, most bacteria only oc-
cur jointly with a relatively small number of other bacteria. We argue that classes
of hierarchical loglinear models [Bishop, Fienberg and Holland (2007)] are well
suited to represent associations among bacterial taxa in a community.

2.2. Clique loglinear models. For a set C ⊆ B, we denote XC = {0,1}|C|,
where |C| stands for the number of elements of C. The subvector XC of XB
takes values xC ∈ XC . The C-marginal nC of nB has cell counts nC(xC) =∑

xB\C nB(xC,xB\C). The corresponding marginal cell probabilities are pC(xC) =
P(XC = xC).

Consider a hierarchical loglinear model M with k generators C(M) = {C1, . . . ,

Ck}, where Cj ⊆ B, for j = 1, . . . , k and k ≥ 1 [Bishop, Fienberg and Holland
(2007), Edwards and Havránek (1985)]. Under this model the cell probabilities
associated with XB are represented as [Whittaker (1990)]

log pB(xB) = u∅ + ∑
{C:∅ �=C⊆Cj for somej∈{1,...,k}}

uC(xC).(2.3)

Here, u∅ is an intercept, and {uC(xC) : xC ∈ XC} is the |C|-way interaction asso-
ciated with the subvector XC of XB . This model can be made identifiable either
by imposing the sum to zero constraints

∑
xC∈XC

uC(xC) = 0 or by imposing the
baseline equal with zero constraints that set uC(xC) = 0 if one element of xC is
zero. For the latter, the loglinear expansion (2.3) becomes

log pB(xB) = u∅ + ∑
{C:∅ �=C⊆Cj for somej∈{1,...,k}}

uC

∏
i∈C

xi,(2.4)

where uC = uC(1, . . . ,1).
A hierarchical loglinear model M is a clique loglinear model if its generators

form a partition of B:
⋃k

j=1 Cj = B, Cj1 ∩ Cj2 = ∅ for j1 �= j2. In this case the
cell probabilities (2.4) are written as

(2.5) log pB(xB) = u∅ +
k∑

j=1

∑
{C:∅ �=C⊆Cj }

uC

∏
i∈C

xi.
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Thus, under a clique loglinear model the log cell probabilities are decomposed
as a sum of groups of interaction terms in which each group represents a collec-
tion of categorical variables that may interact with each other in all possible ways
but do not interact at all with categorical variables in other groups. Formally, the
interpretation of clique loglinear models comes from this result:

PROPOSITION 2.1. Let D1 and D2 be two subsets of B that are also sub-
sets of two different generators of a clique loglinear model M. Then the random
subvectors XD1 and XD2 are independent.

PROOF. We collapse across the levels of XB\(D1∪D2) in the loglinear expan-
sion (2.5). The marginal cell probabilities associated with XD1∪D2 have the form

log pD1∪D2(xD1,xD2) = u∅ + ∑
{C:∅ �=C⊆D1}

uC

∏
i∈C

xi + ∑
{C:∅ �=C⊆D2}

uC

∏
i∈C

xi.

Since the first term is a constant, the second term is a function of the levels of XD1 ,
and the third term is a function of the levels of XD2 , it follows that XD1 and XD2

are indeed independent. �

A consequence of Proposition 2.1 is that the cell probabilities of M decompose
as a product of marginal cell probabilities associated with its generators:

(2.6) pB(xB) =
k∏

j=1

pCj
(xCj

).

We denote by uM all the interaction terms that appear in (2.5). Under Multino-
mial sampling the log-likelihood function is written as a function of the interaction
terms as follows:

(2.7) l(uM,nB) = Ru∅ +
k∑

j=1

∑
{C:∅ �=C⊆Cj }

uCnC(xC)
∏
i∈C

xi.

By using Lagrange multipliers in (2.7) and (2.6) [Whittaker (1990)], it can be
shown that the MLEs of the cell probabilities under M are

(2.8) p̂B(xB) = R−k
k∏

j=1

nCj
(xCj

).

Equation (2.8) shows that the MLEs of the cell probabilities of a clique loglin-
ear model exist if and only if the counts in the marginal tables associated with
its generators are strictly positive. This existence criterion is easily applicable in
a computationally efficient manner. By contrast determining the existence of the
MLEs for arbitrary hierarchical loglinear models is a difficult problem that has
been solved theoretically [Fienberg and Rinaldo (2007)]. However, at the present
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time there do not seem to exist any implementable algorithms for assessing the
existence of MLEs of hierarchical loglinear models that are also computationally
efficient when the number B of categorical variables involved is large.

We named this class of loglinear models based on the representation of the in-
teraction structure defined by the u-terms uM as an independence graph [Whittaker
(1990)]. This is an undirected graph G with vertices B and set of edges E. Each
element b ∈ B is associated with the component Xb of XB. An edge e = (b1, b2)

is included in E if there is a generator Cj of M such that {b1, b2} ⊆ Cj . Propo-
sition 2.1 implies that the independence graph G of a clique loglinear model M
has a special structure; the generators of M are the connected components of G

and are also maximal complete subgraphs or cliques [Lauritzen (1996)]. As such,
the independence graph of a clique loglinear model is obtained by putting together
complete subgraphs without adding any edge between them. These cliques are the
generators of the loglinear model, and uniquely identify it.

The class of clique loglinear models is a subset of decomposable loglinear mod-
els which, in turn, is a subset of graphical loglinear models that are themselves
a subclass of hierarchical models; see the Supplementary Material [Dobra et al.
(2019)], Section 3.1. The restriction to clique loglinear models offers key computa-
tional advantages. In addition to an easy way to calculate the MLEs and check their
existence, these models are straightforward to interpret (Proposition 2.1) and allow
the development of computationally efficient model determination algorithms that
scale well when R or B become large.

The number of clique loglinear models for B categorical variables is the number
of decompositions of B into positive integers [Abramowitz and Stegun (1972)]:

(2.9) P(B) = 1

π
√

2

∞∑
j=1

√
jAj (B)

d

dB

sinh(π
j

√
2
3(B − 1

24))√
B − 1

24

,

where

Aj(B) = ∑
0<h≤j,(h,j)=1

e
πi(s(h,j)− 2hB

j
)
, s(h, j) =

j−1∑
l=1

l

j

((
hl

j

))
,

with ((x)) = x − [x] − 1
2 if x is an integer and 0 otherwise, and (h, j) is

the greatest common divisor of h and j . For example P(100) = 190,569,292,
P(200) ≈ 3.973e + 12 and P(1000) ≈ 1.321e + 19 [Hankin (2006)]. Therefore,
although this is the smallest class of hierarchical loglinear models, it still contains a
significantly large number of possible models that allow modeling various patterns
of interactions among many categorical variables.

2.3. Existing loglinear model selection methods. Selection for loglinear mod-
els has been well studied in the literature [Edwards and Havránek (1985),
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Whittaker (1990)]. Since large values of B arise naturally in metagenomics, an-
swering questions about interactions within taxonomic levels with loglinear mod-
els must involve methods for model selection in high-dimensional contingency
tables. The sparsity of these tables is extremely problematic as it leads to the in-
validation of asymptotic approximations to the null distribution of the generalized
likelihood ratio test statistic [Fienberg and Rinaldo (2007)]. Another key difficulty
is the size of the space of possible loglinear models. For example, when B = 5 the
number of possible hierarchical loglinear models is 7580; for B = 8 variables this
number increases to 5.6 × 1022 [Dellaportas and Forster (1999)].

Because the space of possible models is extremely large, various stochastic
search schemes have been used to identify models with high posterior probability.
Dellaportas and Forster (1999) is a key reference, although there are other papers
that develop stochastic search schemes for discrete data [Dellaportas and Tarantola
(2005), Dobra and Massam (2010), Madigan and Raftery (1994), Madigan and
York (1995, 1997), Tarantola (2004)]. One feature of these and other stochastic
searches on spaces of hierarchical, graphical and decomposable loglinear models
(see, e.g., Massam, Liu and Dobra (2009)) is that these models involve repeated
transitions from one model to another model. This necessitates ensuring the next
model is still in the target space of models. For instance, for decomposable graphs
transitioning from a current decomposable graph to another decomposable graph
involves checks that the decomposability property is preserved. While such checks
can be done relatively quickly for graphs with few vertices, for graphs that involve
hundreds of vertices the running time of stochastic searches increases rapidly.
Since considerable computational effort is required to visit loglinear models se-
quentially by adding and removing higher order terms, restricting the model space
to, say, clique loglinear models provides a necessary reduction in the running time
of model determination algorithms. This makes the required computations inten-
sive yet feasible.

Copula Gaussian graphical models [Dobra and Lenkoski (2011)] have success-
fully been used to analyze a 16-dimensional table. Several related methods based
on efficiently determining Gaussian graphical models with many variables in a
latent space have also been subsequently proposed [Mohammadi et al. (2017),
Mukherjee and Rodriguez (2016)]. However, conditional independence relation-
ships in a latent space do not necessarily translate into similar relationships in the
observed discrete variables space. For this reason inferring multivariate interac-
tions from latent Gaussian graphical models has limited practical relevance.

Dirichlet process mixture models have recently emerged in the analysis of cate-
gorical data. Canale and Dunson (2011) developed Bayesian nonparametric kernel
mixtures for multivariate count data. Ultra-sparse high-dimensional contingency
tables have been analyzed using probabilistic low rank tensor factorizations in-
duced through a Dirichlet process mixture model of product multinomial distri-
butions [Bhattacharya and Dunson (2012), Dunson and Xing (2009), Kunihama
and Dunson (2013), Zhou et al. (2015)]. These papers present simulation studies
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and real-world data examples that involve up to 172 categorical variables [Zhou et
al. (2016)]. While promising in terms of their computational efficiency, Bayesian
sparse tensor factorization methods do not easily translate into interpretable multi-
variate associations. In fact, although Johndrow, Bhattacharya and Dunson (2017)
provided bounds on the tensor ranks for sparse weakly hierarchical loglinear mod-
els, it is still unclear whether low rank tensor factorizations exist for certain classes
of sparse loglinear models. Interpreting low rank tensor factorization models for
categorical data does not seem to be straightforward. On the other hand, clique
loglinear models are easily interpretable. This represents the key advantage of this
class of models over sparse tensor factorization methods.

2.4. A stochastic search method for clique loglinear models. Let M vary over
the collection M of B-dimensional clique loglinear models for which the MLEs
exist. We want to find M’s that fit the data well and are parsimonious. For this pur-
pose we develop a stochastic search procedure based on the Bayesian information
criterion (BIC). For large sample sizes it is well known that the BIC is an approx-
imation to the mode of a posterior distribution over a model space. The BIC is
also optimal in a Bayes testing sense [Schwarz (1978)]. The calculation of BIC for
clique loglinear models proceeds as follows. Denote by C(M) = {C1, . . . ,Ck} the
generators of M. The MLEs of the mean cell values under M are calculated based
on (2.8),

(2.10) log m̂B(xB) = log
(
Rp̂B(xB)

) =
k∑

j=1

log nCj
(xCj

) − (k − 1) logR,

for all xB ∈ XB . From (2.5) we see that the number of free interaction terms that
appear in M is equal with the sum of the number of nonempty subsets of the gen-
erators of M. Therefore, the BIC of M is given by

BIC(M) = −2
∑

{xB∈XB:nB(xB)>0}
nB(xB) log m̂B(xB)

+
(

k∑
j=1

2|Cj | − k + 1

)
logR.(2.11)

Equations (2.10) and (2.11) show that the BIC of a clique loglinear model can be
efficiently calculated even for large contingency tables since no iterative numeri-
cal optimization methods are involved as it would have been the case for arbitrary
graphical and hierarchical loglinear models. The calculation of the log mean cell
values can also be performed using a formula for decomposable loglinear models
[Lauritzen (1996)], but the calculation of the number of free interaction terms of
these models would have been complicated by their overlapping sets of genera-
tors. For this reason the calculation of BIC for clique loglinear models is easier as
compared to any other loglinear model that does not belong to this class.
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Consider the following distribution over M:

π(M) ∝ exp
(−BIC(M)

)
.(2.12)

Finding clique loglinear models with smaller values of BIC is equivalent to finding
models at or close to the modes of the distribution (2.12). We can think of π(M) as
a posterior distribution over M obtained by assuming a flat prior over M. Thus,
the π(M)’s can be considered to be the Bayes model weights, and, in the sequel,
these weights will be used to perform model averaging using Occam’s window.
This methodology originates in Madigan and Raftery (1994) and has been devel-
oped in numerous other contexts, for example, dynamic linear models [Onorante
and Raftery (2016)], “large p” regression [Dobra (2009), Hans, Dobra and West
(2007)] and graphical models [Dobra and Massam (2010), Lenkoski and Dobra
(2011), Madigan, Gavrin and Raftery (1995)].

Our goal is to find clique loglinear models that have large posterior weights
(2.12). The largest would achieve

M̂opt = arg max
M

π(M).

However, models that have posterior weights comparable to that of the optimal
model M̂opt are also relevant. The stochastic search algorithm we propose below is
devised to seek the set of models

(2.13) S(c) = {
M ∈ M : π(M) ≥ cπ(M̂opt)

}
,

where c ∈ (0,1) is a constant that needs to be specified before the start of the
algorithm. The clique loglinear models that do not belong to S(c) are discarded.
The idea of eliminating models with low posterior probability compared to the
highest posterior probability model is based on the Occam’s window principle of
Madigan and Raftery (1994).

For ease of exposition we begin by stating our procedure informally. Our
stochastic search procedure moves toward models with larger values of π(M). The
models that are visited in a run are collected as if in a bag. Each run of the stochas-
tic search algorithm collects models until it appears to reach a local optimum. At
that point the stochastic search algorithm will likely visit only models that are al-
ready in the bag. We use many different runs, and combine all the bags of models
collected in each run into a larger bag S . Out of this bag we only retain those mod-
els that have comparable posterior weights with the best model identified across
all runs:

(2.14) Ŝ(c) =
{
M ∈ S : π(M) ≥ c max

M∈S π(M)
}
.

Across multiple runs that were sufficiently long, we would hope that Ŝ(c) from
(2.14) will approximate well S(c) in (2.13). This is very likely to happen if M̂opt

has been visited and included in S . An empirical test for figuring out whether
M̂opt was indeed identified is to determine the proportion of runs that reached
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arg maxS π(M). A high proportion of runs that ended up visiting the best model
in S represents a good indication that M̂opt might indeed be in S . In the sequel we
perform Bayes model averaging using the models in Ŝ(c) with weights in (2.12),
and this lets us estimate the quantities of interest. Models not in Ŝ(c) are dis-
carded; this is justified if Ŝ(c) comprises most models that have large posterior
probabilities.

Our stochastic algorithm for identifying S(c) from (2.13) proceeds as follows.
We start with a randomly generated clique loglinear model. If any of the marginals
associated with the generators of this model contain counts of zero, the MLEs of
this model do not exist and another random model is generated. We repeat these
steps until a valid clique loglinear model is generated; we denote this model with
M0. Starting with M0, we generate a chain of models 〈Mt 〉 for t = 1,2, . . . . At step
t , with equal probability, we select one of the following four ways of producing a
valid (i.e., for which the MLEs (2.8) exist) candidate clique loglinear model M′:

(i) Split a random clique of Mt into two cliques.
(ii) Join two random cliques of Mt into a clique.

(iii) Switch two random elements that belong to two random cliques of Mt .
(iv) Move a random element of a random clique of Mt to another random clique

of Mt .

After sampling a move of type (i), (ii), (iii) or (iv), we produce a clique loglinear
model M′ by applying a move of that type to model Mt . For moves of type (i), we
uniformly select a clique of Mt and divide the elements in that clique C′ into two
disjoint sets C′

1 and C′
2 that become two new cliques of M′. The other cliques of Mt

are also cliques for M′. For moves of type (ii), we uniformly sample two cliques C′
1

and C′
2 of Mt and form a new clique C′ = C′

1 ∪ C′
2. The other cliques of Mt together

with C′ are the cliques of M′. For moves of type (iii), we uniformly sample two
cliques C′

1 and C′
2 of Mt and also uniformly sample a element v1 ∈ C′

1 and a element
v2 ∈ C′

2. We form two new cliques C′′
1 = C′

1 \ {v1} ∪ {v2} and C′′
2 = C′

2 \ {v2} ∪ {v1}.
The cliques C′′

1 , C′′
2 together with the other cliques of Mt give the candidate model

M′. For moves of type (iv), we uniformly sample two cliques C′
1 and C′

2 of Mt and
also uniformly sample a element v1 ∈ C′

1. We form two new cliques C′′
1 = C′

1 \ {v1}
and C′′

2 = C′
2 ∪ {v1}. The cliques C′′

1 , C′′
2 together with the other cliques of Mt give

the candidate model M′.
If the MLEs of M′ do not exist, we set Mt+1 = Mt . If the MLEs of M′ exist, we set

Mt+1 = M′ with probability min{1, π(M′)/π(Mt )}. Otherwise we set Mt+1 = Mt .
This stochastic search algorithm typically moves to models with larger π(M). If
the sampled candidate model M′ happens to have a smaller π(M) than the current
model Mt , the algorithm could still visit it with positive probability. This is use-
ful because sometimes models with smaller π(M) must be visited before finding
models with larger π(M). This is the case when M is a local maximum but not a
global maximum. The geometry of the space of models affects this: getting stuck
in a local maximum is not a problem if it is a global maximum; on the other hand,
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the model space is discrete, so it is possible that the models with the largest π(M)

are not very similar to each other.
Only moves of type (i) and (ii) are needed to connect a clique loglinear model

for which the MLE exists with any other clique loglinear model in M. However,
we empirically found that an algorithm that included moves of types (iii) and (iv)
was less likely to get stuck in local maxima of π(·). We note that this is a stochastic
search procedure, not a Markov Chain Monte Carlo procedure so that the accep-
tance probabilities are not relevant; see the Supplementary Material [Dobra et al.
(2019)], Section 3.2 for a discussion of this point. Furthermore, sparse contin-
gency tables such as we are studying here frequently have unbalanced counts. This
is rarely a problem for the BIC, as discussed in the Supplementary Material [Dobra
et al. (2019)], Section 3.3.

2.5. Bayesian model selection and inference for clique loglinear models. As
we will see in the simulated and real world data analysis examples, selecting clique
loglinear models based on the BIC leads to results that are easily interpretable and
are obtained with a low to moderate computational effort. However, there are sev-
eral shortcomings related to the use of the BIC. First, the BIC limits the candidate
clique loglinear models to those models for which the MLEs exist. Second, al-
though asymptotically approximating posterior distributions using the BIC is a
well-established technique [Berger, Ghosh and Mukhopadhyay (2003)], for sparse
contingency tables the assumed limiting behavior might not occur. Third, the BIC
is equivalent to using a uniform prior over the model space. In some applications,
employing other priors over the model space could be desirable. For these rea-
sons, in this section we describe a full Bayesian framework for model selection
and inference.

In the sequel we follow Dawid and Lauritzen (1993). We start with a fictive prior
table of positive numbers n0

B. A default specification for this prior table involves
setting its grand total (the sum of its cell counts or sample size) to a value α >

0 much smaller than the grand total R of the observed table nB (e.g., α = 1),
then setting all its cells to an equal value: n0

B(xB) = α/|B|, for all xB ∈ XB . The
effect of the choice of the values of α on the loglinear models selected based
on Bayes factors has been studied empirically in Massam, Liu and Dobra (2009)
and theoretically from a geometrical perspective in Letac and Massam (2012).
These papers found that, for larger values of α, more interaction terms appear in
the hierarchical loglinear models with the largest posterior probabilities. When α

becomes smaller with values close to 0, the hierarchical loglinear models selected
contain fewer interaction terms that involve a smaller number of variables.

Consider a clique loglinear model M with generators C(M) = {C1, . . . ,Ck}. For
each generator C ∈ C(M) of M, we let Dir(n0

C) denote the Dirichlet distribution for
the marginal cell probabilities pC :

P
(
pC | n0

C

) ∝ ∏
xC∈XC

pC(xC)n0
C(xC)−1.(2.15)
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Since the generators of M do not overlap, the Dirichlet priors (2.15) are pair-
wise hyperconsistent and define a unique prior for the cell probabilities pB under
model M:

P
(
pB | n0

B
) =

k∏
j=1

P
(
pCj

| n0
Cj

)
.(2.16)

This prior is called the hyper Dirichlet prior for pB, and it is denoted by
HyperDirM(n0

B). The hyper Dirichlet prior is conjugate for the multinomial like-
lihood and yields a posterior distribution for the cell probabilities

P(pB | nB) ∝ P(nB | pB)P
(
pB | n0

B
)
,

that is, hyper Dirichlet HyperDirM(n∗
B), where n∗

B = nB + n0
B . The marginal likeli-

hood under model M is

P
(
nB | M,n0

B
) =

k∏
j=1

P
(
nCj

| n0
Cj

)
,(2.17)

where

P
(
nC | n0

C

) = �(α)

�(α + R)

∏
xC∈XC

�(n∗
C(xC))

�(n0
C(xC))

,

for each C ∈ C(M). The posterior distribution of M is

P(M | nB) ∝ P
(
nB | M,n0

B
)
P(M),(2.18)

where P(M) is a prior distribution on the set of all clique loglinear models. A prior
on this space that penalizes for model complexity is [Jones et al. (2005)]

P(M) ∝
k∏

j=1

(
β

1 − β

)(
|Cj |

2 )
,(2.19)

where |C| denotes the number of elements in the set C, and β ∈ (0,1) represents
the probability of including an additional edge in the corresponding independence
graph. A related prior with desirable multiplicity correction properties is obtained
by marginalizing out β in (2.19) with respect to a Beta(a, b) distribution [Carvalho
and Scott (2009)]. A more general type of priors on the models space is defined
through product distributions for random partitions [Barry and Hartigan (1992)]:

P(M) ∝
k∏

j=1

q(Cj ),(2.20)

where q(C) is a cohesion function for subsets C ⊆ B. Priors (2.20) exploit the spe-
cial structure of clique loglinear models that partition variables into cliques. The
stochastic search method from Section 2.4 can be used to identify clique loglinear
models with high posterior probabilities. For this purpose the distribution (2.12)
needs to be replaced by the posterior distribution (2.18). The rest of the model
search procedure remains unchanged.
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3. Simulation results. To benchmark the performance of the method, we cre-
ated a synthetic experiment with a known community dependency structure. We
obtained 2273 bacterial genomes from the National Center for Biotechnology In-
formation (NCBI) GenBank database. These genomes were collected from Gen-
Bank’s complete genome set, or those genomes that are considered to have a fi-
nal DNA sequence per genomic structure (chromosomes and/or plasmids). From
these 2273 genomes we randomly chose 200 genomes and created a population
connectivity matrix representing 1000 synthetic genomic reads that indicates the
connectivity among the genomes. Each simulated read has a corresponding row
in the connectivity matrix with a match for at least one genome; this is indicated
by 1s. The matrix is based on a file supplied to the simulation program that indi-
cates which genomes are present and what cliques they form. If two genomes are
in the same clique, they are given 1s for 80% of their joint reads (as assigned by
i.i.d. Bernoulli(0.8) random variables). The remaining cells in the 1000 × 200 con-
nectivity matrix are randomly filled with 0s and 1s sampled from a Bernoulli(0.2)

distribution. This procedure gives a connectivity matrix consistent with a chosen
clique structure on genomes. Note that not all 200 genomes are shown because
only some were in nontrivial cliques. Further details are given in the Supplemen-
tary Material [Dobra et al. (2019)], Section 4.

We use the connectivity matrix to generate a connectivity graph. A connectivity
graph has vertices that represent distinct organisms and edges that represent higher
order interactions between their reads. This definition will be made more precise
in Section 4 when we deal with real data. The connectivity graph for the synthetic
reads is in Figure 1. We verified that two genomes are connected in Figure 1 if and
only if they are connected by reads in the connectivity matrix.

To check that our method is able to recover the connectivity graph from Fig-
ure 1, we applied the stochastic search method described in Section 2.4 using 200
chains each of length 200,000. We set c = 10−4 in (2.14). We calculated BMA
estimates of the posterior inclusion probabilities of edges in the corresponding
independence graph based on the models in the set Ŝ(c). This generates a connec-
tivity graph that is shown in Figure 1. We comment that there is nothing unique
about the value 10−4. It was chosen for convenience, was not discredited by the
individual posterior probabilities we found and a sensitivity analysis showed that
it was a reasonable choice within a range of possible cutoff values. In practice the
choice of cutoff value would be data driven to ensure appropriate robustness of the
inferences.

In Figure 1 two genomes are connected if and only if the sum of the posterior
weights of the best models containing higher order terms between the two genomes
is above 0.1. Loosely, this is intuitively equivalent to saying that the posterior prob-
ability that the two genomes are associated (in the sense of higher order interaction
terms in loglinear models) is at least 0.1. We see that true connectivity structure
has been fully recovered by the clique loglinear models, but the clique loglinear
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FIG. 1. Actual and recovered connectivities in the simulated data. The connectivities that were
recovered by the clique loglinear models but were absent in the true connectivity graph are marked
with dotted edges and round vertices. The connectivities marked with solid edges and square vertices
give the true connectivity graph.

models identified additional interactions that were absent from the true connectiv-
ity graph. So, in this simple case our method returns the full set of cliques built
into the data. Nevertheless, even though clique loglinear models are a restricted
class of loglinear models, they can over detect interactions. The reason is that, in
the simulated connectivity matrix, the cliques that are present are strongly built
into the matrix; they will be found as long as enough reads are included. However,
cliques that are not present may also be found by our method from the random
1s in the connectivity matrix that do not correspond to genomes in any predefined
cliques.

The average computation time for calculating the BIC of a clique loglinear
model for 200 genomes and 1000 reads was 0.26 seconds. Our implementation
in plain R is slower due to the limits imposed by this software package and could
be made significantly faster if implemented in C. For a discussion of comparison
with other methods, please see Section 3.5 in the Supplementary Material [Dobra
et al. (2019)].
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4. Example: Characterizing associations in a microbial community. The
Human Microbiome Project (HMP) is an ongoing collaborative study funded by
the U.S. National Institutes of Health (NIH) to provide data and tools for studying
the role of human microbiomes in human health and disease. Started in 2007 it has
generated ground-breaking publications [Fierer et al. (2010), Minot et al. (2013),
Zhao et al. (2012)] and a plethora of metagenomic data on human microbiomes.
Our method from Section 2.4 can represent the associations from an HMP sample
with an independence graph so we can infer the bacterial taxa present and their
associations.

Human metagenome sample SRS015072, obtained from the vaginal micro-
biome of a female participant of the HMP Core Microbiome Sampling Protocol
A (HMP-A) dbGaP study, was downloaded via FTP from the HMP Data Analy-
sis and Coordination Center (DACC). The sample consisted of 495,256 paired-
end, 100 base pair reads (with an average mate-distance of 81bp) sequenced
and provided in Illumina FASTQ format. These reads were aligned to the col-
lection of 4940 bacterial genomes, from the Integrated Microbial Genomes and
Metagenomes (IMG, version 4.0) database [Markowitz et al. (2014)] using the
Bowtie2 aligner [Langmead and Salzberg (2012)]. Of the sample reads 369,633
aligned to one or more of the reference genomes. The number of reads that aligned
to each bacterial strain, species and genera was calculated and connectivity tables
were generated for analysis at the genera level.

The first step in each analysis is to identify those genera that cannot be involved
in higher order interactions (i.e., cannot be part of a clique with two or more ver-
tices). Note any two genera that define a marginal two-by-two table (disregarding
all other genera) whose counts are not strictly positive cannot be part of the same
clique because the MLEs of any clique loglinear model that involves that two-way
interaction do not exist. We refine the definition of a connectivity graph as follows:
it is a graph whose vertices correspond to categorical variables, that is, the pres-
ence of a genus. Given two vertices, there is an edge joining them if the two-way
marginal contingency table associated with the two categorical variables contains
only strictly positive counts. Within each analysis we ran the stochastic search
from Section 2.4 for 100,000 iterations from 100 random starting clique graphs.

A total of 95 genera had component species or strains to which reads aligned.
Two genera were said to be connected if and only if each had at least one strain
that shared a read. The genera with shared reads are shown in Figure 2. It is seen
that 15 genera did not share reads across other genera (though each did within its
own genus). This shows two facts: (i) 15 genera can be dropped from subsequent
analysis at the genus level; and (ii) the hairball showing the 80 genera that share at
least one read is complex enough that further analysis is worth doing, that is, it is
worthwhile to use clique loglinear models to seek higher order interaction terms.

Table 1 from Supplementary Material [Dobra et al. (2019)] gives the degree
(the number of neighbors) of each element (genus) in the raw connectivity graph.
Several of these genera, including Lactobacillus, Prevotella and Staphylococcus,
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FIG. 2. Genera connectivity graph for the example in Section 4.

have been identified as common members of vaginal microbiome communities
[Huang et al. (2014)]. Note that the 15 isolated genera in Figure 2 cannot form
cliques with any of the other genera because in the reduced table, that is, grouping
all strains into genera, the two-way marginals they form contain two counts of
zero. As such, they cannot be accommodated by clique loglinear models—except
as cliques of size one—and dropping them amounts to a significant reduction in
computational running time. This is important because the number of possible
clique loglinear models increases rapidly with the number of vertices.

We have reduced the data to an 80-dimensional contingency table. It has 377
cells with strictly positive counts. The largest positive count is 332,117 while the
second largest is 11,614. We perform 100 runs of 100,000 iterations of the stochas-
tic search procedure from Section 2.4. Of all the clique loglinear models visited,
we found 1133 whose BICs were within c = 10−4 of the BIC of the best clique
loglinear model identified across all 100 chains. As in Section 3 we used an Oc-
cam’s window form of BMA limited to the best models visited while renormalizing
(2.12) to reflect this. The clique structure of the best model is shown in Figure 3.
Forty of the 100 runs identified the same best model, while the rest of the chains
were trapped in local modes and did not reach this model.

We have also generated the independence graph resulting from the Occam’s
window BMA in Figure 4. The strength of the connectivities between genera are
indicated by different types of lines and reflect ranges of posterior probabilities
calculated from the Occam’s window BMA probability using the models amongst
the 1133 best models for which a given collection of higher order terms is present.
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FIG. 3. The best clique loglinear model identified for the genera data.

Observe that Figure 4 does not have a clique structure because BMAs of clique log-
linear models do not in general form another clique loglinear model. More specif-
ically, in both Figures 3 and 4 the edges correspond to pairs of variables/genera
that have strictly posterior probabilities of belonging to a collection of higher order
terms in the 1133 clique loglinear models as evaluated by the posterior probabili-
ties given by the Occam’s window BMA.

Several of the links in Figure 4 are supported by biological findings regarding
the vaginal microbiome. For instance: (i) Ureaplasma and Mycoplasma are bacte-
rial genera from the same bacterial family and are commonly found in the repro-
ductive tract of both men and women; (ii) Polaromonas and Verminephrobacter,
and Yersinia and Caldicellulosiruptor, are from the same bacterial family and have
been validated by experimentation; and (iii) Melissococcus and Carnobacterium
are both main genera producers of bacteriocins, ribosomally synthesized antibacte-
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FIG. 4. Pairs of variables that have strictly positive posterior probabilities of belonging to an
higher order term of a clique loglinear model in the genera data under the Occam’s window BMA.
Solid, dot dashed, dotted and dashed lines denote posterior probabilities that belong to the intervals
(0.9,1], (0.5,0.9], (0.1,0.5] and (0,0.1] respectively.

rial peptides/proteins that either kill or inhibit the growth of closely related bacteria
and are considered antimicrobial microbes.

We also produced estimates of the probabilities in (2.1) and (2.2) which, from
here on, will be referred to as individual existence probabilities. The BMA esti-
mates of the top five individual existence probabilities are as follows: Lactobacil-
lus 0.86; “Unknown” 0.08; Pseudomonas 0.05; Acinobacter 0.01; and Gardnerella
0.002 (probabilities do not add to one because of rounding). While we do not have
standard errors for these estimates, it is obvious that Gardnerella is present in only
trace amounts and the presence of an unidentified genus is not zero. We return
to the interpretation of unidentified genera in Section 6 but note that our findings
are consistent with those from analyses of vaginal microbiome samples based on
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16S rDNA sequence data that also identified the presence of previously unknown
bacterial taxa [Fettweis et al. (2012)].

5. Example: The diabetic foot wound microbiome. One of the complica-
tions of diabetes, particularly in elderly patients, is the development and impaired
healing of foot ulcers. Diabetes is the primary cause of nontraumatic lower ex-
tremity amputations in the United States; approximately 14–24% of patients with
diabetes who develop a foot ulcer eventually require an amputation. A diabetic foot
ulcer is an open sore or wound that occurs in about 15% of patients with diabetes,
usually on the bottom of the foot.

It has been hypothesized that an altered skin microbiome may play a role in the
compromised healing of diabetic foot ulcers [Smith et al. (2016)]. The purpose of
this study was to investigate the bacteria involved in chronic wound healing. Sam-
ples were taken from three locations—the wound bed, the wound edge and the
peripheral healthy skin of the foot—of 10 patients at two time points: the time of
initial visit and one week after the initial visit. Half of the patients were considered
healers, and the remaining patients were considered nonhealers based on clinical
assessment of their wounds. Samples were prepared and submitted for V4 16S
rRNA gene sequencing with the Illumina MiSeq platform with services provided
by Second Genome, Inc. Out of the total of 60 samples (20 from wound base, 20
from wound edge and 20 from healthy skin), we could not not PCR-amplify bacte-
rial DNA from 10 health skin samples. Sequences from the remaining 50 samples
passed quality filtering and were mapped to a set of representative consensus se-
quences to generate an abundance table of Operational Taxonomic Units (OTUs);
an OTU is simply a cluster of closely related reads. This table was analyzed us-
ing an overdispersed Poisson model [Robinson, McCarthy and Smyth (2010)] to
identify OTUs that were significantly differentially expressed between healers and
nonhealers at each of the three sample locations (FDR corrected p-value < 0.05).
The results consisted of three lists of significant OTUs, one for each location. Fur-
ther details can be found in the Supplementary Material [Dobra et al. (2019)],
Section 5, that also extend our method to the comparison of two populations.

Our clique loglinear analysis is based on the counts of the number of sequencing
reads assigned to significant OTUs for each sample with a separate table for the
significant OTUs from each location. This analysis is different from our previous
example in that: (i) our interest is on the association among samples that may be
reflected in components of the microbiome; and (ii) any associations will be based
on sharing of OTUs across samples as opposed to sharing of reads across genomes.

An initial exploratory data analysis using hierarchical clustering and principal
components analysis revealed that samples from the same subject cluster together,
and that subjects cluster into two groups with patients 4 and 5 (healers) and patient
7 (nonhealer) forming a cluster distinct from the remaining subjects; see the Sup-
plementary Material [Dobra et al. (2019)], Section 5. For each of our three analyses
(one for each significant OTU list), all samples could form cliques with any of the
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other samples because all two-way marginals contain only nonzero counts. We
ran the stochastic search from Section 2.4 for 100,000 iterations from 100 random
starts. Due to the smaller size of the table relative to the previous example (50
vs. 80 binary variables), we noted convergence to a best graph in less than 50,000
iterations.

The strongest factor in clique formation is subject/patient origin followed by
sample location; the distinction between healers and nonhealers is not evident de-
spite the focus on significant OTUs.

Although some cliques appear in all three best graphs, for example, samples
from the wound edge of patient 2, most cliques shift subtly with the changes in
the significant OTUs; see Figure 5. For example, all samples from patient 6 form a
single clique in the best graph based on OTUs that are significantly different in the
wound bed between healers and nonhealers. However, in the best graph based on
significant OTUs in the wound edge, one of the wound bed samples from patient 6
forms a clique with the wound bed samples from patient 11, while the remaining
samples from patient 6 maintain a clique. Not surprisingly, the cliques involving
samples from patient 6 change again in the best graph based on significant OTUs
in healthy samples (note that patient 6 has no healthy samples). As expected from

FIG. 5. The best clique loglinear model of samples from the wound microbiome based on significant
OTUs in the wound bed between healers and nonhealers. MP = microbiome patient. The sample
location is wound bed (a and b), wound edge (c and d) or healthy skin (e and f).
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our exploratory analysis, samples from patients 4, 5 and 7 formed cliques only
among themselves and not with samples from other patients.

Thus, we have analyzed the data to identify the OTUs and to search for associa-
tions among samples. To the best of our knowledge, the data in this example have
not been analyzed in any way analogous to our methodology before, either biolog-
ically or statistically. Thus, we are unable to corroborate our findings from other
sources, although a priori our findings do not appear unreasonable. This example
demonstrates that our methodology has the potential to obviate a lot of expensive
microbiological work.

6. Discussion. We have developed a statistical methodology for contingency
table analysis based on clique loglinear models. This methodology can be broadly
used in the context of high dimensional tables, and it accounts for model un-
certainty by Bayesian model averaging. Our methodology can infer the pres-
ence/absence of specific taxa as well as associations among members of taxa. We
have demonstrated the use of our approach in both simulated and real data contexts
relevant to applications to metagenomics. We described an efficient method for se-
lecting clique loglinear models based on the BIC. We also provided a Bayesian
framework for model determination of clique loglinear models. We note that the
advantages of using the Bayesian framework versus the BIC are that all clique log-
linear models will be candidate models (as opposed to those models for which the
MLEs exist) and that more flexible priors on the model space (2.19) and (2.20)
can be employed. On the other hand, hyper Dirichlet priors for cell probabilities
together with priors on the model space must be specified, hence the sensitivity of
the results with respect to these priors should be investigated. In this sense the BIC
could be seen as a conceptually simpler alternative to the full Bayesian framework
especially from the point of view of applied researchers.

An issue that repeatedly comes up in this sort of analysis is how to account
for the dependence among reads. As noted in Section 1, this dependence is fre-
quently small and, in our experience, the higher the quality of the data the smaller
the dependence among reads is, though it is never zero. As a first approximation,
therefore, assuming independence is reasonable and parallels the bag-of-words ap-
proach that has been applied with much success in natural language processing.
In recent years this has been improved to random “N -grams” and an analogous
improvement may be possible with NGS reads. Of more immediate relevance the-
bag-of-words model has been applied to several branches of bioinformatics with
success [Lovato (2015)]. It is important to distinguish between genuine associa-
tions among taxa and simply having reads in common for some other reason—
syntrophy or evolution, for example—something our methodology does not ad-
dress. However, this level of study remains in its infancy.

An important question is how much information is really contained in the reads.
In this context one can ask if there is adequate read converge to infer reliably which
genomes are present in the sample and hence in the population. Obviously, this is
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a function of the number of reads, diversity within the sample and complexity of
the population. This is not a question that can be addressed statistically after the
reads have been generated, although in principle it could be partially addressed at
the design stage of the read generation. Read coverage will typically be incom-
plete and typically will be a limitation on analytic methods. This may increase the
uncertainty of downstream inferences, but the task is to reflect uncertainty accu-
rately not to under-represent it. Methodologies that compensate for uncertainty or
evaluate uncertainty by, say, robustness criteria, remain to be developed.

More specifically, when reads are shared by two taxa they only mean that the
two taxa are similar in the regions that were sampled. Strictly speaking this does
not tell us anything about the coexistence of the two taxa. However, first, if shared
reads from two taxa are found we have ruled out the case that neither taxon is
present. Moreover, if we have reads present that are unique to one taxon, then we
have established its presence. If we have reads that are unique to the other taxon,
then we have established its presence. Finally, if we have reads that are unique
to each of the taxa, we have unambiguously identified both taxa are present. We
dropped reads that are unique to one taxon they were the singleton vertices in the
connectivity graphs, so we could focus on higher order terms that represented two
reads.

We comment that in our wound microbiome example, unlike the HMP example,
our analysis may have failed to capture all of the information in the available data
as the OTU table was converted from counts (i.e., each cell gives the number of
reads that align to a given OTU in a given sample) to binary (i.e., each cell indicates
if any reads align to a given OTU in a given sample) prior to analysis. An extension
of our method to raw data consisting of counts, for example, with each subject Sj ,
1 ≤ j ≤ b, we associate a categorical random variable Xj that takes value k if k

sampled reads align to OTU i, 1 ≤ i ≤ k and takes value 0; otherwise, it is a topic
for future research.

On the other hand, our method extends to comparing two populations on the
basis of their connectivity. The difference in dependencies can be regarded as indi-
cators of which associations are present or absent in the normal case (say) versus
the diseased case. This amounts to looking at the different structure of the graphs
and interpreting what the cliques mean in terms of reads. Our treatment in Sec-
tion 5 was subject-by-subject. In Section 5 of the Supplementary Material [Dobra
et al. (2019)], we compare two collections of metagenomic samples from two pop-
ulations, healers and nonhealers.

Our inference of the significant presence/absence of bacterial taxa, possibly un-
known, is based on posterior estimates of probabilities (2.1) and (2.2). We refer
to these as existence probabilities; however, this terminology belies the subtleties
regarding their interpretation. These probabilities are estimated from the model
averaged joint posterior distribution, and hence are conditional on clique loglinear
models with high posterior probabilities, that is, an Occam’s window approach. If
a bacterial taxon (say, genus) to which reads uniquely align does not appear in any
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of these models, these reads will impact our probability estimates. For example,
the estimate of the probability of an unidentified taxon will be inflated, while the
estimate of the probability of presence of a taxon appearing in the model average
will be deflated. The extent of this impact may be small, as any taxon to which
many reads align should appear in the model average, but this cannot be guaran-
teed and warrants further study.

Stated in another way, the category of genomes we have called unidentified
may be only an artifact of the modeling. Indeed, if the genome list contains all the
genomes in the sample, the probability of an unidentified genome is simply a resid-
ual reflecting the short reads that do not align in sufficiently large numbers to any
genome in the models in the model average. On the other hand, if the genome list
is incomplete, the probability of an unidentified genome is the sum of two parts—
the probability of a genome we know but that was not included amongst the B

reference genomes plus the probability of something that we have not encountered
before.

SUPPLEMENTARY MATERIAL

Additional proofs, maps, figures and tables (DOI: 10.1214/18-AOAS1229
SUPP; .pdf). In this online supplementary material, we describe the data that were
used. We also present the computational experiments performed, the details of the
simulations, and further details on the software that was developed in this article.
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