
The Annals of Applied Probability
2018, Vol. 28, No. 1, 1–34
https://doi.org/10.1214/17-AAP1290
© Institute of Mathematical Statistics, 2018

OPTIMAL CONTROL OF BRANCHING DIFFUSION PROCESSES:
A FINITE HORIZON PROBLEM

BY JULIEN CLAISSE1

École Polytechnique

In this paper, we aim to develop the stochastic control theory of branch-
ing diffusion processes where both the movement and the reproduction of
the particles depend on the control. More precisely, we study the problem
of minimizing the expected value of the product of individual costs penal-
izing the final position of each particle. In this setting, we show that the
value function is the unique viscosity solution of a nonlinear parabolic PDE,
that is, the Hamilton–Jacobi–Bellman equation corresponding to the prob-
lem. To this end, we extend the dynamic programming approach initiated by
Nisio [J. Math. Kyoto Univ. 25 (1985) 549–575] to deal with the lack of in-
dependence between the particles as well as between the reproduction and
the movement of each particle. In particular, we exploit the particular form of
the optimization criterion to derive a weak form of the branching property. In
addition, we provide a precise formulation and a detailed justification of the
adequate dynamic programming principle.

1. Introduction. Since its onset in the late 1950s, the stochastic control the-
ory and its applications have developed extensively. In particular, the control of dif-
fusion processes has been a very fruitful area of research (see, e.g., [13, 21, 28]).
Stimulated by numerous and various applications, it has given rise to challeng-
ing mathematical problems, leading for instance to the development of viscos-
ity solutions for second-order partial differential equations (PDEs) [24]. Besides,
an advanced theory has developed to deal with optimal control of other classes
of processes such as Markov chains in discrete and continuous time, piecewise
deterministic Markov processes or Lévy processes (see, e.g., [10, 14, 27, 29]).
Their applications lie in a wide variety of domains including finance, operation
research, computer science and epidemiology. In this paper, we aim at developing
the stochastic control theory of branching diffusion processes and its applications.

The branching diffusion processes describe the evolution of a population of
identical and independent particles in which each particle has a feature, for exam-
ple, its spatial position, whose dynamic is given by a diffusion. They were first
introduced by Skorohod [33] and Ikeda et al. [16–18]. In particular, these authors
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provided new stochastic representations for semilinear parabolic PDEs as func-
tionals of branching diffusion processes. Since these pioneering works, the study
of branching diffusion processes has developed extensively. Nowadays they are
commonly seen as simple examples of measure-valued processes and were used in
particular to prove existence and to approximate the so-called Dawson–Watanabe
superprocesses (see, e.g., [11, 31]). They also proved valuable for numerical appli-
cations. For instance, Henry-Labordère, Tan and Touzi [15] developed recently an
algorithm based on a Monte-Carlo method with branching diffusion processes to
solve semilinear parabolic PDEs and to simulate solutions of backward stochastic
differential equations.

As mentioned before, the theory of controlled diffusion processes has gener-
ated important literature. Similarly, many authors have studied optimal control
of branching processes (see, e.g., [6, 7, 14]). However, regarding the control of
branching diffusion processes, only two articles have been published so far to the
best of our knowledge. On the one hand, Üstünel [35] proposed a new construc-
tion of branching diffusion processes based on martingale problems. It allows to
introduce interdependence between the particles. As an application, he studied a
finite horizon problem where the controls are Markovian and act solely on the drift
coefficient. He proved existence of optimal controls under rather weak conditions
by using a method based on the Girsanov theorem developed in [4]. On the other
hand, Nisio [26] considered a finite horizon problem where the control acts on
both the drift and diffusion components of the movement, and the cost function
is expressed as the product of individual cost penalizing the final position of each
particle. She identified the Hamilton–Jacobi–Bellman (HJB) equation associated
to this problem in the form of a nonlinear parabolic PDE and characterized the
value function as its unique (viscosity) solution.

Here, we intend to generalize Nisio’s work, especially to allow the lifespan and
the progeny distribution to depend on the position of the particle as well as on
the control. In addition, we do not restrict to control processes that preserves in-
dependence and identicalness of particles. Our generalization gives rise to various
and profound difficulties. In particular, we have to introduce a new construction
of controlled branching diffusion processes to deal with position-dependent and
control-dependent reproduction. Besides, new arguments are needed to handle the
lack of independence between the particles as well as between the reproduction
and the movement of each particle. One of the critical steps to achieve this in-
volves establishing a weak form of the branching property satisfied by the value
function.

Our study is based on the dynamic programming approach which originates
from the celebrated Bellman principle of optimality [3]. The key step in this ap-
proach is to derive a dynamic programming principle (DPP). Although it is in-
tuitive and simple in its formulation, it is very hard to give a rigourous proof in
the stochastic control framework. Among hundreds of references see, for exam-
ple, Krylov [21], El Karoui [12], Borkar [5], Fleming and Soner [13], and the
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more recent monographs of Pham [28] and Touzi [34] for various formulations
and approaches to the DPP in the context of controlled diffusion processes. Our
proof is based on the approach of Fleming and Soner [13]. It relies on a result
due to Krylov [22] regarding existence of smooth solutions to fully nonlinear PDE
and an approximation procedure allowing to approximate the value function by a
sequence of smooth value functions corresponding to small perturbations of the
initial problem. In the present study, we extend the results therein to deal with
controlled branching diffusion processes.

The branching diffusion processes are relevant for various applications in nat-
ural science and medicine. For instance, Sawyer [32] developed applications to
population genetics in order to describe the dispersion, mutation and geographical
selection of the descendants of a new gene in a population of rare mutant genes.
More recently, Bansaye and Tran [1] created a model based on such processes to
investigate the development of a parasite inside a population of dividing cells. In
view of the above, the control of branching diffusions processes is interesting not
only from a theoretical point of view but also for its applications. For instance,
it could help to improve therapeutic strategies to eliminate a virus, or at least re-
duce its burden, while preserving the pool of healthy cells. Other applications such
as genetic selection, management of species in danger or pest control might be
promising as well.

This paper is organized as follows. In the next section, we introduce the con-
trolled branching diffusion processes and formulate the optimal control problem.
We also state the main result of this work, that is, the characterization of the value
function as the unique viscosity solution of the corresponding HJB equation. The
rest of the paper is devoted to the proof of this result. In Section 3, we collect some
properties of controlled branching diffusion processes. In particular, we establish
the semimartingale decomposition for a class of functionals of these processes. We
also study the dependence of these processes w.r.t. the parameters characterizing
their dynamic. Then we prove in Section 4 that, under stringent assumptions, the
value function satisfies the DPP and the HJB equation in the classical sense. In
Section 5, we complete the proof of the main result by using an approximation
procedure. We also provide a strong comparison principle for the HJB equation,
which yields the uniqueness property. Finally, we establish the DPP satisfied by
the value function in Section 6.

2. Formulation of the problem.

2.1. Controlled branching diffusions. Let A be the control space that is as-
sumed to be Polish. Denote by Rd×m the set of matrices of order d × m.

Consider a population of particles such that each of them moves according to
a controlled diffusion characterized by a drift b : Rd × A → Rd and a diffusion
coefficient σ :Rd ×A →Rd×m. Moreover, each particle dies at rate γ :Rd ×A →
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R+ and gives birth to k ∈ N particle(s) at the time and position of its death with
probability pk : Rd × A → [0,1]. By definition, we have

∞∑
k=0

pk(x, a) = 1 ∀(x, a) ∈Rd × A.

To describe the genealogy of the population, we give a label to each particle
using the Ulam–Harris–Neveu notation (see, e.g., [1]). Let us introduce the set of
labels

I := {∅} ∪
∞⋃

n=1

Nn.

For all i = i1i2 · · · in and j = j1j2 · · · jm in I , we define their concatenation ij by
i1i2 · · · inj1j2 · · · jm. The mother of all the particle is labeled by ∅ and when the
particle i gives birth to k offspring, they bear the labels i0, i1, . . . , i(k − 1). We
also define a partial order relation on I as follows: we write j � i (resp., j ≺ i) if
and only if there exists j ′ ∈ I (resp., j ′ ∈ I \ {∅}) such that i = jj ′.

Let (�, (Fs)s≥0,P) be a filtered probability space satisfying the usual condi-
tions embedded with (Bi,Qi)i∈I a family of independent random variables such
that Bi is a m-dimensional Brownian motion and Qi(ds, dz) is a Poisson ran-
dom measure on R+ × R+ with intensity measure ds dz, adapted to the filtration
(Fs)s≥0.

We say that α = (αi)i∈I is a control if and only if each αi is a predictable
process valued in A. Namely, each process αi is dedicated to control the movement
and the reproduction of the particle of label i. Denote by A the collection of all
controls.

Following the inspiration of [1, 8], we represent the population Z controlled by
α ∈A as a measure-valued process

Zs = ∑
i∈Vs

δ(i,Xi
s)
, s ≥ 0,

where Vs contains the labels of all the particles alive at time s, and Xi
s denotes the

position of the particle i at time s. Provided that the particle i is alive, its dynamic
can be roughly described as follows:

• its position Xi is given by

(2.1) dXi
s = b

(
Xi

s, α
i
s

)
ds + σ

(
Xi

s, α
i
s

)
dBi

s;
• its reproduction is driven by Qi and the probability that it gives birth to k parti-

cle(s) in [s, s + h] given Fs is equal to

γ
(
Xi

s, α
i
s

)
pk

(
Xi

s, α
i
s

)
h + o(h).
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Let E be the state space of the process given by

E :=
{∑

i∈V

δ(i,xi);V ⊂ I finite, xi ∈ Rd and i ⊀ j for all i, j ∈ V

}
.

We embed E with the weak topology. It is then a Polish space as a closed set of the
space of finite measures on I ×Rd (see, e.g., [11], Section 3.1.1). Denote also, for
all μ = ∑

i∈V δ(i,xi) ∈ E and f = (f i)i∈I , f i :Rd →R,

〈μ,f 〉 := ∑
i∈V

f i(xi).
Let La be the infinitesimal generator of the (Markovian) diffusion given by

SDE (2.1) with αi ≡ a ∈ A, that is, for all f ∈ C2(Rd),

Laf (x) = 1

2
tr
(
σσ ∗(x, a)D2

xf (x)
)+ b(x, a) · Dxf (x),

where D2
xf and Dxf denote respectively the Hessian matrix and the gradient of f .

To characterize the dynamic of a population Z controlled by α = (αi)i∈I ∈ A
starting at time t ≥ 0 from initial state μ ∈ E, we consider the following SDE: for
all f = (f i)i∈I ∈ C1,2(R+ ×Rd)I ,〈

Zs,f (s, ·)〉
= 〈

μ,f (t, ·)〉
+
∫ s

t

∑
i∈Vθ

Dxf
i(θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ

(2.2)
+
∫ s

t

∑
i∈Vθ

(
∂tf

i +Lαi
θ f i)(θ,Xi

θ

)
dθ

+
∫
(t,s]×R+

∑
i∈Vθ−

∑
k≥0

(
k−1∑
l=0

f il − f i

)(
θ,Xi

θ

)
1Ik(X

i
θ ,αi

θ )(z)Q
i(dθ, dz),

∀s ≥ t,P-a.s.,

where, for all (x, a) ∈ Rd × A,

Ik(x, a) :=
[
γ (x, a)

k−1∑
l=0

pl(x, a), γ (x, a)

k∑
l=0

pl(x, a)

)
,

with the value of an empty sum being zero by convention. Notice that (Ik(x, a))k∈N
forms a partition of the interval [0, γ (x, a)).

In SDE (2.2), the first two integrals describe the movement of the particles. In
particular, one can recognize Itô’s formula applied to f i(Xi

s, α
i
s) for each i ∈ Vs .

The last integral w.r.t. the Poisson random measures characterizes the jumps of the
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process due to death and reproduction of the particles. Note also that the stochastic
integral w.r.t. the Brownian motions is defined as follows:

∑
i∈I

∫ s

t
1i∈Vθ

Dxf
i(θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ ,

where the latter is well defined under the appropriate assumptions given below.
Let us give a first set of assumptions to ensure that the population process is

well defined as stated in the proposition below.

ASSUMPTION 2.1. (i) b and σ are measurable, bounded and there exists L >

0 such that for all (x, y, a) ∈ (Rd)2 × A,∣∣b(x, a) − b(y, a)
∣∣+ ∣∣σ(x, a) − σ(y, a)

∣∣ ≤ L|x − y|;
(ii) γ is measurable and there exists γ̄ > 0 such that

γ (x, a) ≤ γ̄ ∀(x, a) ∈ Rd × A;
(iii) (pk)k∈N are measurable and there exists M > 0 such that

∞∑
k=0

kpk(x, a) ≤ M ∀(x, a) ∈ Rd × A.

PROPOSITION 2.1. Let t ∈ R+, μ = ∑
i∈V δ(i,xi ) ∈ E and α ∈ A. Under As-

sumption 2.1, there exists a unique (up to indistinguishability) càdlàg and adapted
process (Z

t,μ,α
s )s≥t valued in E satisfying SDE (2.2). In addition, we have

(2.3) E
[

sup
t≤θ≤s

{
N

t,μ,α
θ

}] ≤ |V |eγ̄M(s−t) ∀s ≥ t,

where N
t,μ,α
θ and |V | denote the number of particles alive at time θ and the car-

dinal of V , respectively.

The proof of the proposition above is postponed to Section 3.1. It relies essen-
tially on two arguments which follow from Assumption 2.1. First, the point (i)
ensures that there exists a unique solution to SDE (2.1). Second, the assertions (ii)
and (iii) rule out explosion, that is, there is almost surely finitely many jumps in
finite time.

We conclude this section with some notation. Unless otherwise mentioned, we
denote

Zt,μ,α
s = ∑

i∈V
t,μ,α
s

δ(i,Xi
s)

∀s ≥ t.

In the important case μ = δ(∅,x) with x ∈ Rd , we simply write Zt,x,α and V t,x,α

instead of Zt,μ,α and V t,μ,α .
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2.2. A finite horizon problem. Let T > 0 be the finite horizon, g : Rd → [0,1]
and c :Rd →R+ be measurable maps. For all (t,μ,α) ∈ R+ × E ×A, we denote

Γ t,μ,α
s := exp

(
−
∫ s

t

∑
i∈V

t,μ,α
θ

c
(
Xi

θ ,α
i
θ

)
dθ

)
.

As before, if μ = δ(∅,x) with x ∈ Rd , we simply write Γ t,x,α instead of Γ t,μ,α .
Define the cost function J̄ : [0, T ] × E ×A → [0,1] by

J̄ (t,μ,α) := E

[
Γ

t,μ,α
T

∏
i∈V

t,μ,α
T

g
(
Xi

T

)]
,

with the value of an empty product being one by convention. Define also both the
value functions v̄ : [0, T ] × E → [0,1] and v : [0, T ] ×Rd → [0,1] by

v̄(t,μ) := inf
α∈A J̄ (t,μ,α) and v(t, x) := v̄(t, δ(∅,x)).

The multiplicative form of the cost function is essential for the present study
(see Remark 2.1 below). Even though it is restrictive, some relevant control prob-
lems can be expressed in such a form. For instance, if c ≡ 0 and g ≡ 0, the goal
is to minimize the probability of extinction before time T . It is of interest in con-
servation biology for instance, where the controller tries to favor the survival of
an endangered species (see, e.g., [25]). Similarly, if c ≡ 0 and g : x �→ e−|x|, the
goal is to maximize the sum of the final states of the particles. Such problems ap-
pear naturally in harvesting management, where the controller wants to increase
the yield of a farming business (see, e.g., [23]). In addition, the map c allows to
take into account a running cost, for example, to penalize undesirable population
or control states before time T .

REMARK 2.1. (i) In the uncontrolled setting, the branching property yields
for all t ∈R+, μ = ∑

i∈V δ(i,xi ) ∈ E and a ∈ A,

J̄ (t,μ, a) = ∏
i∈V

J̄ (t, δ(i,xi), a).

In addition, under suitable conditions, the map u : (t, x) �→ J̄ (t, δ(i,x), a) satisfies
the following PDE:

∂tu(t, x) + Gau(t, x) − ca(x)u(t, x) = 0 ∀(t, x) ∈ [0, T ) ×Rd,

where ca = c(·, a) and Ga is given by (2.4) below. We refer the reader to [18, 33]
for more details.

(ii) If g > 0, we have at our disposal another significant expression for the cost
function:

J̄ (t,μ,α) = E

[
exp

(
−
∫ T

t

〈
Zt,μ,α

s , cαs
〉
ds − 〈

Z
t,μ,α
T ,− ln (g)

〉)]
,

where cαs = (c(·, αi
s))i∈I .
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2.3. Main result. The aim of this section is to state the main result of this pa-
per, namely, the characterization of the value function as the unique viscosity solu-
tion of a nonlinear parabolic PDE. This is the so-called Hamilton–Jacobi–Bellman
(HJB) equation corresponding to the optimal control problem under consideration.
Another important result in this paper is the corresponding dynamic programming
principle (DPP); see Section 6.

Given a ∈ A, we denote by Ga the operator acting on the space of functions
f ∈ C2(Rd) bounded by 1 as follows:

Gaf (x) := 1

2
tr
(
σσ ∗(x, a)D2

xf (x)
)+ b(x, a) · Dxf (x)

(2.4)

+ γ (x, a)

(∑
k≥0

pk(x, a)f (x)k − f (x)

)
.

In the uncontrolled case, that is, α ≡ a, Ga characterizes the cumulant semigroup,
and hence the law of the branching diffusion process (see, e.g., [11, 30]).

Before giving the main result, we make a new assumption regarding the regu-
larity of the various parameters involved in the definition of the problem.

ASSUMPTION 2.2. The maps (pk(·, a))k∈N, γ (·, a), c(·, a) and g are uni-
formly continuous in Rd , uniformly w.r.t. a ∈ A.

THEOREM 2.2. Under Assumptions 2.1 and 2.2, it holds for all t ∈ [0, T ] and
μ = ∑

i∈V δ(i,xi ) ∈ E,

(2.5) v̄(t,μ) = ∏
i∈V

v
(
t, xi).

In addition, the value function v is the unique viscosity solution valued in [0,1] of

(2.6) ∂tu(t, x) + inf
a∈A

{
Gau(t, x) − ca(x)u(t, x)

}= 0 ∀(t, x) ∈ [0, T ) ×Rd,

satisfying the terminal condition u(T , ·) = g.

The proof of this result is postponed to Section 5. Using a result due to
Krylov [22], we show that, under stringent conditions on the parameters of the
problem, the value function is the unique smooth solution to the HJB equation and
satisfies the DPP. Then we use an approximation argument to approach the origi-
nal value function by a sequence of smooth value functions corresponding to small
perturbations of the parameters. Finally, we recover the desired results by passing
to the limit, using in particular the stability property of viscosity solutions. In ad-
dition, the uniqueness property in Theorem 2.2 results from a strong comparison
principle.

We conclude this section by making some comments on Theorem 2.2. First, the
identity (2.5) can be interpreted as a branching property satisfied by the value func-
tion. It suggests that the optimal control, if any, preserves the independence and the
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identicalness of the particles. In other words, the best output is achieved when the
controllers optimizes the dynamic of each particle regardless of the evolution of
the others. This is a remarkable feature of the control problem under consideration,
which relies on the multiplicative form of the cost function.

In addition, Theorem 2.2 characterized the value function as the unique solution
to the HJB equation. As a consequence, it provides a mean to compute the value
function by using numerical methods for PDE such as the monotone scheme intro-
duced by Barles and Souganidis [2]. Further, under additional assumptions, among
which smoothness of v, it leads to the existence of an optimal (Markov) control,
which consists of applying at any time t the control α̂(t,Xi

t ) to the particle i where

Gα̂(t,x)v(t, x) − cα̂(t,x)(x)v(t, x) = inf
a∈A

{
Gav(t, x) − ca(x)v(t, x)

}
.

See Remark 4.1 below for more details. This confirms and strengthens our inter-
pretation of the branching property above.

Finally, Theorem 2.2 provides an extension of a classical result from the theory
of controlled diffusion processes, namely, the value function of the finite hori-
zon problem with no running cost, terminal cost g and exponential decay c is the
unique bounded viscosity solution of

∂tu(t, x) + inf
a∈A

{
Lau(t, x) − ca(x)u(t, x)

}= 0 ∀(t, x) ∈ [0, T ) ×Rd,

satisfying the terminal condition u(T , ·) = g (see, e.g., [13, 24, 28, 34]).

REMARK 2.2. The ideas of this paper can be extended to deal with more
general cost functions such as, given h :N×Rd × A → [0,1],

E

[
Γ

t,μ,α
T

∏
i∈V

t,μ,α
T

g
(
Xi

T

) ∏
i∈V̄

t,μ,α
T

h
(
Ki,Xi

T i , α
i
T i

)]
,

where V̄
t,μ,α
T = ⋃

s∈[t,T ] V
t,μ,α
s \ V

t,μ,α
T , T i and Ki denote the death time and the

number of offspring of the particle i, respectively. In the uncontrolled setting, the
connection between this expected value and PDEs has been investigated in [15].

3. Some properties of controlled branching diffusion processes.

3.1. Existence and pathwise uniqueness. Throughout this section, we fix t ∈
[0, T ], μ = ∑

i∈V δ(i,xi) ∈ E, α = (αi)i∈I ∈ A and omit the indices (t,μ,α) in the
notation to maintain readability. For instance, we simply write Z instead of Zt,μ,α .

We are going to construct Z by induction on the sequence of potential jumping
times. More precisely, we are going to define an increasing sequence of stopping
times (Sk)k∈N, a sequence of random variables (Vk)k∈N valued in the set of finite
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subsets of I and a sequence of Rd -valued continuous processes (Xi; i ∈ Vk)k∈N
such that

Zs := ∑
k≥1

1Sk−1≤s<Sk

∑
i∈Vk−1

δ(i,Xi
s)
.

First, we set (S0,V0) := (t,V ) and Xi
t := xi for all i ∈ V . Then, for the inductive

step, let Sk be given by

Sk := inf
{
s > Sk−1; ∃i ∈ Vk−1,Q

i((Sk−1, s] × [0, γ̄ ]) = 1
}
.

Further, for all i ∈ Vk−1, we define Xi on (Sk−1, Sk] as the unique (up to indistin-
guishability) continuous and adapted process satisfying

Xi
s = Xi

Sk−1
+
∫ s

Sk−1

b
(
Xi

θ ,α
i
θ

)
dθ +

∫ s

Sk−1

σ
(
Xi

θ ,α
i
θ

)
dBi

θ , P-a.s.

Finally, we describe the branching event, if any, at time Sk . Let Jk ∈ Vk−1 be the
(almost surely) unique label such that

QJk
(
(Sk−1, Sk] × [0, γ̄ ]) = 1.

Further, let ζk be the [0, γ̄ ]-valued random variable such that (Sk, ζk) belongs to
the support of QJk . Then we set

Vk :=

⎧⎪⎪⎨
⎪⎪⎩

Vk−1 if ζk ∈ [
γ
(
X

Jk

Sk
, α

Jk

Sk

)
, γ̄

]
,

Vk−1 \ {Jk} if ζk ∈ I0
(
X

Jk

Sk
, α

Jk

Sk

)
,

Vk−1 ∪ {
Jk0, . . . , Jk(l − 1)

} \ {Jk} if ζk ∈ Il

(
X

Jk

Sk
, α

Jk

Sk

)
, l ≥ 1.

In the last case, we also set Xi
Sk

:= X
Jk

Sk
for all i ∈ Vk \ Vk−1. This ends the con-

struction of the population controlled by α initialized at time t in state μ.
To ensure that the process is well defined on R+, it remains to show that there

is no explosion, that is,

P
(

lim
k→∞Sk = ∞

)
= 1.

Since the jump rate per particle γ is bounded, it is enough to show that (almost
surely) the population remains finite in finite time. This is a straightforward conse-
quence of the moment inequality (2.3) of Proposition 2.1, which we prove below.

PROOF OF PROPOSITION 2.1. Throughout this proof, we use the notation
introduced above. Let us prove first that Z satisfies SDE (2.2) for every f =
(f i)i∈I ∈ C1,2(R+ × Rd)I . Assume that it holds up to time Sk−1. One clearly
has

〈Zs∧Sk
, f 〉 = 1s≤Sk−1〈Zs,f 〉 + 1Sk−1<s<Sk

∑
i∈Vk−1

f i(s,Xi
s

)

+ 1s≥Sk

∑
i∈Vk

f i(Sk,X
i
Sk

)
.



OPTIMAL CONTROL OF BRANCHING DIFFUSION 11

We deal with the first term on the right-hand side by induction. Let us turn now to
the second one. Itô’s formula yields, for all s ∈ (Sk−1, Sk),∑

i∈Vk−1

f i(s,Xi
s

) = ∑
i∈Vk−1

(
f i(Sk−1,X

i
Sk−1

)

+
∫ s

Sk−1

Dxf
i(θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ

+
∫ s

Sk−1

(
∂tf

i +Lαi
θ f i)(θ,Xi

θ

)
dθ

)
.

It remains to treat the third term. One has∑
i∈Vk

f i(Sk,X
i
Sk

) = ∑
i∈Vk−1

f i(Sk,X
i
Sk

)− 1
ζk∈[0,γ (X

Jk
Sk

,α
Jk
Sk

))
f Jk

(
Sk,X

Jk

Sk

)

+∑
l≥1

1
ζk∈Il(X

Jk
Sk

,α
Jk
Sk

)

l−1∑
l′=0

f Jkl
′(
Sk,X

Jkl
′

Sk

)
.

The first term on the right-hand side is handled by Itô’s formula while the sec-
ond and third terms coincide with the integral w.r.t. the Poisson random measures
over (Sk−1, Sk] in (2.2). We deduce that SDE (2.2) is satisfied up to time Sk and
conclude this proof by induction.

Let us turn now to the proof of the moment inequality (2.3). Let (τn)n∈N be an
increasing sequence of stopping times given by

τn := inf {s ≥ t;Ns ≥ n}.
The previous discussion ensures that the process Z is well defined and satis-
fies (2.2) up to time τn. Applying this relation with f = 1I×Rd , we obtain

Ns∧τn = Nt +
∫
(t,s∧τn]×R+

∑
i∈Vθ−

∑
k≥0

(k − 1)1Ik(X
i
θ ,αi

θ )(z)Q
i(dθ, dz).

It yields that

N∗
s∧τn

≤ Nt +
∫
(t,s∧τn]×R+

∑
i∈Vθ−

∑
k≥1

(k − 1)1Ik(X
i
θ ,αi

θ )(z)Q
i(dθ, dz),

where N∗
s := supt≤θ≤s {Nθ } for all s ≥ t . It follows that

E
[
N∗

s∧τn

] ≤ Nt +E

[∫ s∧τn

t

∑
i∈Vθ

γ
(
Xi

θ ,α
i
θ

)∑
k≥1

(k − 1)pk

(
Xi

θ ,α
i
θ

)
dθ

]

≤ Nt + γ̄ME

[∫ s

t
N∗

θ∧τn
dθ

]
.
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Applying Grönwall’s lemma, we obtain

E
[
N∗

s∧τn

] ≤ Nte
γ̄M(s−t).

Since the right-hand side does not depend on n, we deduce that τn converges al-
most surely to infinity. By Fatou’s lemma, we conclude that the inequality (2.3)
holds.

Finally, the pathwise uniqueness for the solution of (2.2) follows from the path-
wise uniqueness of SDE (2.1). Indeed it suffices to apply (2.2) with f = 1{i}×Rd

to characterize the dynamic of the particle i. �

3.2. Semimartingale decomposition. The aim of this section is to derive the
semimartingale decomposition of a specific class of functionals of the population
process.

Fix (t,μ,α) ∈ R+ × E × A. It follows from (2.2) that, for all f ∈ C1,2
b (R+ ×

Rd), 〈
Zt,μ,α

s , f (s, ·)〉
= 〈

μ,f (t, ·)〉
+
∫ s

t

∑
i∈V

t,μ,α
θ

Dxf
(
θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ(3.1)

+
∫ s

t

∑
i∈V

t,μ,α
θ

(
∂tf

(
θ,Xi

θ

)+Lαi
θ f

(
θ,Xi

θ

))
dθ

+
∫
(t,s]×R+

∑
i∈V

t,μ,α
θ−

∑
k≥0

(k − 1)f
(
θ,Xi

θ

)
1Ik(X

i
θ ,αi

θ )(z)Q
i(dθ, dz).

LEMMA 3.1. With the notation above, the process

Mt,μ,α
s :=

∫ s

t

∑
i∈V

t,μ,α
θ

Dxf
(
θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ , s ≥ t,

is a continuous square integrable martingale. In addition, its quadratic variation
is given by

〈
Mt,μ,α 〉

s =
∫ s

t

∑
i∈V

t,μ,α
θ

∣∣Dxf
(
θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)∣∣2 dθ.

PROOF. For the sake of clarity, we omit the indices (t,μ,α) in the notation.
By definition, one has M = ∑

i∈I Mi with

Mi
s :=

∫ s

t
1i∈Vθ Dxf

(
θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ , s ≥ t.
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Since Dxf and σ are bounded, it is clear that Mi is a continuous square integrable
martingale. Besides, we recall that the space of continuous square integrable mar-
tingale is complete (see, e.g., [20], Proposition 1.5.23). Hence, if we show that∑

i∈I Mi is absolutely convergent, it implies that M is a continuous square inte-
grable martingale. The former holds true as, for all s ≥ t ,

∑
i∈I

E
[(

Mi
s

)2] = ∑
i∈I

E

[∫ s

t
1i∈Vθ

∣∣Dxf
(
θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)∣∣2 dθ

]

≤ CE
[

sup
t≤θ≤s

{Nθ }
]
< +∞.

Finally, the expression for the quadratic variation follows from the independence
of the Brownian motions (Bi)i∈I . �

For F ∈ C2
b(R) and f ∈ C2

b(R
d), we define Ff : E →R by

Ff (μ) := F
(〈μ,f 〉).

Given a = (ai)i∈I ∈ AI , we denote by Ha the operator acting on the class of
functions Ff given by, for all μ = ∑

i∈V δ(i,xi ),

HaFf (μ)

:= 1

2
F ′′

f (μ)
∑
i∈V

∣∣Dxf
(
xi)σ (xi, ai)∣∣2 + F ′

f (μ)
∑
i∈V

Lai

f
(
xi)

+ ∑
i∈V

γ
(
xi, ai)(∑

k≥0

F
(〈μ,f 〉 + (k − 1)f

(
xi))pk

(
xi, ai)− Ff (μ)

)
.

PROPOSITION 3.2. For F ∈ C2
b(R) and f ∈ C1,2

b (R+ ×Rd), the process

Ff (s,·)
(
Zt,μ,α

s

)− Ff (t,·)(μ)

−
∫ s

t

(
F ′

f (θ,·)
(
Z

t,μ,α
θ

)〈
Z

t,μ,α
θ , ∂tf (θ, ·)〉+Hαθ Ff (θ,·)

(
Z

t,μ,α
θ

))
dθ,

s ≥ t,

is a càdlàg martingale.

PROOF. Once again, we omit the indices (t,μ,α) in the notation. We set

Q(ω,ds, dz, di) := ∑
i∈I

Qi(ω,ds, dz)δi(di).

It is clear that Q is a Poisson random measure on R+ × R+ × I with intensity
measure ds dz

∑
i∈I δi(di). Applying the generalized Itô formula (see, e.g., [19],



14 J. CLAISSE

Theorem 2.5.1) to (3.1), we obtain

Ff (s,·)
(
Zs

) = Ff (t,·)(μ) +
∫ s

t
F ′

f (θ,·)
(
Zθ

) ∑
i∈Vθ

Dxf
(
θ,Xi

θ

)
σ
(
Xi

θ ,α
i
θ

)
dBi

θ

+
∫ s

t

(
F ′

f (θ,·)
(
Zθ

)〈
Zθ, ∂tf (θ, ·)〉+Hαθ Ff (θ,·)

(
Zθ

))
dθ

+
∫
(t,s]×R+×I

G(θ, z, i)Q̄(dθ, dz, di),

where Q̄(dθ, dz, di) := Q(dθ, dz, di) − dθ dz
∑

i∈I δi(di) is the compensated
Poisson random measure and

G(θ, z, i) := 1i∈Vθ−

× ∑
k≥0

(
Ff (θ,·)

(
Zθ− +

k−1∑
l=0

δ(il,Xi
θ )

)
− Ff (θ,·)

(
Zθ−

))
1Ik(X

i
θ ,αi

θ )(z).

Following the arguments of Lemma 3.1, one easily checks that the second term on
the right-hand side is a continuous square integrable martingale. Besides, since∫

(t,s]×R+×I

∣∣G(θ, z, i)
∣∣dθ dz

∑
i∈I

δi(di) ≤ C sup
t≤θ≤s

{Nθ },

it follows from Proposition 2.1 that

E

[∫
(t,s]×R+×I

∣∣G(θ, z, i)
∣∣dθ dz

∑
i∈I

δi(di)

]
< ∞.

Hence, the last term is a càdlàg martingale (see, e.g., [19], Section II.3). �

The proposition above leads to the following result, which is a key ingredient
for the proof of our main result. Indeed it plays the role of Itô’s formula in the
study of optimal control of diffusion processes.

COROLLARY 3.3. Let t ∈ R+, μ = ∑
i∈V δ(i,xi ) ∈ E and α ∈ A. Given u ∈

C1,2
b (R+ ×Rd) valued in [0,1], the process

Γ t,μ,α
s

∏
i∈V

t,μ,α
s

u
(
s,Xi

s

)− ∏
i∈V

u
(
t, xi)

−
∫ s

t
Γ

t,μ,α
θ

∑
i∈V

t,μ,α
θ

(
∂tu + Gαi

θ u − cαi
θ u
)(

θ,Xi
θ

) ∏
j∈V

t,μ,α
θ \{i}

u
(
θ,X

j
θ

)
dθ,

s ≥ t,

is a càdlàg martingale.
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PROOF. We start by assuming that c ≡ 0. If there exists ε > 0 such that
ε ≤ u ≤ 1, then the result is a straightforward application of Proposition 3.2
with F(x) = exp (−x) and f (s, x) = − ln (u(s, x)), which belongs to C2

b(R+) and

C1,2
b (R+ × Rd), respectively. Else we consider the sequence (un)n∈N given by

un = u+ 1
n

1+ 1
n

. Clearly, un ∈ C1,2
b (R+ × Rd) and 1

n+1 ≤ un ≤ 1. In addition, un and

its partial derivatives converge uniformly to u and its partial derivatives. Hence,
the result follows by applying the first step of the proof to un and taking the limit
n → ∞. In the general case c ≥ 0, we conclude by the integration by part formula
since

Γ t,μ,α
s = 1 −

∫ s

t
Γ

t,μ,α
θ

∑
i∈V

t,μ,α
θ

c
(
Xi

θ ,α
i
θ

)
dθ.

�

3.3. Dependence on parameters. To the best of our knowledge, even in the
uncontrolled setting, there is no result in the literature concerning the regularity of
branching diffusion processes w.r.t. the parameters characterizing their dynamic.
The proposition below fills this gap.

Let b̃, σ̃ , γ̃ and (p̃k)k∈N be a drift, diffusion coefficient, death rate and progeny
distribution respectively satisfying Assumption 2.1. Given t ∈ R+, μ ∈ E and α ∈
A, we denote

Z̃t,μ,α
s = ∑

i∈Ṽ
t,μ,α
s

δ
(i,X̃i

s )
, s ≥ t,

the solution of (2.2) where b, σ , γ and (pk)k∈N are replaced by b̃, σ̃ , γ̃ and
(p̃k)k∈N.

PROPOSITION 3.4. Given n0 ∈ N and δ > 0, there exists ρ : R+ → R+ that
satisfies ρ(0+) = 0 such that for all t ∈ [0, T ], μ ∈ E satisfying μ(I × Rd) ≤ n0
and α ∈ A,

P
(
∀s ∈ [t, T ],V t,μ,α

s = Ṽ t,μ,α
s , sup

i∈V
t,μ,α
s

{∣∣Xi
s − X̃i

s

∣∣} ≤ δ
)

≥ 1 − ρ

(
‖b − b̃‖ + ‖σ − σ̃‖ + ‖γ − γ̃ ‖ + ∑

k∈N

‖pk − p̃k‖
2k

)
,

where ‖ · ‖ denotes the supremum norm.

PROOF. Once again, we omit the indices (t,μ,α) in the notation. We start by
observing that for any n ≥ n0 and k ≥ 1,

P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} ≤ δ
)

≥ P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} ≤ δ, Sk > T ,N∗
T ≤ n

)
,



16 J. CLAISSE

where N∗
T = supt≤s≤T {Ns} and Sk is the kth potential jumping time defined in

Section 3.1. Further, we have

P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} ≤ δ, Sk > T ,N∗
T ≤ n

)

= 1 − P
(
N∗

T > n
)− P

(
Sk ≤ T ,N∗

T ≤ n
)

(3.2)
− P

(∃s ∈ [t, T ],Vs �= Ṽs, Sk > T ,N∗
T ≤ n

)
− P

(
∀s ∈ [t, T ],Vs = Ṽs, sup

t≤s≤T

sup
i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} > δ,Sk > T,N∗
T ≤ n

)
.

By Proposition 2.1, the second term on the right-hand side satisfies

P
(
N∗

T > n
) ≤ C

n
,

where C = n0e
γ̄MT . As for the third term, we first notice that, on the event

{N∗
T ≤ n}, Sk is bounded from below by a sum of k independent exponen-

tially distributed random variables with identical parameter nγ̄ . It follows
that

P
(
Sk ≤ T ,N∗

T ≤ n
) ≤ Fn,k(T ),

where Fn,k is the cumulative distribution of the gamma distribution with shape
parameter k and rate parameter nγ̄ . Let us turn now to the last term on the
right-hand side of (3.2). On the event {Sk > T,N∗

T ≤ n}, it is clear that for all
s ∈ [t, T ],

Vs ⊂ V ∪ {ii1 · · · il; i ∈ V,0 ≤ i1, . . . , il ≤ n − 1,1 ≤ l ≤ k − 1}.
Since the cardinal of the set on the right-hand side is Cn,k = n0

∑k−1
l=0 nl , we deduce

that

P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

t≤s≤T

sup
i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} > δ,Sk > T,N∗
T ≤ n

)

≤ Cn,k sup
α∈A

sup
x∈Rd

P
(

sup
t≤s≤T

{∣∣Xt,x,α
s − X̃t,x,α

s

∣∣} > δ
)
,

where Xt,x,α and X̃t,x,α are respectively the solution of

Xt,x,α
s = x +

∫ s

t
b
(
X

t,x,α
θ , α∅

θ

)
dθ +

∫ s

t
σ
(
X

t,x,α
θ , α∅

θ

)
dB∅

θ , s ≥ t,

X̃t,x,α
s = x +

∫ s

t
b̃
(
X̃

t,x,α
θ , α∅

θ

)
dθ +

∫ s

t
σ̃
(
X̃

t,x,α
θ , α∅

θ

)
dB∅

s , s ≥ t.

Under Assumption 2.1, it follows by classical arguments from the theory of (con-
trolled) diffusions that

P
(

sup
t≤s≤T

{∣∣Xt,x,α
s − X̃t,x,α

s

∣∣} > δ
)

≤ C′

δ

(‖b − b̃‖ + ‖σ − σ̃‖),
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where the constant C′ does not depend on t , x and α. Hence, we deduce
that

P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

t≤s≤T

sup
i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} > δ,Sk > T,N∗
T ≤ n

)

≤ C′Cn,k

δ

(‖b − b̃‖ + ‖σ − σ̃‖).
It remains to deal with the fourth term on the right-hand side of (3.2). First, we
observe that

P
(∃s ∈ [t, T ],Vs �= Ṽs, Sk > T ,N∗

T ≤ n
)

(3.3)

=
k−1∑
l=1

P
(∀l′ < l,VSl′ = ṼSl′ ,VSl

�= ṼSl
, Sk > T ,N∗

T ≤ n
)
.

In addition, we have for all 1 ≤ l ≤ k − 1

P
(∀l′ < l,VSl′ = ṼSl′ ,VSl

�= ṼSl
, Sk > T ,N∗

T ≤ n
)

≤ P
(
VSl−1 = ṼSl−1,VSl

�= ṼSl
, sup
i∈VSl−1

{∣∣Xi
Sl

− X̃i
Sl

∣∣} ≤ δ
)

+ P
(
∀l′ < l,VSl′ = ṼSl′ , sup

i∈VSl−1

{∣∣Xi
Sl

− X̃i
Sl

∣∣} > δ,Sk > T,N∗
T ≤ n

)
.

Further, by the same arguments used to deal with the last term on the right-hand
side of (3.2), it holds

P
(
∀l′ < l,VSl′ = ṼSl′ , sup

i∈VSl−1

{∣∣Xi
Sl

− X̃i
Sl

∣∣} > δ,Sk > T,N∗
T ≤ n

)

≤ C′Cn,l

δ

(‖b − b̃‖ + ‖σ − σ̃‖).
In addition, we denote for all x, y ∈ Rd and a ∈ A

(3.4) I a(x, y) := ⋃
k≥0

(
Ik(x, a) ∩ Ĩk(y, a)

)∪ ([
γ (x, a), γ̄

]∩ [
γ̃ (y, a), γ̄

])
,

where

Ĩk(y, a) :=
[
γ̃ (y, a)

k−1∑
l=0

p̃l(y, a), γ̃ (y, a)

k∑
l=0

p̃l(y, a)

)
.
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With the notation of Section 3.1, we have

P
(
VSl−1 = ṼSl−1,VSl

�= ṼSl
, sup
i∈VSl−1

{∣∣Xi
Sl

− X̃i
Sl

∣∣} ≤ δ
)

≤ P
(
VSl−1 = ṼSl−1, ζl /∈ I

α
Jl
Sl
(
Xi

Sl
, X̃i

Sl

)
, sup
i∈VSl−1

{∣∣Xi
Sl

− X̃i
Sl

∣∣} ≤ δ
)

≤ E

[
1

VSl−1=ṼSl−1

γ̄ − |Iα
Jl
Sl (Xi

Sl
,Xi

Sl
)|

γ̄

∏
i∈VSl−1

1|Xi
Sl

−X̃i
Sl

|≤δ

]
,

where the last inequality follows from the fact that ζl is a random variable uni-
formly distributed on [0, γ̄ ], independent of the others. Using Lemma 3.5 be-
low, we deduce that there exists ρ ′ : R+ → R+ satisfying ρ′(0+) = 0 such
that

P
(
VSl−1 = ṼSl−1,VSl

�= ṼSl
, sup
i∈VSl−1

{∣∣Xi
Sl

− X̃i
Sl

∣∣} ≤ δ
)

≤ ρ ′
(
δ + ‖γ − γ̃ ‖ + ∑

k∈N

‖pk − p̃k‖
2k

)
.

By (3.3), we deduce that

P
(∃s ∈ [t, T ],Vs �= Ṽs, Sk > T ,N∗

T ≤ n
)

≤ C′
n,k−1

δ

(‖b − b̃‖ + ‖σ − σ̃‖)+ kρ′
(
δ + ‖γ − γ̃ ‖ + ∑

k∈N

‖pk − p̃k‖
2k

)
,

where C′
n,k−1 = C′∑k−1

l=1 Cn,l . We are now in a position to conclude the proof. In
view of the above, it follows from (3.2) that, for any δ′ ≤ δ,

P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} ≤ δ
)

≥ P
(
∀s ∈ [t, T ],Vs = Ṽs, sup

i∈Vs

{∣∣Xi
s − X̃i

s

∣∣} ≤ δ′)

≥ 1 − C

n
− Fn,k(T ) − C′

n,k

δ′
(‖b − b̃‖ + ‖σ − σ̃‖)

− kρ′
(
δ′ + ‖γ − γ̃ ‖ + ∑

k∈N

‖pk − p̃k‖
2k

)
.

The conclusion follows by sending successively ‖b − b̃‖, ‖σ − σ̃‖, ‖γ − γ̃ ‖,∑
k∈N ‖pk−p̃k‖

2k to 0, δ′ to 0, k to ∞ and n to ∞. �
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LEMMA 3.5. There exists ρ :R+ →R+ that satisfies ρ(0+) = 0 such that for
all x, y ∈ Rd and a ∈ A,

|I a(x, y)|
γ̄

≥ 1 − ρ

(
|x − y| + ‖γ − γ̃ ‖ + ∑

k∈N

‖pk − p̃k‖
2k

)
,

where I a(x, y) is given by (3.4) and |I a(x, y)| denotes its Lebesgue measure.

PROOF. First, we observe that∣∣[γ (x, a), γ̄
]∩ [

γ̃ (y, a), γ̄
]∣∣ ≥ γ̄ − γ (x, a) − ∣∣γ (x, a) − γ (y, a)

∣∣− ‖γ − γ̃ ‖.
In addition, we have∣∣Ik(x, a) ∩ Ĩk(y, a)

∣∣ ≥ γ (x, a)pk(x, a) − 2
(∣∣γ (x, a) − γ (y, a)

∣∣+ ‖γ − γ̃ ‖)

− 2γ̄

k∑
l=0

(∣∣pk(x, a) − pk(y, a)
∣∣+ ‖pk − p̃k‖).

Notice also that, for all K ≥ 1,

γ (x, a) − γ (x, a)

K−1∑
k=0

pk(x, a) = γ (x, a)

∞∑
k=K

pk(x, a) ≤ γ̄M

K
,

where M comes from Assumption 2.1(iii). We deduce that for all K ≥ 1,

∣∣I a(x, y)
∣∣ ≥ ∣∣[γ (x, a), γ̄

]∩ [
γ̃ (y, a), γ̄

]∣∣+ K−1∑
k=0

∣∣Ik(x, a) ∩ Ĩk(y, a)
∣∣

≥ γ̄ − γ̄M

K
− (2K + 1)

(∣∣γ (x, a) − γ (y, a)
∣∣+ ‖γ − γ̃ ‖)

− 2γ̄

K−1∑
k=0

(K − k)
(∣∣pk(x, a) − pk(y, a)

∣∣+ ‖pk − p̃k‖).
The conclusion follows immediately from Assumption 2.2. �

4. Dynamic programming: The smooth case. The aim of this section is to
show that, under stringent conditions, the value function satisfies the DPP and
the HJB equation in the classical sense. More precisely, using a result due to
Krylov [22], we prove in Section 4.1 that there exists a classical solution to the
HJB equation. Then, extending the approach of Fleming and Soner [13], we show
that this solution satisfies the DPP in Section 4.2. As a consequence, we deduce
that this solution coincides with the value function.
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4.1. Hamilton–Jacobi–Bellman equation. The proposition below ensures that,
under the following assumptions, there exists a smooth solution to the HJB equa-
tion (2.6).

ASSUMPTION 4.1. (i) g ∈ C3
b(R

d);

(ii) for ϕ = b,σ, γ,pk, c, ϕ(·, a) ∈ C2(Rd) such that ϕ and its partial deriva-
tives are bounded on Rd × A;

(iii) there exists K ∈ N such that pk ≡ 0 for all k ≥ K + 1;
(iv) there exists c > 0 such that

c(x, a) ≥ c ∀(x, a) ∈ Rd × A;
(v) there exists λ > 0 such that

σσ ∗(x, a) ≥ λId ∀(x, a) ∈ Rd × A.

PROPOSITION 4.1. Under Assumption 4.1, there exists u ∈ C1,2
b ([0, T ]×Rd)

valued in [0,1] such that

∂tu(t, x) + inf
a∈A

{
Gau(t, x) − ca(x)u(t, x)

} = 0 ∀(t, x) ∈ [0, T ) ×Rd,

satisfying the terminal condition u(T , ·) = g. In addition, u and its partial deriva-
tives are Hölder continuous on [0, T ] ×Rd .

PROOF. This result is an application of Theorem 6.4.4 in Krylov [22], which
provides existence of smooth solutions for a class of fully nonlinear PDE. The
property that the HJB equation (2.6) belongs to this class follows from Exam-
ple 6.1.8 in [22]. Indeed, under Assumption 4.1, the only issue is to find δ0 > 0
and M0 > 0 such that, for all (x, a) ∈Rd × A,

γ (x, a)

(
K∑

k=0

pk(x, a)Mk
0 − M0

)
− c(x, a)M0 ≤ −δ0,

γ (x, a)

(
K∑

k=0

pk(x, a)(−M0)
k + M0

)
+ c(x, a)M0 ≥ δ0.

Taking M0 = 1, both these inequalities hold with δ0 = c. Hence, Theorem 6.4.4
in [22] ensures that there exists u ∈ C1,2

b ([0, T ] × Rd) solution to the HJB equa-
tion such that ‖u‖ ≤ 1. It also ensures that the partial derivatives of u are Hölder
continuous. Finally, the fact that u ≥ 0 is a straightforward consequence of the
comparison principle stated in Proposition 5.1 below. �
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4.2. Dynamic programming principle. The next proposition ensures that the
solution to the HJB equation given in Proposition 4.1 satisfies the DPP. Denote by
Tt,T the collection of all stopping times taking value in [t, T ].

PROPOSITION 4.2. Under Assumption 4.1, let u be given as in Proposi-
tion 4.1. For all t ∈ [0, T ] and μ = ∑

i∈V δ(i,xi ) ∈ E, it holds that:
(i) for all α ∈A and τ ∈ Tt,T ,

(4.1)
∏
i∈V

u
(
t, xi) ≤ E

[
Γ t,μ,α

τ

∏
i∈V

t,μ,α
τ

u
(
τ,Xi

τ

)];
(ii) for all ε > 0, there exists α ∈ A such that, for all τ ∈ Tt,T ,

(4.2)
∏
i∈V

u
(
t, xi)+ ε ≥ E

[
Γ t,μ,α

τ

∏
i∈V

t,μ,α
τ

u
(
τ,Xi

τ

)]
.

COROLLARY 4.3. Under Assumption 4.1, the map u given in Proposition 4.1
coincides with the value function v and the branching property (2.5) is satisfied. In
particular, the value function is a classical solution to the HJB equation (2.6) and
satisfies the DPP (4.1)–(4.2).

PROOF. By applying Proposition 4.2 with τ ≡ T , we deduce that

v̄(t,μ) = ∏
i∈V

u
(
t, xi).

Taking μ = δ(∅,x), we conclude that u = v and so the identity above turns out to
be the branching property (2.5). �

PROOF OF PROPOSITION 4.2. Once again, we omit the indices (t,μ,α) in
the notation. Let us start by proving (i). Applying Corollary 3.3, we obtain

E

[
Γτ

∏
i∈Vτ

u
(
τ,Xi

τ

)]

= ∏
i∈V

u
(
t, xi)

+E

[∫ τ

t

(
Γs

∑
i∈Vs

(
∂tu + Gαi

s u − cαi
s u
)(

s,Xi
s

) ∏
j∈Vs\{i}

u
(
s,Xj

s

))
ds

]
.

Since u is a nonnegative solution to the HJB equation, we deduce that (i) is sat-
isfied. Let us turn now to the proof of (ii). The idea is to construct a near-optimal
control. Fix ε > 0. In view of Proposition 4.1, the map u and its partial derivatives
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are uniformly continuous in [0, T ] × Rd . Hence, there exists δ > 0 such that for
all |s − s′| ≤ δ, |y − y′| ≤ δ and a ∈ A,

∣∣(∂tu + Gau − cau
)
(s, y) − (

∂tu + Gau − cau
)(

s′, y′)∣∣ ≤ ε

2
.

Let (Bm)m∈N be a partition of Rd in Borel sets of diameter less than δ
2 . We choose

an element ym in each Bm. Similarly, let t = s0 < s1 < · · · < sN = T be a sub-
division of [0, T ] such that sn+1 − sn = T −t

N
≤ δ. Then, for each (n,m), we take

an,m ∈ A such that

(
∂tu + Gan,mu − can,mu

)
(sn, ym) ≤ ε

2
.

Hence, it holds for all s ∈ [sn, sn+1] and |y − ym| ≤ δ,

(4.3)
(
∂tu + Gan,mu − can,mu

)
(s, y) ≤ ε.

We define a near-optimal control process as follows:

αi
s(ω) = an,m if s ∈ (sn, sn+1],Xi

sn
∈ Bm,

where we extend the trajectory of the particle i before its birth by the trajectory
of its ancestors, that is, we set Xi

s := X
j
s whenever i � j ∈ Vs . Applying Corol-

lary 3.3, we get

E

[
Γτ

∏
i∈Vτ

u
(
τ,Xi

τ

)]

= ∏
i∈V

u
(
t, xi)

+E

[∫ τ

t

(
Γs

∑
i∈Vs

(
∂tu + Gαi

s u − cαi
s u
)(

s,Xi
s

) ∏
j∈Vs\{i}

u
(
s,Xj

s

))
ds

]
.

It remains to show that the second term on the right-hand side is bounded from
above by a quantity that can be made arbitrary small. Denote

Fδ :=
{∣∣Xi

s − Xi
sn

∣∣ ≤ δ

2
, i ∈ Vs, s ∈ (sn, sn+1], n = 0, . . . ,N − 1

}
.

By (4.3), it holds

E

[∫ τ

t
Γs

(∑
i∈Vs

(
∂tu + Gαi

s u − cαi
s u
)(

s,Xi
s

) ∏
j∈Vs\{i}

u
(
s,Xj

s

))
ds

]

≤ C
(
ε + sup

a∈A

{∥∥∂tu + Gau − cau
∥∥}P(� \ Fδ)

)
,
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where C = (T − t)eγ̄M(T −t). It remains to evaluate P(� \ Fδ):

P(� \ Fδ) = P

(
sup

0≤n≤N−1
sup

sn<s≤sn+1

sup
i∈Vs

{∣∣Xi
s − Xi

sn

∣∣} >
δ

2

)

≤ P

(
sup

0≤n≤N−1
sup

sn<s≤sn+1

sup
i∈Vs

{∣∣Xi
s − Xi

sn

∣∣} >
δ

2
, Sk > T

)

+ P(Sk ≤ T ),

where Sk is the kth potential jumping time defined in Section 3.1. In view of As-
sumption 4.1(iii), it holds for all s ∈ [t, T ],

Vs ⊂ V ∪ {ii1 · · · il; i ∈ V,0 ≤ i1, . . . , il ≤ K − 1,1 ≤ l ≤ k − 1}.
Since the cardinal of the set on the right-hand side is Ck = |V |∑k−1

l=0 Kl , we deduce
that

P

(
sup

0≤n≤N−1
sup

sn≤s≤sn+1

sup
i∈Vs

{∣∣Xi
s − Xi

sn

∣∣} >
δ

2
, Sk > T

)

≤ NCk sup
0≤n≤N−1

sup
i∈V

sup
α∈A

P

(
sup

sn<s≤sn+1

{∣∣Xt,xi ,α
s − Xt,xi ,α

sn

∣∣} >
δ

2

)
,

where Xt,x,α is the solution of

Xt,x,α
s = x +

∫ s

t
b
(
X

t,x,α
θ , α∅

θ

)
dθ +

∫ s

t
σ
(
X

t,x,α
θ , α∅

θ

)
dB∅

θ , s ≥ t.

Under Assumption 2.1, it follows by classical arguments from the theory of (con-
trolled) diffusions that

P

(
sup

sn<s≤sn+1

{∣∣Xt,x,α
s − Xt,x,α

sn

∣∣} >
δ

2

)
≤ C′(sn+1 − sn)

2

δ4 = C′(T − t)2

N2δ4 ,

where the constant C′ does not depend on x and α. Hence, we deduce that

P(� \ Fδ) ≤ C′
k

Nδ4 + P(Sk ≤ T ),

where C′
k = CkC

′(T − t)2. In addition, Sk − t is bounded from below by the
sum of k independent exponentially distributed random variables with parame-
ters (γ̄ (|V | + lK))0≤l≤k−1. It follows that P(Sk ≤ T ) converges to 0, uniformly
w.r.t. α, as k goes to ∞. Hence, P(� \Fδ) vanishes, uniformly w.r.t. α, as N tends
to ∞. This completes the proof. �

REMARK 4.1. Suppose Assumption 4.1 holds. If we assume further that the
parameters are continuous in a and that there exists a solution to

dXs = b
(
Xs, α̂(s,Xs)

)
ds + σ

(
Xs, α̂(s,Xs)

)
dBs,
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where α̂ : [0, T ] ×Rd → A is given by

Gα̂(s,x)v(s, x) − cα̂(s,x)(x)v(s, x) = inf
a∈A

{
Gav(s, x) − ca(x)v(s, x)

}
.

Then we can show by a classical verification argument that an optimal control
consists in applying at any time s the control α̂(s,Xi

s) to each particle i. We refer
the reader to Fleming and Soner [13] for conditions to ensure the existence of a
(weak) solution to the SDE above.

5. Proof of Theorems 2.2. The aim of this section is to show that the value
function is the unique viscosity solution of the corresponding HJB equation. First,
we derive the uniqueness property from a strong comparison principle stated in
Section 5.1. Then we prove in Section 5.2 that the value function satisfies (2.6) in
the viscosity sense by approximation using smooth value functions corresponding
to small perturbations of the initial problem. In Section 6, we derive the DPP by
using the same approximation procedure.

5.1. Comparison principle. In this section, we give a strong comparison prin-
ciple for the HJB equation. To the best of our knowledge, the comparison principle
for a parabolic PDE such as (2.6) appears solely in [36]. However, for the sake of
completeness, we provide another proof, which is based on an extension of the
arguments in [28].

PROPOSITION 5.1. Under Assumptions 2.1 and 2.2, let u1 and u2 be respec-
tively viscosity subsolution and supersolution valued in [−1,1] of the HJB equa-
tion (2.6). If u1(T , ·) ≤ u2(T , ·) in Rd , then u1 ≤ u2 in [0, T ] × Rd . In particu-
lar, there exists at most one viscosity solution valued in [−1,1] to the HJB equa-
tion (2.6).

PROOF. First step. Let H : Rd ×R×Rd ×Rd×d →R be the Hamiltonian of
the HJB equation, that is,

H(x, r,p,X) := inf
a∈A

{
b(x, a) · p + 1

2
tr
(
σσ ∗(x, a)X

)
(5.1)

+ Ga(x, r) − c(x, a)r

}
,

where Ga :Rd ×R →R is given by

Ga(x, r) := γ (x, a)

(∑
k≥0

pk(x, a)rk − r

)
∀r ∈ [−1,1],

and Ga(x, r) = Ga(x,1) for all r ≥ 1, Ga(x, r) = Ga(x,−1) for all r ≤ −1. Let
us show first that there exists K > 0 such that for all x ∈ Rd , p ∈ Rd , X ∈ Rd×d

and r1 ≤ r2,

H(x, r2,p,X) − H(x, r1,p,X) ≤ K(r2 − r1).
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We start by observing that, for all x ∈Rd , a ∈ A and r1, r2 ∈ [−1,1],
(5.2)

∣∣∣∣∑
k≥0

pk(x, a)
(
rk

2 − rk
1
)∣∣∣∣ ≤ M|r2 − r1|,

where the constant M appears in Assumption 2.1(iii). Since c and γ are nonnega-
tive, it follows that for all r1 ≤ r2,

H(x, r2,p,X) − H(x, r1,p,X) ≤ sup
a∈A

{
Ga(x, r2) − Ga(x, r1)

} ≤ K(r2 − r1),

where K = γ̄M . Now let ũ1 := eλtu1 and ũ2 := eλtu2 with λ = K + 1. One easily
checks that ũ1 and ũ2 are respectively viscosity subsolution and supersolution of

(5.3) ∂tu(t, x) + H̃
(
t, x, u(t, x),Dxu(t, x),D2

xu(t, x)
) = 0,

where H̃ : [0, T ] ×Rd ×R×Rd ×Rd×d →R is given by

H̃ (t, x, r,p,X) := −λr + eλtH
(
x, e−λt r, e−λtp, e−λtX

)
.

From the calculation above, it follows that, for all r ≤ s,

(5.4) H̃ (t, x, s,p,X) − H̃ (t, x, r,p,X) ≤ −(s − r).

In the rest of the proof, we are going to prove the comparison principle for (5.3),
that is, ũ1 ≤ ũ2, which clearly yields u1 ≤ u2.

Second step. Now we prove that we can assume w.l.o.g. that ũ1 − ũ2 reaches its
maximum in a compact subset of [0, T ] ×Rd . Indeed, if it is not the case, we can
replace ũ2 by ũε

2 := ũ2 + εφ with ε > 0 and φ(t, x) := e−ρt (1 +|x|2). Let us show
that ũε

2 is a viscosity supersolution of (5.3) if ρ is sufficiently large.
Fix (t, x) ∈ [0, T ) × Rd and let ψ ∈ C1,2([0, T ] × Rd) be such that (t, x) is a

minimum point of ũε
2 − ψ and ũε

2(t, x) = ψ(t, x). We want to prove that, for ρ

sufficiently large,

∂tψ(t, x) + H̃
(
t, x,ψ(t, x),Dxψ(t, x),D2

xψ(t, x)
)≤ 0.

First, since ũ2 is a viscosity supersolution of (5.3), one has

∂tψ
ε(t, x) + H̃

(
t, x,ψε(t, x),Dxψ

ε(t, x),D2
xψ

ε(t, x)
) ≤ 0,

with ψε := ψ − εφ. Further, it follows from (5.4) that

H̃
(
t, x,ψ(t, x),Dxψ(t, x),D2

xψ(t, x)
)

− H̃
(
t, x,ψε(t, x),Dxψ

ε(t, x),D2
xψ

ε(t, x)
) ≤ (C − 1)εφ,

for some constant C > 0. We deduce that

∂tψ(t, x) + H̃
(
t, x,ψ(t, x),Dxψ(t, x),D2

xψ(t, x)
)≤ (C − 1 − ρ)εφ.

Hence, if ρ ≥ C − 1, ũε
2 is a viscosity supersolution of (5.3).
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Third step. To conclude, we argue by contradiction to show that ũ1 ≤ ũε
2, which

yields the desired result by sending ε to zero. Assume that

M∗ := sup
[0,T ]×Rd

{
ũ1 − ũε

2
}
> 0.

Since ũ1(T , ·) ≤ ũε
2(T , ·) and lim|x|→∞ sup[0,T ] {ũ1(·, x) − ũε

2(·, x)} = −∞, there
exists an open bounded set O of Rd such that the supremum above is attained in
[0, T )×O and sup[0,T ]×∂O {ũ1 − ũε

2} < M∗. Now we use the classical dedoubling
variable technique. Consider, for any δ > 0, the function

φδ(t, s, x, y) := 1

δ

(|t − s|2 + |x − y|2),
and denote

M∗
δ := max

[0,T ]2×Ō2

{
ũ1(t, x) − ũε

2(s, y) − φδ(t, s, x, y)
}
.

Let (tδ, sδ, xδ, yδ) be an argument of the maximum above. It is well known (see,
e.g., [9], Lemma 3.1) that

lim
δ→0

M∗
δ = M∗ and lim

δ→0
φδ(tδ, sδ, xδ, yδ) = 0.

In particular, it follows that (tδ, sδ, xδ, yδ) ∈ [0, T )2 × O2 for δ small enough. In
view of the celebrated Ishii lemma (see, e.g., [9], Theorem 8.3), there exist X,Y ∈
Rd×d such that

(5.5)
(
X 0
0 −Y

)
≤ 3

δ

(
Id −Id

−Id Id

)
,

and
1

δ
(tδ − sδ) + H̃

(
tδ, xδ, ũ1(tδ, xδ),

1

δ
(xδ − yδ),X

)
≥ 0,

1

δ
(tδ − sδ) + H̃

(
sδ, yδ, ũ

ε
2(sδ, yδ),

1

δ
(xδ − yδ), Y

)
≤ 0.

From (5.4) and the two inequalities above, it follows that

M∗ ≤ M∗
δ ≤ ũ1(tδ, xδ) − ũε

2(sδ, yδ)

≤ H̃

(
tδ, xδ, ũ

ε
2(sδ, yδ),

1

δ
(xδ − yδ),X

)

− H̃

(
sδ, yδ, ũ

ε
2(sδ, yδ),

1

δ
(xδ − yδ), Y

)
.

In view of Lemma 5.2 below, it yields that

0 < M∗ ≤ ρ

(
|tδ − sδ| + |xδ − yδ| + 1

δ
|xδ − yδ|2

)(
1 + ũε

2(sδ, yδ)
)
,
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where ρ : R+ → R+ satisfies ρ(0+) = 0. Since ũε
2 is bounded on [0, T ] × O,

the term on the right-hand side tends to zero as δ goes to infinity, which leads
to a contradiction. It follows that ũ1 ≤ ũε

2. By sending ε to zero, we deduce that
ũ1 ≤ ũ2 and so u1 ≤ u2. �

LEMMA 5.2. With the notation of the proof above, there exists ρ : R+ → R+
that satisfies ρ(0+) = 0 such that

H̃

(
t, x, r,

1

δ
(x − y),X

)
− H̃

(
s, y, r,

1

δ
(x − y),Y

)

≤ ρ

(
|t − s| + |x − y| + 1

δ
|x − y|2

)
(1 + r),

for all t, s ∈ [0, T ], x, y ∈ Rd , r ∈ R, X,Y ∈ Rd×d satisfying (5.5).

PROOF. Recall the well-known calculation, for every U,V ∈Rd×m,

tr
(
UU∗X − V V ∗Y

) = tr
((

UU∗ UV ∗
V U∗ V V ∗

)(
X 0
0 −Y

))

≤ 3

δ
tr
((

UU∗ UV ∗
V U∗ V V ∗

)(
Id Id

Id −Id

))

≤ 3

δ
tr
(
(U − V )(U − V )∗

)
.

It follows that there exists C > 0 such that for all t, s ∈ [0, T ], x, y ∈ Rd , X,Y ∈
Rd×d satisfying (5.5),

H̃

(
t, x, r,

1

δ
(x − y),X

)
− H̃

(
s, y, r,

1

δ
(x − y),Y

)

≤ C

δ
|x − y|2

+ sup
a∈A

{(
c(y, a) − c(x, a)

)
r + eλtGa(x, re−λt )− eλsGa(y, re−λs)}.

Further, by using (5.2) and ‖G‖ ≤ 2γ̄ , a straightforward calculation yields∣∣eλtGa(x, re−λt )− eλsGa(y, re−λs)∣∣
≤ 2γ̄

∣∣eλt − eλs
∣∣+ γ̄ (M + 1)e2λT

∣∣e−λt − e−λs
∣∣

+ 2eλT
∣∣γ (x, a) − γ (y, a)

∣∣+ γ̄ eλT
∑
k≥0

∣∣pk(x, a) − pk(y, a)
∣∣.

The conclusion follows immediately by Assumption 2.2. �
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5.2. Approximation procedure. In this section, we show that the value func-
tion satisfies the branching property (2.5) and the HJB equation (2.6) in the vis-
cosity sense. The idea of the proof is to approximate the value function v by a
sequence of smooth value functions (vn)n∈N corresponding to small perturbations
of the original problem.

Let (ρn)n∈N be a family of mollifiers, for example, ρn(x) = ndρ(nx) where

(5.6) ρ(x) = exp
(
− 1

1 − |x|2
)
1|x|<1.

We construct smooth approximations of the parameters as follows: bn(·, a) =
b(·, a) ∗ ρn, σn(·, a) = σ(·, a) ∗ ρn, γn(·, a) = γ (·, a) ∗ ρn, gn = g ∗ ρn, cn(·, a) =
c(·, a) ∗ ρn + 1

n
, pn,k(·, a) = pk(·, a) ∗ ρn for all k < n and

pn,n = 1 −
n−1∑
k=0

pn,k.

Clearly, these parameters satisfy Assumption 4.1(i)–(iv). The uniform ellipticity
condition (v) is more delicate to obtain. To this end, we start by enlarging the
probability space.

Let (�̃, (F̃s)s≥0, P̃) be a filtered probability space embedded with (B̃i)i∈I a
family of independent d-dimensional Brownian motions. Define the enlarged prob-
ability space (� × �̃, (Fs ⊗ F̃s)s≥0,P ⊗ P̃) and, by abuse of notation, for all
(ω, ω̃) ∈ � × �̃, Bi(ω, ω̃) = Bi(ω), Qi(ω, ω̃) = Qi(ω) and B̃i(ω, ω̃) = B̃i(ω̃).
Clearly, (Bi, B̃i,Qi)i∈I is a family of independent Brownian motions and Pois-
son random measures in the enlarged probability space. Denote also by Ã the
collection of α = (αi)i∈I where αi : R+ × � × �̃ → A is a predictable process
w.r.t. (Fs ⊗ F̃s)s≥0.

Fix t ∈ [0, T ] and μ = ∑
i∈V δ(i,xi ) ∈ E. For the sake of clarity, we omit the

indices (t,μ) in the notation. Given α ∈ Ã, we define

Zn,α
s = ∑

i∈V
n,α
s

δ
(i,X

n,i
s )

, s ≥ t,

as the population process on the enlarged probability space corresponding to the
branching parameters γn and (pn,k)0≤k≤n, and the diffusion

dXn,i
s = bn

(
Xn,i

s , αi
s

)
ds + σn

(
Xn,i

s , αi
s

)
dBi

s + 1√
n

dB̃i
s .

In addition, we define the cost function J̄n : [0, T ] × E × Ã→ [0,1] by

J̄n(t,μ,α) := Ẽ

[
Γ

n,α
T

∏
i∈V

n,α
T

gn

(
X

n,i
T

)]
,
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where Ẽ denotes the expectation w.r.t. P⊗ P̃ and

Γ
n,α
T := exp

(
−
∫ T

t

∑
i∈V

n,α
s

cn

(
Xn,i

s , αi
s

)
ds

)
.

Similarly, we define both the value functions v̄n : [0, T ] × E → [0,1] and vn :
[0, T ] ×Rd → [0,1] by

v̄n(t,μ) := inf
α∈Ã

J̄n(t,μ,α) and vn(t, x) := v̄n(t, δ(∅,x)).

In view of Corollary 4.3, the value function vn satisfies in the classical sense

∂tvn(t, x) + Hn

(
x, vn(t, x),Dxvn(t, x),D2

xvn(t, x)
) = 0,

where Hn :Rd × [0,1] ×Rd ×Rd×d →R is given by

Hn(x, r,p,X) := inf
a∈A

{
bn(x, a) · p + 1

2
tr
((

σnσ
∗
n (x, a) + 1

n
Id

)
X

)

+ γn(x, a)

(
n∑

k=0

pn,k(x, a)rk − r

)
− cn(x, a)r

}
.

By Lemma 5.3 below, vn converges uniformly to v. In addition, since ‖bn − b‖,
‖σn −σ‖, ‖γn −γ ‖, ‖pn,k −pk‖, ‖cn − c‖ and ‖gn −g‖ vanishes as n goes to ∞,
one easily checks that Hn converges locally uniformly to H given by (5.1). Hence,
it follows from the stability of viscosity solutions (see, e.g., Lemma II.6.2 in [13])
that v is a viscosity solution of the HJB equation (2.6).

Similarly, in view of Corollary 4.3, it holds that

v̄n(t,μ) = ∏
i∈V

vn

(
t, xi).

Taking the limit n → ∞, it follows from Lemma 5.3 below that the branching
property (2.5) is satisfied.

LEMMA 5.3. With the notation above, it holds that

lim
n→∞ sup

xi∈Rd ,i∈V

sup
t∈[0,T ]

∣∣v̄n(t,μ) − v̄(t,μ)
∣∣ = 0.

PROOF. By abuse of notation, given α ∈ Ã, we denote once again by Zα =∑
i∈V α δ(i,Xi) the solution of (2.2) in the enlarged probability space. Let J̄∞ :

[0, T ] × E × Ã→ [0,1] be given by

J̄∞(t,μ,α) := Ẽ

[
Γ α

T

∏
i∈V α

T

g
(
Xi

T

)]
.
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First, we observe that for all α ∈ Ã,∣∣J̄∞(t,μ,α) − J̄n(t,μ,α)
∣∣

≤ P⊗ P̃
(
� × �̃ \ Fn

δ

)
+ Ẽ

[∣∣Γ α
T − Γ

n,α
T

∣∣1Fn
δ

]+ Ẽ

[∣∣∣∣ ∏
i∈V α

T

g
(
Xi

T

)− ∏
i∈V

n,α
T

gn

(
X

n,i
T

)∣∣∣∣1Fn
δ

]
,

where

Fn
δ := {

V α
s = V n,α

s ,
∣∣Xi

s − Xn,i
s

∣∣ ≤ δ, i ∈ V α
s , s ∈ [t, T ]}.

Using |e−x − e−y | ≤ |x − y| for all x, y ≥ 0, the second term on the right-hand
side can be bounded as follows:

Ẽ
[∣∣Γ α

T − Γ
n,α
T

∣∣1Fn
δ

] ≤ Ẽ

[∫ T

t

∑
i∈V α

s

∣∣c(Xi
s, α

i
s

)− cn

(
Xn,i

s , αi
s

)∣∣ds1Fn
δ

]
.

Regarding the third term, we start by observing that for k ≥ 0, (x1, . . . , xk) and
(y1, . . . , yk) in [0,1]k , ∣∣∣∣∣

k∏
l=1

xl −
k∏

l=1

yl

∣∣∣∣∣ ≤
k∑

l=1

|xl − yl|.

Then it follows that

Ẽ

[∣∣∣∣ ∏
i∈V α

T

g
(
Xi

T

)− ∏
i∈V

n,α
T

gn

(
X

n,i
T

)∣∣∣∣1Fn
δ

]

≤ Ẽ

[ ∑
i∈V α

T

∣∣g(Xi
s

)− gn

(
Xn,i

s

)∣∣1Fn
δ

]
.

Given ε > 0, we take δ > 0 such that |c(y, a)−c(y′, a)| ≤ ε and |g(y)−g(y′)| ≤ ε

for all |y − y′| ≤ δ and a ∈ A. We deduce that∣∣J̄∞(t,μ,α) − J̄n(t,μ,α)
∣∣≤ P⊗ P̃

(
� × �̃ \ Fn

δ

)
+ CT

(‖cn − c‖ + ε
)+ C

(‖gn − g‖ + ε
)
,

where C = |V |eγ̄MT . Further, Proposition 3.4 ensures that the quantity P⊗ P̃(�×
�̃ \ Fn

δ ) vanishes, uniformly w.r.t. t , (xi)i∈V and α, as n tends to infinity. We
deduce that

lim
n→∞ sup

xi∈Rd ,i∈V

sup
t∈[0,T ]

sup
α∈Ã

∣∣J̄∞(t,μ,α) − J̄n(t,μ,α)
∣∣= 0.

It follows that

lim
n→∞ sup

xi∈Rd ,i∈V

sup
t∈[0,T ]

∣∣v̄∞(t,μ) − v̄n(t,μ)
∣∣ = 0,
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where

v̄∞(t,μ) = inf
α∈Ã

J̄∞(t,μ,α).

To conclude, it remains to show that v̄ coincide with v̄∞. Given α ∈ Ã and ω̃ ∈ �̃,
we define αω̃ : R+ × � → A by αω̃

s (ω) := α(s,ω, ω̃). It is clear that, ω̃ ∈ �̃ being
fixed, αω̃ ∈ A. Since dB̃i appears with coefficient 0 in (2.1) for all i ∈ I , it follows
that

J̄∞(t,μ,α) =
∫
�̃

J̄
(
t,μ,αω̃)P̃(dω̃) ≥ v̄(t,μ).

We deduce that v̄∞ ≥ v̄. The other inequality is obvious by natural injection of A
into Ã. �

6. Dynamic programming principle. The aim of this section is to derive
the DPP satisfied by the value function. Recall that, under Assumption 4.1, the
DPP (4.1)–(4.2) holds by Corollary 4.3. For the general case, we use the same ap-
proximation procedure described in Section 5.2. Note that the formulation of the
DPP differs from Proposition 4.2 as we need to work in the enlarged probabil-
ity space. Denote by T̃t,T the collection of all stopping times w.r.t. (Fs ⊗ F̃s)s≥0
valued in [t, T ].

THEOREM 6.1. With the notation of Section 5.2, for all t ∈ [0, T ] and μ =∑
i∈V δ(i,xi ) ∈ E, it holds that:

(i) for all α ∈ Ã and τ ∈ T̃t,T ,
∏
i∈V

v
(
t, xi) ≤ Ẽ

[
Γ t,μ,α

τ

∏
i∈V

t,μ,α
τ

v
(
τ,Xi

τ

)];
(ii) for all ε > 0, there exists α ∈ Ã such that, for all τ ∈ T̃t,T ,

∏
i∈V

v
(
t, xi)+ ε ≥ Ẽ

[
Γ t,μ,α

τ

∏
i∈V

t,μ,α
τ

v
(
τ,Xi

τ

)]
.

REMARK 6.1. In view of the branching property (2.5), the formulation of the
DPP above is equivalent to

v̄(t,μ) = inf
α∈Ã

inf
τ∈T̃t,T

Ẽ
[
v̄
(
τ,Zt,μ,α

τ

)] = inf
α∈Ã

sup
τ∈T̃t,T

Ẽ
[
v̄
(
τ,Zt,μ,α

τ

)]
.

PROOF. Once again, we omit the indices (t,μ) in the notation. We start by
proving (i). By Corollary 4.3, we have for all α ∈ Ã and τ ∈ T̃t,T ,

(6.1)
∏
i∈V

vn

(
t, xi) ≤ Ẽ

[
Γ n,α

τ

∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)]
.
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Further, it holds that

Ẽ

[∣∣∣∣Γ α
τ

∏
i∈V α

τ

v
(
τ,Xi

τ

)− Γ n,α
τ

∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)∣∣∣∣
]

≤ P⊗ P̃
(
� × �̃ \ Fn

δ

)
+ Ẽ

[∣∣Γ α
τ − Γ n,α

τ

∣∣1Fn
δ

]+ Ẽ

[∣∣∣∣ ∏
i∈V α

τ

v
(
τ,Xi

τ

)− ∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)∣∣∣∣1Fn
δ

]
,

where

Fn
δ := {

V α
s = V n,α

s ,
∣∣Xi

s − Xn,i
s

∣∣ ≤ δ, i ∈ V α
s , s ∈ [t, T ]}.

Using the same arguments as in the proof of Lemma 5.3, we derive that

lim
n→∞ Ẽ

[
Γ n,α

τ

∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)] = Ẽ

[
Γ α

τ

∏
i∈V α

τ

v
(
τ,Xi

τ

)]
.

Notice that these arguments allow to prove that the convergence is uniform w.r.t.
τ ∈ T̃t,T . To conclude, it remains to take the limit n → ∞ in (6.1). Let us turn now
to the proof of (ii). Fix ε > 0. In view of the above, we choose n ∈ N sufficiently
large to ensure that, for all τ ∈ T̃t,T ,∣∣∣∣Ẽ

[
Γ α

τ

∏
i∈V α

τ

v
(
τ,Xi

τ

)]− Ẽ

[
Γ n,α

τ

∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)]∣∣∣∣ ≤ ε

3
.

Then, by Corollary 4.3, we take α ∈ Ã such that for all τ ∈ Tt,T ,

∏
i∈V

vn

(
t, xi)+ ε

3
≥ Ẽ

[
Γ n,α

τ

∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)]
.

We conclude as follows:∏
i∈V

v
(
t, xi) ≥ ∏

i∈V

vn

(
t, xi)− ε

3
≥ Ẽ

[
Γ n,α

τ

∏
i∈V

n,α
τ

vn

(
τ,Xn,i

τ

)]− 2ε

3

≥ Ẽ

[
Γ α

τ

∏
i∈V α

τ

v
(
τ,Xi

τ

)]− ε.
�
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