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CRAMER-TYPE MODERATE DEVIATIONS FOR STUDENTIZED
TWO-SAMPLE U-STATISTICS WITH APPLICATIONS

BY JINYUAN CHANG"*T, QI-MAN SHA0?># AND WEN-XIN ZHOU> %

Southwestern University of Finance and Economics,* University of Melbourne,’
Chinese University of Hong Kongi and Princeton University§

Two-sample U -statistics are widely used in a broad range of applications,
including those in the fields of biostatistics and econometrics. In this paper,
we establish sharp Cramér-type moderate deviation theorems for Studentized
two-sample U-statistics in a general framework, including the two-sample
t-statistic and Studentized Mann—Whitney test statistic as prototypical exam-
ples. In particular, a refined moderate deviation theorem with second-order
accuracy is established for the two-sample ¢-statistic. These results extend the
applicability of the existing statistical methodologies from the one-sample
t-statistic to more general nonlinear statistics. Applications to two-sample
large-scale multiple testing problems with false discovery rate control and
the regularized bootstrap method are also discussed.

1. Introduction. The U -statistic is one of the most commonly used nonlinear
and nonparametric statistics, and its asymptotic theory has been well studied since
the seminal paper of Hoeffding (1948). U -statistics extend the scope of parametric
estimation to more complex nonparametric problems and provide a general theo-
retical framework for statistical inference. We refer to Koroljuk and Borovskich
(1994) for a systematic presentation of the theory of U -statistics, and to Kowalski
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and Tu (2007) for more recently discovered methods and contemporary applica-
tions of U -statistics.

Applications of U -statistics can also be found in high dimensional statisti-
cal inference and estimation, including the simultaneous testing of many differ-
ent hypotheses, feature selection and ranking, the estimation of high dimensional
graphical models and sparse, high dimensional signal detection. In the context of
high dimensional hypothesis testing, for example, several new methods based on
U -statistics have been proposed and studied in Chen and Qin (2010), Chen, Zhang
and Zhong (2010) and Zhong and Chen (2011). Moreover, Li et al. (2012) and Li,
Zhong and Zhu (2012) employed U-statistics to construct independence feature
screening procedures for analyzing ultrahigh dimensional data.

Due to heteroscedasticity, the measurements across disparate subjects may dif-
fer significantly in scale for each feature. To standardize for scale, unknown nui-
sance parameters are always involved and a natural approach is to use Studentized,
or self-normalized statistics. The noteworthy advantage of Studentization is that
compared to standardized statistics, Studentized ratios take heteroscedasticity into
account and are more robust against heavy-tailed data. The theoretical and numer-
ical studies in Delaigle, Hall and Jin (2011) and Chang, Tang and Wu (2013, 2016)
evidence the importance of using Studentized statistics in high dimensional data
analysis. As noted in Delaigle, Hall and Jin (2011), a careful study of the moderate
deviations in the Studentized ratios is indispensable to understanding the common
statistical procedures used in analyzing high dimensional data.

Further, it is now known that the theory of Cramér-type moderate deviations for
Studentized statistics quantifies the accuracy of the estimated p-values, which is
crucial in the study of large-scale multiple tests for controlling the false discovery
rate [Fan, Hall and Yao (2007), Liu and Shao (2010)]. In particular, Cramér-type
moderate deviation results can be used to investigate the robustness and accuracy
properties of p-values and critical values in multiple testing procedures. However,
thus far, most applications have been confined to #-statistics [Cao and Kosorok
(2011), Delaigle, Hall and Jin (2011), Fan, Hall and Yao (2007), Wang and Hall
(2009)]. It is conjectured in Fan, Hall and Yao (2007) that analogues of the theoret-
ical properties of these statistical methodologies remain valid for other resampling
methods based on Studentized statistics. Motivated by the above applications, we
are attempting to develop a unified theory on moderate deviations for more general
Studentized nonlinear statistics, in particular, for two-sample U -statistics.

The asymptotic properties of the standardized U -statistics are extensively stud-
ied in the literature, whereas significant developments are achieved in the past
decade for one-sample Studentized U -statistics. We refer to Wang, Jing and Zhao
(2000) and the references therein for Berry—Esseen-type bounds and Edgeworth
expansions. The results for moderate deviations can be found in Vandemaele and
Veraverbeke (1985), Lai, Shao and Wang (2011) and Shao and Zhou (2016). The
results in Shao and Zhou (2016) paved the way for further applications of statistical
methodologies using Studentized U -statistics in high dimensional data analysis.
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Two-sample U -statistics are also commonly used to compare the different
(treatment) effects of two groups, such as an experimental group and a control
group, in scientifically controlled experiments. However, due to the structural com-
plexities, the theoretical properties of the two-sample U -statistics have not been
well studied. In this paper, we establish a Cramér-type moderate deviation theo-
rem in a general framework for Studentized two-sample U -statistics, especially
the two-sample ¢-statistic and the Studentized Mann—Whitney test. In particular, a
refined moderate deviation theorem with second-order accuracy is established for
the two-sample 7-statistic.

The paper is organized as follows. In Section 2, we present the main results
on Cramér-type moderate deviations for Studentized two-sample U -statistics as
well as a refined result for the two-sample #-statistic. In Section 3, we investigate
statistical applications of our theoretical results to the problem of simultaneously
testing many different hypotheses, based particularly on the two-sample #-statistics
and Studentized Mann—Whitney tests. Section 4 shows numerical studies. A dis-
cussion is given in Section 5. All the proofs are relegated to the supplementary
material [Chang, Shao and Zhou (2016)].

2. Moderate deviations for Studentized U -statistics. We use the following
notation throughout this paper. For two sequences of real numbers a, and b,, we
write a, =< b, if there exist two positive constants cy, ¢ such that ¢; <a, /b, <
¢y for all n > 1, we write a, = O (b,,) if there is a constant C such that |a,| <
C|by| holds for all sufficiently large n, and we write a, ~ b, and a, = o(b,),
respectively, if lim,_, o a, /b, = 1 and lim,,_, c a,, /b,, = 0. Moreover, for two real
numbers a and b, we write for ease of presentation that a vV b = max(a, b) and
a Ab=min(a, b).

2.1. A review of Studentized one-sample U -statistics. We start with a brief re-
view of Cramér-type moderate deviation for Studentized one-sample U -statistics.
For an integer s > 2 and for n > 2s, let X1, ..., X,, be independent and identically
distributed (i.i.d.) random variables taking values in a metric space (X, G), and let
h: X4+ R be a symmetric Borel measurable function. Hoeffding’s U -statistic
with a kernel & of degree s is defined as

1
Un=_ Z h(Xl']a-“’Xl'_\v)’

5)
s/ 1<iyj<--<ig<n
which is an unbiased estimate of 6 = E{h(X1, ..., X;)}. In particular, we focus on
the case where X is the Euclidean space R" for some integer » > 1. When r > 2,
write X; =(X},...,X{)Tf0ri =1,...,n.

Let

hi(x) =E{h(X1,....,X,)|X; =x}  foranyx=(x',... x") eR’
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and
02=Var{h1(X1)}, v,%:var{h(Xl,Xz,...,Xs)}.
Assume that 0 < 0> < oo, then the standardized nondegenerate U -statistic is given
by
nl/2
Z,=——U, —0).
so

Because o is usually unknown, we are interested in the following Studentized
U -statistic:
T
§O

where 52 denotes the leave-one-out jackknife estimator of o> given by
o =D 2 .
o0 =—2 i — U with
(n _ S)2 ;(QI l’l)

1

n—1 Z h(XiaXEP-H’XZS_])-
(s—l) 1<lyi<--<ls_1<n
£;#i for each j=1,...,s—1

Shao and Zhou (2016) established a general Cramér-type moderate devia-
tion theorem for Studentized nonlinear statistics, in particular for Studentized U -
statistics.

THEOREM 2.1. Assume that v, := [E{|h1(X1) — 0|P}]Y/P < oo for some
2 < p < 3. Suppose that there are constants co > 1 and k > 0 such that for all
X1,...,xs €R,

N
(2.2) {Mm,””%)—Qffﬂ@&v2+§:MNM)—9f]
i=1
Then there exist constants C, ¢ > 0 depending only on d such that
P(U, >
75—75?5%::1,+—0(1)uyp/o)P(14—x)Pn‘—P/2+-¢¢/24—vh/o)(14—x)3n—‘ﬂ}
—d(x

holds uniformly for 0 < x < cmin{(a/v,)n'/>=V? (n/as)'/%}, where |O(1)| < C
and a; = max(cok, co + §). In particular, we have

P(U, > x)
- >
1—®x)

holds uniformly in x € [0, o(n'/2=1/pry).
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Condition (2.2) is satisfied for a large class of U-statistics. Below are some
examples.

Statistic Kernel function co K
t-statistic h(x1,x2) =0.5(x1 + x2) 2 0
Sample variance h(x1, x) = 0.5(x] — x2)2 10 0/0)?
Gini’s mean difference h(xy,x2) = |x1 — x2| 8 (9/0)2
One-sample Wilcoxon’s statistic h(x1,xp) =1{x; +xp <0} 1 o2
Kendall’s T h(xy, x2) = 21{(x3 — x)(x —x]) > 0} 1 o2

2.2. Studentized two-sample U-statistics. Let X = {Xy,...,X,,} and Y =
{Y1,..., Yy} be two independent random samples, where X" is drawn from a prob-
ability distribution P and ) is drawn from another probability distribution Q. With
s1 and s> being two positive integers, let

h(X1, .oy Xs 3 V1o v ey Vsy)

be a kernel function of order (s1, s2) which is real and symmetric both in its first
s1 variates and in its last s, variates. It is known that a nonsymmetric kernel can
always be replaced with a symmetrized version by averaging across all possible
rearrangements of the indices.

Set 0 :=E{h(Xy,..., Xg: Y1,...,Ys,)}, and let

1
U,;:W > > h(Xiys s Xig 5 Yo oos Y,

S1/8827 1<iy<--<is <ny 11 << s, <na

be the two-sample U -statistic, where n = (n1, n3). To lighten the notation, we

write Xi,._i, = (Xiy.... Xi). Y. = (Y. ... ¥},) such that
hXiy,ies Y j) =h(Xi oo X Yoo Y,

and define

03 hi(x) =E{hX1,. s Y1, ) X1 =x},

ha(y) =E{h(Xi,._ 53 Y1, Y1 =y}

Also let v = var{h (X155 Y1,..5,)} 0 = var{h1(X;)}, 0F = var{ha(Y;)} and
(2.4) o’ =0l 407, o2 = slzalznl_l + s%azznz_l.

For the standardized two-sample U -statistic of the form o ! (U; —0), auniform
Berry-Esseen bound of order O{(n; A n>)~1/2} was obtained by Helmers and
Janssen (1982) and Borovskich (1983). Using a concentration inequality approach,
Chen and Shao (2007) proved a refined uniform bound and also established an
optimal nonuniform Berry—Esseen bound. For large deviation asymptotics of two-
sample U -statistics, we refer to Nikitin and Ponikarov (2006) and the references
therein.
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Here, we are interested in the following Studentized two-sample U -statistic:

(2.5) ﬁ,—,z&,—l—l(Uﬁ—@ Wltha——slzaln] +5202n21,
where
, 1o AN , 1k 12
o = gGi——) qi|. G=—=) |pi——). P
and
1
4 = > > h(Xijin,is; s Y i jiy )
(Sl—l)(sz) I<ip<e<isy <ny 15j1 << s, <np

1
pj= > > h(Xi,is 3 Y joseesisy)-

1
(sl)(ﬁzz_l) I<ij<e<isy <ny 1< jp<<js, <nap
1 2

Note that 812 and 822 are leave-one-out jackknife estimators of 012 and 022, respec-
tively.

2.2.1. Moderate deviations for U;. For p>2,let
2.6) vi.p=[E{|h1(X1))—0["}]"? and v, =[E{|ha(¥1) —6|"}]"7.
Moreover, put
s =151Vs2, n=my,nm), n=niyAnp

and

12

ny+ny .

An = vh(i2 5 ) with v,zl =var{h(X1, s Y1, .5)}
oyny +o5ng

The following result gives a Cramér-type moderate deviation for Ui given in (2.5)

under mild assumptions. A self-contained proof can be found in the supplementary

material [Chang, Shao and Zhou (2016)].

THEOREM 2.2. Assume that there are constants cy > 1 and k > 0 such that
2 L ) & 2
Q7 |h(xy) —6)° < co|:Ko*2 + ) {hiG) =0} + ) {ha(yj) — 0} }
i=1 j=1

forallx=(x1,...,x5) andy = (y1,...,Ys,), where o2 is given in (2.4). Assume
that vy, and vy ), are finite for some 2 < p < 3. Then there exist constants C, ¢ > 0
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independent of n| and n» such that

P(U; > x)
1—®(x)
(2.8) o ivfp(l—i-x)l’ @ ) )3<n1+n2)1/2}
=1+ —L 4 (@) + M)A+ ———
o ofnf*! ! ! niny
holds uniformly for

: 2—-1 2—1 6
0 <x <emin[(o1/v1, p))nt> 7", (02/v2, )b > a7 Vo nina(ny + n2)} '),
where |0 (1)| < C and ag = max(cok, co + §). In particular, as n — oo,
P(Ui = x)
— =
1 —®(x)
holds uniformly in x € [0, o(n'/?~1/Py).

(2.9

Theorem 2.2 exhibits the dependence between the range of uniform conver-
gence of the relative error in the central limit theorem and the optimal moment
conditions. In particular, if p = 3, the region becomes 0 < x < O (n'/°). See The-
orem 2.3 in Jing, Shao and Wang (2003) for similar results on self-normalized
sums. Under higher order moment conditions, it is not clear if our technique can
be adapted to provide a better approximation for the tail probability P(Uj; > x) for
x lying between n!/6 and n'/? in order.

It is also worth noticing that many commonly used kernels in nonparametric
statistics turn out to be linear combinations of the indicator functions and, there-
fore, satisfy condition (2.7) immediately.

2.2.2. Two-sample t-statistic. As a prototypical example of two-sample U-
statistics, the two-sample ¢-statistic is of significant interest due to its wide appli-
cability. The advantage of using #-tests, either one-sample or two-sample, is their
high degree of robustness against heavy-tailed data in which the sampling distri-
bution has only a finite third or fourth moment. The robustness of the ¢-statistic
is useful in high dimensional data analysis under the sparsity assumption on the
signal of interest. When dealing with two experimental groups, which are typically
independent, in scientifically controlled experiments, the two-sample ¢-statistic is
one of the most commonly used statistics for hypothesis testing and constructing
confidence intervals for the difference between the means of the two groups.

Let X ={Xji,..., X;,} be arandom sample from a one-dimensional population
with mean w1 and variance 012, andlet Y ={Y1, ..., Y,,} be arandom sample from
another one-dimensional population with mean p, and variance 022 independent
of X'. The two-sample ¢-statistic is defined as

. X-Y

Ti = - ;
~) — ~2 —1
yoin, +oyn,
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where i = (n1,n2), X =n; ' YL, X;, ¥ =ny! z’%; Y; and

Z(X X 6= Z(Y -1

nyp—1°+4

Conp—1¢
The following result is a direct consequence of Theorem 2.2.

THEOREM 2.3. Assume that ) = o, and E(|X1]P) < 0o, E(|Y1]?) < oo for
some 2 < p < 3. Then there exist absolute constants C, ¢ > 0 such that

P(T; > x)

1—®d()

2
=14+00DA+x)? Z(Ue,p/ae)p”fp/z

(=1

holds uniformly for 0 < x < cming:m{(Gg/vg,p)né/zfl/p}, where |0O(1)| < C
and vy, p ={E( X1 — m1|P)}VP, vy, p = {E(|Y1 — 2| H}P.

Motivated by a series of recent studies on the effectiveness and accuracy of
multiple-hypothesis testing using z-tests, we investigate whether a higher order ex-
pansion of the relative error, as in Theorem 1.2 of Wang (2005) for self-normalized
sums, holds for the two-sample ¢-statistic, so that one can use bootstrap calibra-
tion to correct skewness [Delaigle, Hall and Jin (2011), Fan, Hall and Yao (2007)]
or study power properties against sparse alternatives [Wang and Hall (2009)].
The following theorem gives a refined Cramér-type moderate deviation result for
T;;, whose proof is placed in the supplementary material [Chang, Shao and Zhou
(2016)].

THEOREM 2.4. Assume that 1 = pp. Let y1 = E{(X; — u1)3} and y; =
E{(Y; — ,u2)3} be the third central moment of X| and Y1, respectively. Moreover,
assume that E(|X1|P) < 00, E(|Y1]|?) < oo for some 3 < p < 4. Then

P(T; > x) X{_ ying > =y’ 3}
)3/2

1—dkx) 3(012n1 +022n_1
(2.10) »
(14+x) Uy (I+x)?
[1+0(1)Z{ e+ }
=it oiny Og 1y
holds uniformly for
(2.11) O§x§cen_1}n2rnin{(og/vg73)3ne , (o¢ /vy, p)nl/2 1/p},

where |0(1)] < C and for every q¢ > 1, vi 4 = {E(|1X1 — 1|}V, vpy =
(E(IY) — pal?)} /4.

A refined Cramér-type moderate deviation theorem for the one-sample ¢-
statistic was established in Wang (2011), which to our knowledge, is the best result
for the ¢-statistic known up to date, or equivalently, self-normalized sums.
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2.2.3. More examples of two-sample U -statistics. Beyond the two-sample ¢-
statistic, we enumerate three more well-known two-sample U -statistics and refer to
Nikitin and Ponikarov (2006) for more examples. Let X = {X, ..., X,,} and YV =
{Y1,..., Yy} be two independent random samples from population distributions P
and Q, respectively.

EXAMPLE 2.1 (The Mann—Whitney test statistic). The kernel 4 is of order
(s1,52) = (1, 1), defined as
hGsy)=I{x<y}—1/2  with6 =P(X; <¥) —1/2,
and in view of (2.3),
hi(x)=1/2-G(x), ha(y) = F(y) —1/2.
In particular, if F' = G, we have 012 = 022 =1/12.

EXAMPLE 2.2 (The Lehmann statistic). The kernel & is of order (s, s2) =
(2, 2), defined as

h(x1, x2; 31, y2) = {|x1 — x2] < |y1 — y2l} — 1/2

with 6 :P(|X1 —X2| < |Y1 —Y2|)—]/2. Then under H()Z@ :O,E{h(Xl, Xz; Y],
Y7)} =0, and

h(@) =Gl -G} —1/6,  ha(y) = FO{F() — 1} +1/6.
In particular, if F = G, then 012 = 022 =1/180.

EXAMPLE 2.3 (The Kochar statistic). The Kochar statistic was constructed
by Kochar (1979) to test if the two hazard failure rates are different. Denote by F
the class of all absolutely continuous cumulative distribution functions (CDF) F (.)
satisfying F(0) = 0. For two arbitrary CDF’s F,G € F,and let f = F', g =G’
be their densities. Thus, the hazard failure rates are defined by
SO =80
1—F() I-G(@)
as long as both 1 — F(¢) and 1 — G(¢) are positive. Kochar (1979) considered the
problem of testing the null hypothesis Hy : rr(t) = rg(t) against the alternative
Hy :rp(t) <rg(t),t = 0 with strict inequality over a set of nonzero measures.
Observe that H; holds if and only if 8(s, 1) = F(s)G(t) — F(t)G(s) > 0 for s >
t > 0 with strict inequality over a set of nonzero measures, where F():=1—=F()
forany F € F.

Recall that Xy, ..., X,, and Yi,...,Y,, are two independent samples drawn
respectively from F and G. Following Nikitin and Ponikarov (2006), we see that

N(F;G)=E{s(XVY,X AY))
=PY1 <1V <X1<X)+PX1 <Y<Y, <X
—PX1 <X <Y1 <) —-PY1 <X <X <)

re(t) =
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Under Hy, n(F; G) =0 while under H;, n(F; G) > 0. The U -statistic with the
kernel of order (s1, s2) = (2, 2) is given by

h(xi,x2; y1, y2) = I{yyxx or xyyx} — I{xxyy or yxxy}.

Here, the term “yyxx” refers to y; < y» < xj < x» and similar treatments apply to
xyyx, xxyy and yxxy. Under Hy : rp(t) = rg(t), we have

hi(x) = —4G>(x)/3 +4G*(x) — 2G(x),
ho(y) =4F3(y)/3 — 4F*(y) +2F (y).
In particular, if F' = G, then 012 = 022 =8/105.

3. Multiple testing via Studentized two-sample tests. Multiple-hypothesis
testing occurs in a wide range of applications including DNA microarray exper-
iments, functional magnetic resonance imaging analysis (fMRI) and astronomi-
cal surveys. We refer to Dudoit and van der Laan (2008) for a systematic study
of the existing multiple testing procedures. In this section, we consider multiple-
hypothesis testing based on Studentized two-sample tests and show how the theo-
retical results in the previous section can be applied to these problems.

3.1. Two-sample t-test. A typical application of multiple-hypothesis testing in
high dimensions is the analysis of gene expression microarray data. To see whether
each gene in isolation behaves differently in a control group versus an experimental
group, we can apply the two-sample 7-test. Assume that the statistical model is
given by

G.1) {Xi,k=,u1k+8i,k, i=1,...,ny,

Yj,k:M2k+wj,ka j=1,...,ny,
for k=1, ..., m, where index k denotes the kth gene, i and j indicate the ith and
jth array, and the constants 1 and ok, respectively, represent the mean effects
for the kth gene from the first and the second groups. For each k, &1, ..., &n, &
(resp., w1k, - - ., Wn, k) are independent random variables with mean zero and vari-

ance alzk > 0 (resp., ‘722k > 0). For the kth marginal test, when the population vari-
ances 012,( and (722k are unequal, the two-sample ¢-statistic is most commonly used
to carry out hypothesis testing for the null Hé‘ : W1k = W2k against the alternative
HE g # pok.

Since the seminal work of Benjamini and Hochberg (1995), the Benjamini and
Hochberg (B-H) procedure has become a popular technique in microarray data
analysis for gene selection, which along with many other procedures depend on
p-values that often need to be estimated. To control certain simultaneous errors, it
has been shown that using approximated p-values is asymptotically equivalent to
using the true p-values for controlling the k-familywise error rate (k-FWER) and
false discovery rate (FDR). See, for example, Kosorok and Ma (2007), Fan, Hall
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and Yao (2007) and Liu and Shao (2010) for one-sample tests. Cao and Kosorok
(2011) proposed an alternative method to control k-FWER and FDR in both large-
scale one- and two-sample #-tests. A common thread among the aforementioned
literature is that theoretically for the methods to work in controlling FDR at a
give:lr/l3level, the number of features m and the sample size n should satisfy logm =
o(n'’?).

Recently, Liu and Shao (2014) proposed a regularized bootstrap correction
method for multiple one-sample f-tests so that the constraint on m may be re-
laxed to logm = o(n'/?) under less stringent moment conditions as assumed in
Fan, Hall and Yao (2007) and Delaigle, Hall and Jin (2011). Using Theorem 2.4,
we show that the constraint on m in large scale two-sample z-tests can be relaxed to
logm = o(n'/?) as well. This provides theoretical justification of the effectiveness
of the bootstrap method which is frequently used for skewness correction.

To illustrate the main idea, here we restrict our attention to the special case in
which the observations are independent. Indeed, when test statistics are correlated,
false discovery control becomes very challenging under arbitrary dependence. Var-
ious dependence structures have been considered in the literature. See, for exam-
ple, Benjamini and Yekutieli (2001), Storey, Taylor and Siegmund (2004), Ferreira
and Zwinderman (2006), Leek and Storey (2008), Friguet, Kloareg and Causeur
(2009) and Fan, Han and Gu (2012), among others. For completeness, we gener-
alize the results to the dependent case in Section 3.1.3.

3.1.1. Normal calibration and phase transition. Consider the large-scale sig-
nificance testing problem:

Hf :pw=npo versus Hf ipy#px,  1<k=<m.

Let V and R denote, respectively, the number of false rejections and the num-
ber of total rejections. The well-known false discovery proportion (FDP) is de-
fined as the ratio FDP = V/max(1, R), and FDR is the expected FDP, that is,
E{V/max(1, R)}. Benjamini and Hochberg (1995) proposed a distribution-free
method for choosing a p-value threshold that controls the FDR at a prespecified
level where 0 <« < 1.Fork =1, ..., m, let p; be the marginal p-value of the kth
test, and let p(1) < --- < pm) be the order statistics of pi,..., p,. For a prede-
termined control level o € (0, 1), the B-H procedure rejects hypotheses for which
Pk = Py where
ak

(3.2) ﬁzmaX{OSkimip(k)S—}
m

with p) =0.
In microarray analysis, two-sample ¢-tests are often used to identify differen-
tially expressed genes between two groups. Let

Xi = Yi

Ty = - =
\/lenl + 057,

k=1,...,m,
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where X =n; ' Y0 Xig, Ve=n5" 2;2:1 Yjx and

2 & 2 2 1 &
Gh=——Y Xik—X0*  Gnp=——> Y-V
T =1 |
Here and below, {X; 1, ..., Xi,m}?;l and {Y; 1, ..., Yj,m}';"’:1 are independent ran-
dom samples from {X1, ..., X,,} and {Y1, ..., ¥, }, respectively, generated accord-

ing to model (3.1), which are usually non-Gaussian in practice. Moreover, assume
that the sample sizes of the two samples are of the same order, that is, n < n.

Before stating the main results, we first introduce a number of notation. Set
Ho={1 <k <m:pux = uu}, let my =#Ho denote the number of true null hy-
potheses and m| = m —mg. Bothm = m(n1, ny) and mg = mo(ny, ny) are allowed
to grow as n = n| A nj increases. We assume that

. no
lim — =m9 € (0, 1].
n—-o m

In line with the notation used in Section 2, set
o*lzk = var(Xy), 022k =var(Yy),
yik =E{(Xik — n1x)*}, var = E{(Yi — nan)’}

and cr,—lz’ = olzknl_l + ozzknz_ I Throughout this subsection, we focus on the normal
calibration and let py =2 — 2®(|T|), where ®(-) is the standard normal distribu-
tion function. Indeed, the exact null distribution of 7; and thus the true p-values
are unknown without the normality assumption.

THEOREM 3.1. Assume that {X1,..., Xm, Y1, ..., Yy} are independent non-
degenerate random variables; ny < no, m =m(ny,ny) — 0o and logm = o(nl/z)
as n =n| A ny — 0o. For independent random samples {X; 1, ..., X,',m};il and
{Yj1,....Yjm}jZ,, suppose that
(3.3) min min(oyg, o2%) > ¢ > 0, max max{E(S,f’), E(ni)} <C <00

1<k<m 1<k<m
for some constants C and c, where &, = ol_kl (Xx — p1x) and ny, = az_kl(Yk — oK)
Moreover, assume that

(3.4) #{1 <k <m: | — pax| > 4(logm)' oy 1} > 00
as n — oo, and let

n!/? 3 2 2
3.5 = liminf{ — = T — St
(3.5) co n}m—)oo{ mo keX’H:O O k |V1kn1 Y2k |}

P

() Suppose that logm = o(n'/?). Then as n — oo, FDPgy —F amy and

FDR¢ — amy.
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(ii) Suppose that co > 0, logm > c¢in'/? for some ¢ > 0 and that logm| =
o(n'/3). Then there exists some constant B € (a, 1] such that

lim P(FDPy > )=1 and liminfFDRo > B.

1/3

(iii) Suppose that co > 0, (logm)/n'/> — oo and logm| = on'/3). Then as

n — 0o, FDPy — 1 and FDRg — 1.

Here, FDRg and FDPg denote, respectively, the FDR and the FDP of the B—-H
procedure with py replaced by py, in (3.2).

Together, conclusions (i) and (ii) of Theorem 3.1 indicate that the number of
simultaneous tests can be as large as exp{o(nl/ 3)} before the normal calibration
becomes inaccurate. In particular, when n| = ny = n, the skewness parameter cg
given in (3.5) reduces to

. 1 lyik — vkl
co =11m1nf{— —}
oo tmo kgijo (0 +03)3/?

As noted in Liu and Shao (2014), the limiting behavior of the FDR¢ varies in dif-
ferent regimes and exhibits interesting phase transition phenomena as the dimen-
sion m grows as a function of (n1, n2). The average of skewness cp plays a crucial
role. It is also worth noting that conclusions (ii) and (iii) hold under the scenario
o = 1, that is, m| = o(m). This corresponds to the sparse settings in applications
such as gene detections. Under finite 4th moments of X3 and Y%, the robustness of
two-sample ¢-tests and the accuracy of normal calibration in the FDR/FDP control
have been investigated in Cao and Kosorok (2011) when m/m — m; € (0, 1).
This corresponds to the relatively dense setting, and the sparse case that we con-
sidered above is not covered.

3.1.2. Bootstrap calibration and regularized bootstrap correction. In this sub-
section, we first use the conventional bootstrap calibration to improve the accuracy
of FDR control based on the fact that the bootstrap approximation removes the
skewness term that determines first-order inaccuracies of the standard normal ap-
proximation. However, the validity of bootstrap approximation requires the under-
lying distribution to be very light tailed, which does not seem realistic in real data
applications. As pointed in the literature of gene study, many gene data are com-
monly recognized to have heavy tails which violates the assumption on underlying
distribution used to make conventional bootstrap approximation work. Recently,
Liu and Shao (2014) proposed a regularized bootstrap method that is shown to
be more robust against the heavy tailedness of the underlying distribution and the
dimension m is allowed to be as large as exp{o(n'/?)}.

Let X, ={X] (oo X0 b Vi =0 Y] L =1, B, de-
note bootstrap samples drawn independently and uniformly, with replacement,
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from Xy ={X1x, ..., Xn, )} and Ve = {Y1k, ..., Yu, k), respectively. Let le,b be
the' two-sample ¢-statistic constructed from {XI,k,b — Xk, le,k,b — X} and
{Yl"k’b — Y, ..., YTz’k’b — Y¢}. Following Liu and Shao (2014), we use the follow-

n
ing empirical distribution:
t L Shse it
Fy p) = mB 22 Tl =1}
k=1b=1

to approximate the null distribution, and thus the estimated p-values are given by
DPkB = F;l’ 5 Tk]). Respectively, FDPg and FDRg denote the FDP and the FDR
of the B-H procedure with py replaced by py g in (3.2).

The following result shows that the bootstrap calibration is accurate provided
logm increases at a strictly slower rate than (1] A n3)'/?, and the underlying dis-
tribution has sub-Gaussian tails.

THEOREM 3.2. Assume the conditions in Theorem 3.1 hold and that

E t0&} E ton? C
1rsr}caixmmax{ (e"%k), E(ek)} < C < o0

for some constants tg, C > 0.

P amy and

(1) Suppose that logm = o(n'’3). Then as n — oo, FDPg —
FDRg — amyg.
(i1) Suppose that logm = on'?y and m; < m” for some p € (0,1). Then as

n — 0o, FDPg —© « and FDRg — «.

The sub-Gaussian condition in Theorem 3.2 is quite stringent in practice,
whereas it can hardly be weakened in general when the bootstrap method is ap-
plied. In the context of family-wise error rate control, Fan, Hall and Yao (2007)
proved that the bootstrap calibration is accurate if the observed data are bounded
and logm = o(n'/?). The regularized bootstrap method, however, adopts the very
similar idea of the trimmed estimators and is a two-step procedure that combines
the truncation technique and the bootstrap method.

First, define the trimmed samples

Xig = Xie {IXixl <hu}s  Vj=Yird {IYjxl < Aot}
fori =1,...,n1, j=1,...,n2, where Ay} and Ay are regularized parameters to
be specified. Let X, = {X] ..., X dand Y, ={¥] ...V ) b=
1,..., B, be the corresponding bootstrap samples drawn by sampling randomly,

with replacement, from
Xe={X1sr. Xnpa} and Ve={Vip,.... Yoy,

respectively. Next, let T,j , be the two-sample 7-test statistic constructed from
7l 1 3 i 1 3 Al —1
Xikp — 1 Zi:lxi,k"--’an,k,b —np Y Xix) and {Yy,, —ny; X
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2?2:1 Yikr s ?jz e =T Z;%ZZI Y;x). As in the previous procedure, define the
estimated p-values by

R . 1 m B
Pirs = F qp(ITe)  with B qp() = —>" S I{|T{ | = 1}.
mB = =

Let FDPrp and FDRgrp denote the FDP and the FDR, respectively, of the B-H
procedure with py replaced by pi rp in (3.2).

THEOREM 3.3. Assume the conditions in Theorem 3.1 hold and that

(3.6) max max {E(|Xx|°), E(1¥x|%)} < C < cc.
<k<m

The regularized parameters (M1j, Moy) are such that

ny \ /6 1y \1/6
3.7 Klkx( ) and )\.2kX< ) .

logm logm

(i) Suppose that logm = o(n'’3). Then as n — oo, FDPrg —* amy and
FDRRB — amng.

(i1) Suppose that logm = o(n''?) and m; < m” for some p € (0,1). Then as
n — 00, FDPrg — ¥ o and FDRgg — «.

In view of Theorem 3.3, the regularized bootstrap approximation is valid under
mild moment conditions that are significantly weaker than those required for the
bootstrap method to work theoretically. The numerical performance will be inves-
tigated in Section 4. To highlight the main idea, a self-contained proof of Theo-
rem 3.1 is given in the supplementary material [Chang, Shao and Zhou (2016)].
The proofs of Theorems 3.2 and 3.3 are based on straightforward extensions of
Theorems 2.2 and 3.1 in Liu and Shao (2014), and thus are omitted.

3.1.3. FDR control under dependence. In this section, we generalize the re-
sults in previous sections to the dependence case. Write ¢ = n1/n3. For every
k., =1, ...,m,leta,?:alzk+gc722k and define

(3.8) rre = (0%0¢) " {cov(Xk, X¢) + 0 cov(Yx, Yo)},

which characterizes the dependence between (X, Yx) and (X, Y¢). Particularly,
when n{ =n; and crlzk = azzk, we see that ryy = %{corr(Xk, X¢) +corr(Yy, Yo)}. In
this subsection, we impose the following conditions on the dependence structure
of X=(X1,....,X,)Tand Y=(Y1,..., YT

(D1) There existconstants 0 <r <1,0< p < (1 —=r)/(1+r) and by > 0 such
that

max || <r and max spg(m) < bym”,
1<k#L<m 1<k<m
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where fork=1,...,m,
s(m) = {1 <€ <m:corr(Xy, X¢) > (logm) ™77
or corr(Yy, Yy) > (logm)_z_”}

for some y > 0.

(D2) There existconstants 0 <r < 1,0 < p < (1 —r)/(1+r) and b1 > 0 such
that max<x¢<m |rrel < r and for each Xy, the number of variables X, that are
dependent of Xy is less than bym?”.

The assumption maxj<g-¢<m |7ke| < r for some 0 < r < 1 imposes a constraint
on the magnitudes of the correlations, which is natural in the sense that the correla-
tion matrix R = (rg¢) 1<k,e<m 18 singular if maxj<g¢<m |rxe| = 1. Under condition
(D1), each (Xg, Yr) is allowed to be “moderately” correlated with at most as many
as O (m?”) other vectors. Condition (D2) enforces a local dependence structure on
the data, saying that each vector is dependent with at most as many as O (m*) other
random vectors and independent of the remaining ones. The following theorem ex-
tends the results in previous sections to the dependence case. Its proof is placed in
the supplementary material [Chang, Shao and Zhou (2016)].

THEOREM 3.4. Assume that either condition (D1) holds with logm =
O (n'/®) or condition (D2) holds with logm = o(n'/3).

(i) Suppose that (3.3) and (3.4) are satisfied. Then as n — 0o, FDPg —P am
and FDRg — amg.

(i1) Suppose that (3.3), (3.6) and (3.7) are satisfied. Then as n — oo,
FDPrg — ¥ amy and FDRrg — .

In particular, assume that condition (D2) holds with logm = o(n 172y and my < m®
for some 0 < ¢ < 1. Then as n — oo, FDPRp —P amg and FDRrp — amg.

3.2. Studentized Mann—Whitney test. Let X = {Xy,...,X,,} and Y = {1,
..., Yy,} be two independent random samples from distributions F and G, respec-
tively. Let 8 = P(X <Y) — 1/2. Consider the null hypothesis Hp : 6 = 0 against
the one-sided alternative H; : 8 > 0. This problem arises in many applications in-
cluding testing whether the physiological performance of an active drug is better
than that under the control treatment, and testing the effects of a policy, such as
unemployment insurance or a vocational training program, on the level of unem-
ployment.

The Mann—Whitney (M—W) test [Mann and Whitney (1947)], also known as
the two-sample Wilcoxon test [Wilcoxon (1945)], is prevalently used for testing
equality of means or medians, and serves as a nonparametric alternative to the
two-sample ¢-test. The corresponding test statistic is given by

1 ny np

Y3 HXi<Y;h, A= (ng,n).
mn2 25

(3.9) Ui =
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The M-W test is widely used in a wide range of fields including statistics, eco-
nomics and biomedicine, due to its good efficiency and robustness against para-
metric assumptions. Over one-third of the articles published in Experimental Eco-
nomics use the Mann—Whitney test and Okeh (2009) reported that thirty percent of
the articles in five biomedical journals published in 2004 used the Mann—Whitney
test. For example, using the M-W U test, Charness and Gneezy (2009) devel-
oped an experiment to test the conjecture that financial incentives help to foster
good habits. They recorded seven biometric measures (weight, body fat percent-
age, waist size, etc.) of each participant before and after the experiment to assess
the improvements across treatments. Although the M—W test was originally in-
troduced as a rank statistic to test if the distributions of two related samples are
identical, it has been prevalently used for testing equality of medians or means,
sometimes as an alternative to the two-sample z-test.

It was argued and formally examined recently in Chung and Romano (2016)
that the M—W test has generally been misused across disciplines. In fact, the M—W
test is only valid if the underlying distributions of the two groups are identical.
Nevertheless, when the purpose is to test the equality of distributions, it is recom-
mended to use a statistic, such as the Kolmogorov—Smirnov or the Cramér—von
Mises statistic, that captures the discrepancies of the entire distributions rather
than an individual parameter. More specifically, because the M—W test only rec-
ognizes deviation from 6 = 0, it does not have much power in detecting overall
distributional discrepancies. Alternatively, the M—W test is frequently used to test
the equality of medians. However, Chung and Romano (2013) presented evidence
that this is another improper application of the M—W test and suggested to use the
Studentized median test.

Even when the M—W test is appropriately applied for testing Hyp : 6 = 0, the
asymptotic variance depends on the underlying distributions, unless the two pop-
ulation distributions are identical. As Hall and Wilson (1991) pointed out, the ap-
plication of resampling to pivotal statistics has better asymptotic properties in the
sense that the rate of convergence of the actual significance level to the nominal
significance level is more rapid when the pivotal statistics are resampled. There-
fore, it is natural to use the Studentized Mann—Whitney test, which is asymptotic

pivotal.
Let

(3.10) Up =65 ' (Us — 1/2)

denote the Studentized test statistic for U as in (3.9), where 6}% = 812111_1 + 622n2_ !
A2 1 ni 1 2 . 1 no | m 2
o= ;(Qi - n—ll;qi) L= ;(Pj —n—zjglm)

with g; =ny ' Y02 I{Y; < Xy and pj =ny ' YL I{X; <Y},
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When dealing with samples from a large number of geographical regions (sub-
urbs, states, health service areas, etc.), one may need to make many statistical
inferences simultaneously. Suppose we observe a family of paired groups, that is,
fork=1,....m, X ={X1k,...., Xn &}, Ve ={Y1k, ..., Yn, k}, where the index
k denotes the kth site. Assume that X% is drawn from Fg, and independently, Vs is
drawn from Gy.

For each k =1, ..., m, we test the null hypothesis Hé‘ Ok =PX1x <Y1k —
1/2 = 0 against the one-sided alternative H lk 10 > 0. If H(])‘ is rejected, we con-
clude that the treatment effect (of a drug or a policy) is acting within the kth area.
Define the test statistic

Uik =65 Uik — 1/2),
where U 7.k 1s constructed from the kth paired samples according to (3.10). Let
Fix) =P(Usx <t|HY) and @) =P(Z <1),

where Z is the standard normal random variable. Then the true p-values are py =
1— F,—,yk(U,-hk), and pry =1 — <I>(l7,5,k) denote the estimated p-values based on
normal calibration.

To identify areas where the treatment effect is acting, we can use the B-H
method to control the FDR at « level by rejecting the null hypotheses indexed
byS={l<k<m:p; < p(k }, where k= max{l <k <m: pg) < ak/m}, and
{P)} denote the ordered values of {py}. As before, let FDRg be the FDR of the
B-H method based on normal calibration.

Alternative to normal calibration, we can also consider bootstrap calibra-
tion. Recall that X, = {X[ . ,..... X} band V], ={¥], .....¥] ,1b=
1,..., B, are two bootstrap samples drawn 1ndependently and uniformly, with re-
placement, from Xy = {X1 4, ..., Xy, &} and Vi = (Y14, ..., Yu, i}, respectively.
Foreachk=1,...,m,let ﬁg kb be the bootstrapped test statistic constructed from

X, and Y], that is,

ny np
Ur_:r,k,b:aﬁ_,li,b|: nkb_ ZZI{sz<Y]k}:|

lljl

where Uj . » and Gj k. are the analogues of Uy glven in (3.9) and &; specified

below (3.10) via replacing X; and Y; by X, kpandy k »» Tespectively. Using the
empirical distribution function

- | LA AR
T T
G pt) = B .2 HIUs sl =1},
k=1bh=1
we estimate the unknown p-values by prg =1 — (U— k.p)- For a prede—

termined « € (0, 1), the null hypotheses indexed by SB ={l<k<m:pp <
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ﬁ(lég),B} are rejected, where I%B =max{0 <k <m : pxB < ak/m}. Denote by
FDRg the FDR of the B-H method based on bootstrap calibration.

Applying the general moderate deviation result (2.9) to Studentized Mann—
Whitney statistics 17,-,,/( leads to the following result. The proof is based on a
straightforward adaptation of the arguments we used in the proof of Theorem 3.1,
and hence is omitted.

THEOREM 3.5. Assume that {X1,..., Xm,Y1,..., Y} are independent ran-
dom variables with continuous distribution functions Xy ~ Fy and Y; ~ Gy. The
triplet (ny,na, m) is such that ny < ny, m = m(ny,ny) — oo, logm = 0(n1/3)
and m_l#{k =1,....m:6y=1/2} > mg € (0,1] as n =ny A np - oo. For
independent samples {X; 1, ..., Xi,m};ll and {Yj1,..., Yj,m}?ip suppose that
minj <k <, min(o1k, 02k) > ¢ > 0 for some constant ¢ > 0 and as n — 00,

#{1 <k <m: |0 —1/2| = 4(logm)' %07 1} — o0,

where alzk =var{Gr(Xg)}, ‘722k = var{Fy(Yy)} and 0,—12’,( = alzknl_l + azzknz_l. Then
as n — 0o, FDPg, FDPg — ' amg and FDRg, FDRg — amy.

Attractive properties of the bootstrap for multiple-hypothesis testing were first
noted by Hall (1990) in the case of the mean rather than its Studentized counter-
part. Now it has been rigorously proved that bootstrap methods are particularly
effective in relieving skewness in the extreme tails which leads to second-order ac-
curacy [Delaigle, Hall and Jin (2011), Fan, Hall and Yao (2007)]. It is interesting
and challenging to investigate whether these advantages of the bootstrap can be
inherited by multiple U -testing in either the standardized or the Studentized case.

4. Numerical study. In this section, we present numerical investigations for
various calibration methods described in Section 3 when they are applied to two-
sample large-scale multiple testing problems. We refer to the simulation for two-
sample 7-test and Studentized Mann—Whitney test as Sim; and Simj, respec-
tively. Assume that we observe two groups of m-dimensional gene expression data
{(X;}L, and {Y; }?2:1, where X, ..., X,, and Yy, ..., Y,, are independent random
samples drawn from the distributions of X and Y, respectively.

For Simy, let X and Y be such that

.1 X=p +{e1 —E(e)}] and Y=pu,+{e2—E(e2)}],

where €1 = (e1,1, - . -, slym)T and &2 = (e2,1, - - -, 82’m)T are two sets of i.i.d. ran-
dom variables. The i.i.d. components of noise vectors &; and &, follow two
types of distributions: (i) the exponential distribution Exp(A) with density function
A~ Le™*/*; (ii) Student ¢-distribution 7 (k) with k degrees of freedom. The exponen-
tial distribution has nonzero skewness, while the ¢-distribution is symmetric and
heavy-tailed. For each type of error distribution, both cases of homogeneity and
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TABLE 1
Distribution settings in Sim;

Homogeneous case Heteroscedastic case
Exponential distributions 1,k ~ Exp(2) e1.k ~ Exp(2)
&2,k ~ Exp(2) &2,k ~ Exp(1)
Student ¢-distributions e1k~t4) g1k ~t4)
ek ~1(4) ek~ 1(3)

heteroscedasticity were considered. Detailed settings for the error distributions are
specified in Table 1.
For Sim;, we assume that X and Y satisfy

4.2) X=pu,+e and Y=pn,+eo,

where €1 = (e1.1, ..., 817m)T and €2 = (e2.1, - -, 82,m)T are two sets of 1.i.d. ran-
dom variables. We consider several distributions for the error terms &1 and
€2 k: standard normal distribution N (0, 1), ¢-distribution #(k), uniform distribu-
tion U(a, b) and Beta distribution Beta(a, b). Table 2 reports four settings of
(&1.k» €2,k) used in our simulation. In either setting, we know P(g1 x < &) =1/2
holds. Hence, the power against the null hypothesis Hé‘ P(Xy < Yp)=1/2 will
generate from the magnitude of the difference between the kth components of u
and w,.

In both Sim; and Simj, we set w; = 0, and assume that the first m = |1.6m'/?]
components of u, are equal to c{(crlznl_1 + 022n2_1) logm}'/? and the rest are zero.
Here, 012 and 022 denote the variance of €1 x and €2 , and ¢ is a parameter employed
to characterize the location discrepancy between the distributions of X and Y. The
sample size (n1, ny) was set to be (50, 30) and (100, 60), and the discrepancy pa-
rameter ¢ took values in {1, 1.5}. The significance level « in the B-H procedure
was specified as 0.05,0.1,0.2 and 0.3, and the dimension m was set to be 1000
and 2000. In Sim, we compared three different methods to calculate the p-values
in the B—H procedure: normal calibration given in Section 3.1.1, bootstrap cali-

TABLE 2
Distribution settings in Sim)

Identical distributions Nonidentical distributions
Case 1 ek~ N@O, 1) ek~ N@O, 1)
e~ N@O,1) ek ~1(3)
Case 2 1k~ UQ,1) g1k~ UQ,1)

ek~ U0, 1 2.k ~ Beta(10, 10)
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bration and regularized bootstrap calibration proposed in Section 3.1.2. For regu-
larized bootstrap calibration, we used a cross-validation approach as in Section 3
of Liu and Shao (2014) to choose regularized parameters Aj; and Aog. In Simo,
we compared the performance of normal calibration and bootstrap calibration pro-
posed in Section 3.2. For each compared method, we evaluated its performance
via two indices: the empirical FDR and the proportion among the true alternative
hypotheses was rejected. We call the latter correct rejection proportion. If the em-
pirical FDR is low, the proposed procedure has good FDR control; if the correct
rejection proportion is high, the proposed procedure has fairly good performance
in identifying the true signals. For ease of exposition, we only report the simula-
tion results for (n1, n2) = (50, 30) and m = 1000 in Figures 1 and 2. The results
for (ny, n2) = (100, 60) and m = 2000 are similar, which can be found in the sup-
plementary material [Chang, Shao and Zhou (2016)]. Each curve corresponds to
the performance of a certain method and the line types are specified in the cap-
tion below. The horizontal ordinates of the four points on each curve depict the
empirical FDR of the specified method when the pre-specified level « in the B-H
procedure was taken to be 0.05, 0.1, 0.2 and 0.3, respectively, and the vertical or-
dinates indicate the corresponding empirical correct rejection proportion. We say
that a method has good FDR control if the horizontal ordinates of the four points
on its performance curve are less than the prescribed « levels.

In general, as shown in Figures 1 and 2, the B-H procedure based on (regu-
larized) bootstrap calibration has better FDR control than that based on normal
calibration. In Sim; where the errors are symmetric (e.g., €1 x and &2 x follow the
Student ¢-distributions), the panels in the first row of Figure 1 show that the B-H
procedures using all the three calibration methods are able to control or approxi-
mately control the FDR at given levels, while the procedures based on bootstrap
and regularized bootstrap calibrations outperform that based on normal calibration
in controlling the FDR. When the errors are asymmetric in Simj, the performances
of the three B—H procedures are different from those in the symmetric cases. From
the second row of Figure 1, we see that the B-H procedure based on normal cal-
ibration is distorted in controlling the FDR while the procedure based on (regu-
larized) bootstrap calibration is still able to control the FDR at given levels. This
phenomenon is further evidenced by Figure 2 for Simy. Comparing the B—H pro-
cedures based on conventional and regularized bootstrap calibrations, we find that
the former approach is uniformly more conservative than the latter in controlling
the FDR. In other words, the B—H procedure based on regularized bootstrap can
identify more true alternative hypotheses than that using conventional bootstrap
calibration. This phenomenon is also revealed in the heteroscedastic case. As the
discrepancy parameter c gets larger so that the signal is stronger, the correct rejec-
tion proportion of the B—H procedures based on all the three calibrations increase
and the empirical FDR is closer to the prescribed level.
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FI1G. 1.  Performance comparison of B—H procedures based on three calibration methods in Simj
with (ny, np) = (50, 30) and m = 1000. The first and second rows show the results when the compo-
nents of noise vectors €1 and &, follow t-distributions and exponential distributions, respectively; left
and right panels show the results for homogeneous and heteroscedastic cases, respectively; horizon-
tal and vertical axes depict empirical false discovery rate and empirical correct rejection proportion,
respectively; and the prescribed levels o = 0.05, 0.1, 0.2 and 0.3 are indicated by unbroken horizon-
tal black lines. In each panel, dashed lines and unbroken lines represent the results for the discrep-
ancy parameter ¢ = 1 and 1.5, respectively, and different colors express different methods employed
to calculate p-values in the B—H procedure, where blue line, green line and red line correspond to
the procedures based on normal, conventional and regularized bootstrap calibrations, respectively.

5. Discussion. In this paper, we established Cramér-type moderate deviations
for two-sample Studentized U -statistics of arbitrary order in a general framework
where the kernel is not necessarily bounded. Two-sample U -statistics, typified by
the two-sample Mann—Whitney test statistic, have been widely used in a broad
range of scientific research. Many of these applications rely on a misunderstanding
of what is being tested and the implicit underlying assumptions, that were not
explicitly considered until relatively recently by Chung and Romano (2016). More
importantly, they provided evidence for the advantage of using the Studentized
statistics both theoretically and empirically.
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FI1G. 2. Performance comparison of B-H procedures based on two different calibration methods in
Simy with (n1,np) = (50, 30) and m = 1000. The first and second rows show the results when the
components of noise vectors €1 and &) follow the distributions specified in cases 1 and 2 of Table 2,
respectively; left and right panels show the results for the cases of identical distributions and non-
identical distributions, respectively; horizontal and vertical axes depict empirical false discovery rate
and empirical correct rejection proportion, respectively; and the prescribed levels o = 0.05,0.1,0.2
and 0.3 are indicated by unbroken horizontal black lines. In each panel, dashed lines and unbroken
lines represent the results for the discrepancy parameter ¢ = 1 and 1.5, respectively, and different
colors express different methods employed to calculate p-values in the B—-H procedure, where blue
line and red line correspond to the procedures based on normal and bootstrap calibrations, respec-
tively.

Unlike the conventional (one- and two-sample) U -statistics, the asymptotic be-
havior of their Studentized counterparts has barely been studied in the literature,
particularly in the two-sample case. Recently, Shao and Zhou (2016) proved a
Cramér-type moderate deviation theorem for general Studentized nonlinear statis-
tics, which leads to a sharp moderate deviation result for Studentized one-sample
U -statistics. However, extension from one-sample to two-sample in the Studen-
tized case is totally nonstraightforward, and requires a more delicate analysis on
the Studentizing quantities. Further, for the two-sample ¢-statistic, we proved mod-
erate deviation with second-order accuracy under a finite 4th moment condition
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(see Theorem 2.4), which is of independent interest. In contrast to the one-sample
case, the two-sample ¢-statistic cannot be reduced to a self-normalized sum of in-
dependent random variables, and thus the existing results on self-normalized ratios
[Jing, Shao and Wang (2003), Wang (2005, 2011)] cannot be directly applied. In-
stead, we modify Theorem 2.1 in Shao and Zhou (2016) to obtain a more precise
expansion that can be used to derive a refined result for the two-sample ¢-statistic.
Finally, we show that the obtained moderate deviation theorems provide theo-
retical guarantees for the validity, including robustness and accuracy, of normal,
conventional bootstrap and regularized bootstrap calibration methods in multiple
testing with FDR/FDP control. The dependence case is also covered. These results
represent a useful complement to those obtained by Fan, Hall and Yao (2007),
Delaigle, Hall and Jin (2011) and Liu and Shao (2014) in the one-sample case.

Acknowledgements. The authors would like to thank Peter Hall and Aurore
Delaigle for helpful discussions and encouragement. The authors sincerely thank
the Editor, Associate Editor and three referees for their very constructive sugges-
tions and comments that led to substantial improvement of the paper.

SUPPLEMENTARY MATERIAL

Supplement to “Cramér-type moderate deviations for Studentized two-
sample U -statistics with applications” (DOI: 10.1214/15-A0S1375SUPP; .pdf).
This supplemental material contains proofs for all the theoretical results in the
main text, including Theorems 2.2, 2.4, 3.1 and 3.4, and additional numerical re-
sults.
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