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AN OPTIMAL VARIANCE ESTIMATE IN STOCHASTIC
HOMOGENIZATION OF DISCRETE ELLIPTIC EQUATIONS
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We consider a discrete elliptic equation on the d-dimensional lattice 74
with random coefficients A of the simplest type: they are identically distrib-
uted and independent from edge to edge. On scales large w.r.t. the lattice
spacing (i.e., unity), the solution operator is known to behave like the so-
lution operator of a (continuous) elliptic equation with constant determin-
istic coefficients. This symmetric “homogenized” matrix Apoym = @hom 1d
is characterized by & - Apomé = ((§ + V@) - A(& + V¢)) for any direction
£ e RY, where the random field ¢ (the “corrector”) is the unique solution of
—V*. A(§ 4+ V¢) = 0 such that ¢(0) =0, V¢ is stationary and (V) =0,
(-) denoting the ensemble average (or expectation).

It is known (“by ergodicity”) that the above ensemble average of the
energy density £ = (§ + V¢) - A(§ + V¢), which is a stationary random
field, can be recovered by a system average. We quantify this by proving
that the variance of a spatial average of £ on length scales L satisfies the
optimal estimate, that is, var[y}_Enp] < L=4, where the averaging function
[i.e., > nr =1, supp(nr) C {|x| < L}] has to be smooth in the sense that
Vool < L1794 Intwo space dimensions (i.e., d = 2), there is a logarithmic
correction. This estimate is optimal since it shows that smooth averages of
the energy density £ decay in L as if £ would be independent from edge to
edge (which it is not for d > 1).

This result is of practical significance, since it allows to estimate the dom-
inant error when numerically computing apom-

1. Introduction.

1.1. Motivation, informal statement and optimality of the result. We study dis-
crete elliptic equations. More precisely, we consider real functions u of the sites
x in a d-dimensional Cartesian lattice Z¢. Every edge e of the lattice is endowed
with a “conductivity” a(e) > 0. This defines a discrete elliptic differential operator
—V*. AV via

—VE AV = Y ale)(ux) —u(y)),

yeZa | x—y|=1

where the sum is over the 2d sites y which are connected by an edge e = [x, y]
to the site x. It is sometimes more convenient to think in terms of the associated
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Dirichlet form, that is,

Z (Vv-AVu)(x):= Z v(x)(=V*- (AVu)(x))

xeZ4 xeZd

=Y (vx) —v(»)a(@) (ux) —u)),

where the last sum is over all edges e, and (x, y) denotes the two sites connected
by e, that is, e = [x, y] = [y, x] (with the convention that an edge is not oriented).
We assume the conductivities a to be uniformly elliptic in the sense of

a<a(e)<p for all edges e

for some fixed constants 0 < o < 8 < o0.
We are interested in random coefficients. To fix ideas, we consider the simplest
situation possible:

{a(e)}e are independently and identically distributed (i.i.d.).

Hence, the statistics are described by a distribution on the finite interval [, S].
We would like to see this discrete elliptic operator with random coefficients as a
good model problem for continuum elliptic operators with random coefficients of
correlation length unity.

The first results in stochastic homogenization of linear elliptic equations in the
continuous setting are due to Kozlov [11] and Papanicolaou and Varadhan [18],
essentially using compensated compactness. The adaptation of these results to dis-
crete elliptic equations in quite more general situations than the one considered
above (i.e., under general ergodic assumptions) is due to Kiinnemann [13] follow-
ing the approach by Papanicolaou and Varadhan for the continuous case, and also
to Kozlov [12] (where more general discrete elliptic operators are considered).
Note that the discrete elliptic operator —V* - AV is the infinitesimal generator of a
random walk in a random environment, whence the rephrasing of the homogeniza-
tion result in [13] as the diffusion limit for reversible jump processes in Z¢ with
random bond conductivities. With the same point of view, it is also worth mention-
ing the seminal paper by Kipnis and Varadhan [9] using central limit theorems for
martingales.

The general homogenization result proved in these articles states that there exist
homogeneous and deterministic coefficients Apom such that the solution operator
of the continuum differential operator —V - ApomV describes the large scale be-
havior of the solution operator of the discrete differential operator —V* - AV. As
a by product of this homogenization result, one obtains a characterization of the
homogenized coefficients Apom: it is shown that for every direction & € R4, there
exists a unique scalar field ¢ such that V¢ is stationary [stationarity means that
the fields V¢ (-) and V(- + z) have the same statistics for all shifts z € Z¢] and
(V@) =0, solving the equation

(1.1) —V*. (AE4+VP)=0  inZ9,
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and normalized by ¢ (0) = 0. As in periodic homogenization, the function Z¢ >
x — & - x 4+ ¢ (x) can be seen as the A-harmonic function which macroscopically
behaves as the affine function Z¢ 5 x > & - x. With this “corrector” ¢, the homog-
enized coefficients Apom (Which in general form a symmetric matrix and for our
simple statistics in fact a multiple of the identity: Apom = @hom Id) can be charac-
terized as follows:

(1.2) £ Ahomé =((6 +V9) - A(§ +V9)).

Since the scalar field (§ + V¢) - A(§ + V¢) is stationary, it does not matter (in
terms of the distribution) at which site x it is evaluated in the formula (1.2), so that
we suppress the argument x in our notation.

The representation (1.2) is of no immediate practical use, since the equation
(1.1) has to be solved:

e for every realization of the coefficients {a(e)}. and
e in the whole space 7.

In order to overcome the first difficulty, it is natural to appeal to ergodicity (in
the sense that ensemble averages are equal to system averages), which suggests to
replace (1.2) by

(1.3) £ AnomE ~ Y _(E+ V) - AE + Vo)L,
where 7 is a suitable averaging function of length scale L > 1, that is,
(1.4) supp(nz) C{lx| <L}, Il SL™ Y one=1

In fact, on expects the energy density (§ + V@) - A(§ + V¢), which is a stationary
random field, to display a decay of correlations over large distances, so that (1.3)
seems a good approximation for L > 1.

However, one still has to solve (1.1) on the whole space 74, albeit for a single
realization of the coefficients. In order to overcome this second difficulty, we start
with the following observation: since ¢ on the ball {|x| < L} is expected to be
little correlated to ¢ outside the ball {|x| > R} for R — L > 1, it seems natural to
replace ¢ in (1.3) by ¢r:

(1.5) Y (E+Ve)-AE+ V)L~ Y (5+Vr) - A + Vo)L,

where ¢r is the solution of an equation on a domain (say, a ball) of size R with
homogeneous boundary conditions (say, Dirichlet):

—V* (AE+Vor)=0  inZ/N{x| <R},
(1.6)
¢r=0  inZ'N{lx| = R},
so that the right-hand side of (1.5) is indeed computable.
However, V¢g defined by (1.6) is not statistically stationary, which is a handi-
cap for the error analysis. It is therefore common in the analysis of the error from
spatial cut-off to introduce an intermediate step which consists in replacing equa-



782 A. GLORIA AND F. OTTO

tion (1.1) by

(1.7) T lgr —V* - (AE+Ver)=0  inZ

Clearly, the zero order term in (1.7) introduces a characteristic length scale JT
(the notation T that alludes to time is used because 7! corresponds to the death

rate in the random walker interpretation of the operator 7-! — V*. AV). In a
second step, (1.7) is then replaced by

T lor —V* (A€ +Vorr)=0 inZN{x| <R},

¢rr=0  inZ'N{lx| = R}.
The Green’s function G (x, y) of the operator T~! — V*. AV is known to decay
faster than any power in \fl <« 1 uniformly in the realization of the coefficients

[see, in particular, Lemma 2.8(iii)]. Therefore, one expects that ¢ and ¢7 g agree

on the ball {|x| < L} up to an error which is of infinite order in & = R—_TL (e is the
inverse of the distance of the ball {|x| < L} to the Dirichlet boundary {|x| = R}
measured in units of /T, see, e.g., [2], Section 3, for related arguments). Hence,
we shall consider > (& + Vo7) - A(E + Vo7)nL as a very good proxy to the prac-
tically computable Y (§ + Vor r) - A(§ + Vér r)nL:
D E+Veor) - AE+VorimL =D (E+Vorr) A& + Vér r)L.

In view of this remark, we restrict our attention to the error we make when

replacing
£+ Anomé ~ ) (6 +Vor) - A€+ Vor)nL.

It is natural to measure this error in terms of the expected value of its square. This

error splits into two parts, the first arising from the finiteness of the averaging
length scale L and the other arising from the finiteness of the cut-off length scale

VT:
(€ +9om)- A+ Vorim —& - Anont] )

(12)

(26 +Vor) - AG + Vorime — (& + Vo) - A + Vo))
(1.8) =var[Y (& + Vér) - A + Vorin. |

2
(19 + (X2 + Vor) - A+ VormL) — (& + Vo) - A + Vo))
In view of the stationarity of (§ + V¢r) - A(§ + V¢r), of (1.4) and of (1.1), the
second part (1.9) of the error can be rewritten as

(3@ + Vor) - AG + Vorine) — (€ + V) - AG + V)

(1.10) = |((§ + Vor) - AE +Vor) — (£ + V) - A(E + V)|
= ((Vor — Vo) - A(Vor — V)2

’ 2



VARIANCE ESTIMATE FOR EFFECTIVE DIFFUSION 783

What scaling can we expect for the two error terms (1.8) and (1.10)? A heuristic
prediction can be easily inferred from the regime of small ellipticity contrast, that
is, 1 — % & 1 (and ¢ =1 w.l.o.g.). In this regime, to leading order, the two error
terms (1.8) and (1.10) behave like

var[ Y O(6 - (A — (ADE +2¢ - V@)n | and  (|Vér — V),
where ¢ and ¢ are defined via
(1.11) —Ad=V*- ((A—(A)E),
(1.12) T~'¢r — Ay = V*- (A — (A))E),

respectively. In the first error term, we have replaced ¢7 by ¢ for simplicity of the
exposition.

These error terms can be computed in a straightforward manner. Indeed, as
shown in the Appendix, they scale for any direction || =1 as:

(1.13) var[Z(g (A — (A)E +2& - v&)m] ~ L4

_ _ T, ford < 4,
(1.14) (IVor — V)2~ T4102T,  ford =4,
T4, ford > 4.

We now argue that the first error term (1.13) is the dominant one (in dimensions
d < 8). In order to do so, we argue that the choice of L ~ VT is natural [for
which (1.13) dominates (1.14) in dimensions d < 8]. Indeed, we recall that in the
ball {|x| < L}, ¢r is a proxy for the computable ¢7 r (defined on the larger ball
{Ix| < R}). The error is of infinite order in the distance between the two balls,
measured in the length scale VT , that is, in & := VT /(R — L) < 1. Hence, for the
sake of discussing rates, we may indeed think of L ~ /T ~ R.

In this paper, we therefore focus on the error term (1.8) coming from the finite
range L of the spatial average. In Theorem 2.1 (see also Remark 2.1), we shall
establish that (1.13) holds as an estimate also for its nonlinear counterpart (1.8),
that is,

(1.15) var[ Y (6 + Vr) - A + Vorm | S L7,
with two minor restrictions:

e In dimension d = 2, the prefactor depends logarithmically on T (whereas for
d # 2, the prefactor depends only on the ellipticity constants).

e The spatial averaging function 7 has to be smooth in the sense that |V | <
L=4! in addition to (1.4).

The estimate for the higher order term (1.9) will be the object of a subsequent
work.
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1.2. Discussion of the works of Yurinskii and of Naddaf and Spencer. In this
subsection, we comment on two papers on error estimates (in the sense of the
previous subsection) which from our perspective are the essential ones. We also
explain how our work relates to these two papers.

Still unsurpassed is the first quantitative paper, the inspiring 1986 work by
Yurinskii [21]. He essentially deals with the error (1.9) arising from the spatial
cut-off 7. In our discrete setting of i.i.d. coefficients a(e) and for dimension d > 2,
his result translates into

(1.16) (|Vor — v¢|2> < T@-d)/@+d)+5

for T > 1 and some arbitrarily small § > 0, see [21], Theorem 2.1 (and [5],
Lemma A.5, for this rephrasing of Yurinskii’s result).

Yurinskii derives estimate (1.16) by fairly elementary arguments from the fol-
lowing crucial variance estimate of the spatial averages >_ ¢rny of ¢ on length
scales L:

(1.17) Var[Z¢TnL] < T(%)l/za

for 1 « T <« L9 and some arbitrarily small § > 0, see [21], Lemma 2.4. Let us
comment a bit on the proof of (1.17): by stationarity of ¢, the variance can be
reformulated as a covariance, that is,

Var[z br nL] = COV[Z ¢riL; ér (0)],

with a modified averaging function 77 . The starting point for (1.17) is to control
the covariance by:

(i) An additive decomposition of ¢7(0) over all finite subsets S of the lattice 74,
that is, ¢7(0) = >_ 574 ¢1,5(0), where ¢ 5(0) only depends on as, that is,
the coefficients a restricted to the subset S.

(ii) An estimate on how sensitively ) ¢717;, depends on as.

The decomposition in (i) is based on the probability measure on path space
[0,00) >t n(t) € 74 describing the random walk generated by the operator
—V*. AV (for a fixed realization of a). Indeed, this probability measure on path
space allows for a well-known representation of ¢7(0) in terms of paths starting
in O (via the expected value). Hence, the splitting can be obtained from restricting
the expected value to all paths n with image S (up to some exit time larger than
T), see [21], Lemma 2.3.

The sensitivity estimate (ii) comes in form of the deterministic energy-type es-
timate

~ T
‘ZbeﬁL—ZWﬁL)zSﬁ > (1+|Ver(e)l?),

edges e s.t. eNS#QJ
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where ¢7 is the solution of 7~ '¢7 — V*. A(é + Vér) = 0 with coefficients A
which differ from A only on the subset S, see [21], (1.17).

The third ingredient for (1.17) is an estimate of the probability that a path n
starting in O crosses a given edge e. This probability can be estimated in terms
of the Green’s function Gt (x,0) of the operator T—! —V*. AV (where x is one
of the two sites on the edge e). Yurinskii then appeals to estimates on G7(x, y)
that only depend on the ellipticity bounds & <a < 8 of A (and therefore do not
depend on the realization of a) see [21], Lemma 2.1. As is well known, these type
of estimates rely on the Harnack inequality.

Our variance estimate (1.15) also relies on these deterministic estimates of the
Green’s function Gr(x, y), see Lemma 2.8. However, our strategy to estimate a
variance differs substantially from Yurinskii’s strategy of (i) and (ii). As a matter
of fact, with our methods, we could derive the optimal variance estimate

(1.18) Var[z ¢TnL] <pr

for L > 1. Estimate (1.18) is optimal in the sense that we obtain the above scaling
in the regime of “vanishing ellipticity ratio” 1 — % <« 1 by the arguments in the
previous subsection. Still, the optimal estimate (1.18) would not yield the optimal
estimate (1.14) by Yurinskii’s argument to pass from (1.17) to (1.16).

Our strategy of estimating a variance is inspired by an unpublished paper by
Naddaf and Spencer [17]. They use a spectral gap estimate to control the variance
of some function X of the coefficients {a(e)}edges  (i.€., a random variable):

X \?
(1.19) var[X]g< > (8a(e)> >

edges e

see [17], page 4. This type of estimate can be seen as a Poincaré estimate with
mean value zero w.r.t. the infinite product measure that describes the distribution
of the coefficients (and the optimal constant in this estimate is given by the smallest
nonzero eigenvalue of the corresponding elliptic operator, whence “spectral gap”).
Naddaf and Spencer derive (1.19) via the Brascamp-Lieb inequality for a large
class of statistics for {a(e)}edges ¢» Which however does not include all i.i.d. statis-
tics of {a(e)}edges e considered by us. We therefore rely on a slight modification of
(1.19), see Lemma 2.3.

We also follow Naddaf and Spencer in the sense that we treat the variance of
an energy density. However, they express their result not in terms of the energy
density of ¢7 but of a generic solution u with a compactly supported, deterministic
right-hand side f, that is,

(1.20) —V*-AVu=V*. f.

Using (1.20), they obtain the formula %@ S Vu - AVu = —|Vu(e)|?* so that

an application of (1.19) yields the following estimate on the energy density
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X=> Vu-AVu:
(1.21) Var[ZVu : Aw] < <Z |Vu|4>,

see [17], Proposition 1.
Naddaf and Spencer also remark that provided the ellipticity contrast 1 — % is
small enough, Meyer’s estimate holds which states that

(1.22) Y vult ST

with a constant that only depends on «, 8. The combination of (1.21) and (1.22)
yields the a priori estimate

(1.23) var[ Y Vu - Avu] S 3 I£1,

see [17], Theorem 1. Since the left-hand side of (1.23) scales as (volume)?Z, while
the right-hand side only scales as volume, this estimate reveals the optimal decay
of fluctuations on the macroscopic level, very much like (1.15).—There is a some-
what theatrical convention in the homogenization literature to call the lattice spac-
ing ¢ instead of 1 which highlights this scaling. Following Naddaf and Spencer,
we use Meyer’s estimate, albeit applied on the Green’s function Gr(x, y), see
Lemma 2.9.
We will make use of the following notation:

e d > 2 is the dimension;

e [;a dx denotes the sum over x € Z¢, and [}, dx denotes the sum over x € Z¢
such that x € D, D open subset of R?;

e (-) is the ensemble average, or equivalently the expectation in the underlying
probability space;

e var[-] is the variance associated with the ensemble average;

e < and 2> stand for < and > up to a multiplicative constant which only depends
on the dimension d and the constants «, 8 (see Definition 2.1 below) if not
otherwise stated;

e when both < and 2 hold, we simply write ~;

e we use > instead of 2 when the multiplicative constant is (much) larger than 1;

e (e, ...,ey) denotes the canonical basis of Z¢.

2. Main results.
2.1. General framework.

DEFINITION 2.1. We say that a: 74 x 74 — R, (x,y) — a(x,y) is a con-
ductivity function on Z¢ if there exist 0 < & < B < oo such that:

o a(x,y)=0if |x — y|#1,
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e alx,y)=a(y,x) €la,Blif |x —y|=1

We denote by Ay the set of such conductivity functions.

DEFINITION 2.2. The elliptic operator L : leoc(Zd) — leoc(Zd), u+— Lu as-

sociated with a conductivity function a € Agg is defined for all x € 74 by

2.1 (Lu)(x) =—=V*- A(x)Vu(x),
where
u(x +er) —u(x) u(x) —u(x —ep)
Vu(x) := , V*u(x) =
u(x +eq) —u(x) u(x) —u(x —ey)
and

A(x) :=diagla(x,x +e1),...,alx,x +ez)].
In particular, it holds that
(Luy(x)= Y alx,y)(ux) —u®y)).
y.lx—yl=1

Ifa(x, y) =1 for |x — y| = 1, then the associated elliptic operator L is the discrete
Laplace operator, and is denoted by —A.

DEFINITION 2.3 (Discrete integration by parts). Let d > 2, h € L*>(Z%) and
g € L*(Z%,RY). Then the discrete integration by parts reads

f h(x)V* - g(x)dx = —/ Vh(x)-g(x)dx.
zd zd
We now turn to the definition of the statistics of the conductivity function.

DEFINITION 2.4. A conductivity function is said to be independent and iden-
tically distributed (i.i.d.) if the coefficients a(x, y) for |x — y| = 1 are i.i.d. random
variables.

DEFINITION 2.5. The conductivity matrix A is obviously stationary in the
sense that for all z € Z¢, A(- + z) and A(-) have the same statistics; and for all
X,Z € Zd,

(A(x +2)) = (A(x)).

Therefore, any translation invariant function of A, such as the modified corrector
¢r (see Lemma 2.2), is jointly stationary with A. In particular, not only are ¢r
and its gradient V¢ stationary, but also any function of A, ¢7 and V7. A useful
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such example is the energy density (§ + V¢r) - A(§ + V¢r), which is stationary
by joint stationarity of A and V¢r.

Another translation invariant function of A is the Green functions G of Defini-
tion 2.7. In this case, stationarity means that G7 (- 4 z, - + z) has the same statistics
as Gr(-,-) forall z € Z4, so that in particular, for all x, y, z € 74,

(Gr(x+2z,y+2)=(Gr(x,y)).

LEMMA 2.1 (Corrector ([13], Theorem 3)). Let a € Ayg be an i.id. con-
ductivity function, then for all & € R?, there exists a unique random function
¢ :Z¢ — R which satisfies the corrector equation

(2.2) —V* AN (Vo (x) +£)=0  inZ9,

and such that ¢ (0) = 0, V¢ is stationary and (V) = 0. In addition, (|V¢|?) <
£12.

We also define an “approximation” of the corrector as follows.

LEMMA 2.2 (Approximate corrector ([13], proof of Theorem 3)). Leta € Ayp
be an i.i.d. conductivity function, then for all T > 0 and & € R?, there exists a
unique stationary random function ¢7 : Z¢ — R which satisfies the “approximate”
corrector equation

(23) T~ '¢r(x) = V*- AX)(Vor(x) +£) =0  inZ¢,
and such that (¢7) = 0. In addition, T~ (¢3) + (|Vér|*) S &

Note that ¢ 7 is stationary, whereas ¢ is not.

DEFINITION 2.6 (Homogenized coefficients). Let a € Aqug be an i.i.d. con-
ductivity function and let £ € R and ¢ be as in Lemma 2.1. We define the homog-
enized d x d-matrix Apom as

2.4) £ Ahomé = ((§ + V) - A(§ +V9)(0)).

Note that (2.4) fully characterizes Apom Since Apom iS @ symmetric matrix (it is
in particular of the form apem Id for an i.i.d. conductivity function).

2.2. Statement of the main result. Our main result shows that the energy den-
sity £ 1= T_lqb% + (Vor + &) - A(Vor + &) of the approximate corrector ¢r,
which is a stationary scalar field, decorrelates sufficiently rapidly so that smooth
spatial averages (defined with help of 7 ) fluctuate as they would if £ would be in-
dependent from site to site (as is the case for the tensor field A of the coefficients).
The strength of fluctuation is expressed in terms of the variance. In more than two
space dimensions (i.e., d > 2), the estimate does not depend on the cut-off scale



VARIANCE ESTIMATE FOR EFFECTIVE DIFFUSION 789

~/T and thus carries over to the energy density of the corrector ¢. In two space
dimensions, we are not able to rule out a weak (i.e., logarithmic) dependence on
the cut-off scale +/T:

THEOREM 2.1. Let a € Ayp be an i.i.d. conductivity function, and let ¢ and
¢t denote the corrector and approximate correctors associated with the conduc-
tivity function a and direction & € R%, |&| = 1. We then define for all L > 0 and
T > 1 the symmetric matrix Ap T characterized by

£ ALrei= [ (7910 + (Vor(r) +8) AW)(Vor(x) +8))ne (x) dx.

where x — nr(x) is an averaging function on (—L, L) such that Jpanp(x)dx =
1 and |Vnr|lp~ < L4, Then, there exists an exponent g > 0 depending only
on o, B such that

ford =2 var[ - Ap 761 S L72(nT)Y,
(2.5)
ford>2  var[£-Ap €] S L7

In particular, for d > 2, the variance estimate (2.5) holds for the energy density of
the corrector ¢ itself.

REMARK 2.1. While it is natural to include the zero-order term 7 ~! (qb%) into
the definition of the energy density, it is not essential for our result. Here comes
the reason: by a simplified version of the string of arguments which lead to Theo-
rem 2.1 we can show that the variance of the zero-order term is estimated as

2 < (InT)4, ford =2,
var[ [, éreo nL(X)dX] < { oo d=2

Hence, this term is of lower order in the regime (of interest) L < 7.

The main ingredient to the proof of Theorem 2.1 is of independent interest.
It states that all finite stochastic moments of the approximate corrector ¢ are
bounded independently of T for d > 2 and grow at most logarithmically in 7 for
d=2.

PROPOSITION 2.1.  Leta € Aqp be ani.i.d. conductivity function, § € R with
|&| =1 and let ¢1 denote the approximate corrector associated with the conduc-
tivity function a, and & . Then there exists a continuous function y : R — RT such
that for all ¢ € R™, there exists a constant Cy such that for all T > 0,

ford=2  {lgr(0)|9) < Cy(InT)* D,
(2.6)
ford>2  (lpr(0)|9) < C,.

In addition, y 2n) =n(n + 1) foralln = 2!, 1 € N large enough.
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Let us give a heuristic argument for the behavior of (|¢7(0)|?) for d = 1. In this
case, for T = oo, the gradient of the corrector associated with & =1 is explicitly
given by

1
Vo=— —1.

ala—1)

Hence, ¢ (x) € R behaves as a discrete Brownian motion in x € Z once we have
fixed its value at 0. Usually, one imposes ¢ (0) = 0 almost surely, so that for |x| ~

VT,
(p(0)1]¢(0) = 0) ~ (VT)*/2.

Yet, one may choose a nontrivial initial value. In particular, one may also consider
¢(0) = ¢7(0) (which yields a corrector field different from the one in Defini-
tion 2.1). With ¢ defined this way, ¢ (x) and ¢ (x) are expected not to differ much
provided |x| < VT. On the one hand, from this we deduce that ¢7(x) behaves
locally as a discrete Brownian motion starting at ¢7(0), so that we have as above

(167 (x) — $r(O)|F) ~ |x|?/?
for all ¢ > 0 and |x| < ~/T. On the other hand, since ¢7 is stationary,

(lor (x) = o1 (OI7) < (I¢7 (D7) + (lor (0)|7) = 2(1¢7 (0)]7).

These two estimates indeed suggest that
o7 O)17) 2 VT2,

where the minus sign accounts for the fact that the argument only holds for
|x| <« v/T—we may for instance miss logarithmic corrections. Hence, there is
a transition between unboundedness and boundedness in T for some d € (1, 3).
The linearization of the problem in the regime of vanishing ellipticity contrast,
that is, 1 — % & 1, suggests that d = 2 is indeed the critical dimension for Propo-
sition 2.1, that is, the dimension where a logarithmic behavior is to be expected.
However, there is no reason why d = 2 should be critical for Theorem 2.1. Indeed,
in the case of d = 1, the statement of Theorem 2.1 holds without a logarithm.

In view of our discussion of the case d = 1 and the observations in case of
vanishing ellipticity contrast, it is not surprising that the statement of bounded
stochastic moments is harder to prove the closer we are to d = 2. For the experts in
homogenization, let us give a quick sketch of the strategy of the proof of this result.
Independent of the dimension, the proof always starts from the variance estimate
(Lemma 2.3) applied to ¢7(0)4 and makes use of the representation of %(g) with
help of the gradient V., Gr(x, 0) (Lemma 2.4).

e In the case of d > 4, the uniform pointwise, but suboptimal, decay |V,Gr (x,
)| < |x — y|?~2, which can be easily obtained from the same pointwise decay
of the Green’s function itself, is sufficient.
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e In case d =4, it would be enough to appeal to the Holder estimate (with expo-
nent y only depending on the ellipticity contrast) in order to get the somewhat
better pointwise decay |V G7(x, y)| < |x — yld*Q*”.

e In d =3, we need (in addition) the optimal decay |V,G7(x, y)| < |x — y|¢~1,
which cannot be a pointwise control, but only an average control on dyadic
annuli. In fact, we need the control of the square average, which we easily obtain
from the Cacciopoli estimate.

e For d = 2, the square average is not sufficient anymore, we need the average to
some power p > 2, as provided by Meyers’ estimate (Lemma 2.9). This forces
us—somewhat counterintuitively—to first estimate high moments of ¢, so that
the exponent we put on the gradient of the Green’s function can be chosen close
to 2 (and thus below Meyers’ exponent).

In this presentation, we only display the last strategy (although it is an overkill for
dimensions d > 2).

As a corollary of Proposition 2.1, we obtain the following existence and unique-
ness result of stationary solutions to the corrector equation (1.1) for d > 2, which
settles a long-standing open question.

COROLLARY 2.1. Let a € Ayg be an i.i.d. conductivity function. Then, for
d > 2 and for all £ € RY, there exists a unique stationary random field ¢ such that
(¢) =0and

—V* (AE+V)=0  inZ
In addition, (¢*> +|V|?) < &%

We will not prove Corollary 2.1 in detail. Here comes the argument. Proposi-
tion 2.1 yields the a priori estimate (¢%) < C which is uniform in 7. This ad-
ditional estimate allows us to pass to the limit in the probability space for ¢7,
as it is done for V¢r in [13], proof of Theorem 3. Note that the corrector fields
of Lemma 2.1 and Theorem 2.1 do not coincide (only their gradients coincide).
Uniqueness further requires the argument by Papanicolaou and Varadhan in [18],
which does not appear in [13].

Let us point out that Proposition 2.1, Theorem 2.1 and Corollary 2.1 hold true
for more general distributions, provided the variance estimate of Lemma 2.3 below
holds. In particular, the law of a(x, x 4 ¢;) may depend on the direction e;, which
would give a general diagonal homogenized matrix (not necessarily a multiple of
the identity matrix). More generally, a(x, x") and a(y, y’) may also be slightly
correlated. We do not pursue this direction in this article.

2.3. Structure of the proof and statement of the auxiliary results. Not surpris-
ingly, in order to control the variance of some function X of the coefficients a
(like the spatial average of the energy density of the approximate corrector ¢r),
one needs to control the gradient of X w.r.t. a. As in [17], this is quantified by the
following general variance estimate:
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LEMMA 2.3 (Variance estimate). Let a = {a;}ieN be a sequence of i.i.d. ran-
dom variables with range o, B). Let X be a Borel measurable function of a € RN
(i.e., measurable w.r.t. the smallest o -algebra on RN for which all coordinate func-
tions RN 5 a > a; € R are Borel measurable, cf. [10], Definition 14.4).

Then we have

(2.7) var[ X] <Z sup| —— >Var[a1 1,

where sup,,. |g—;€| denotes the supremum of the modulus of the ith partial derivative
0X
—(a,...,ai-1,a;,0i+1,...)
doa;

of X with respect to the variable a; € [, B].

REMARK 2.2. Let us comment a bit on Lemma 2.3. Estimate (2.7) is a weak-
ened version of a spectral gap estimate

29X |?

(2.8) var[X] < —1 ),

; da;

which already played a central role in Naddaf and Spencer’s analysis of stochastic

homogenization [17], Section 2. We note that for i.i.d. random variables, such a

spectral gap estimate (2.8) follows “by tensorization” from the one-dimensional
X

spectral gap estimate
29) (X)) = (X <[5 >

see, for instance, [14], Lemma 1.1. The one-dimensional spectral gap estimate
(2.9) holds under mild assumptions on the distribution of a;. Yet, (2.9) does not
hold for atomic measures like (X (a;)) = %(X (1) + X(2)). Since Lemma 2.3 cov-
ers the case of atomic measures, we only obtain the weaker form (2.7) of (2.8).
Despite this technical detail, the proof of Lemma 2.3 is very similar to the one
in [14], Lemma 1.1.

As in [17], in the proof of Theorem 2.1, we will make use of the fact that
T_lcb% + (Vor +&) - A(Vor + &) is an energy density, which yields the fol-
lowing elementary formula for the partial derivative w.r.t. the value a(e) of the
coefficient in the edge e = [z, 7 + €;]:

da(e) / (T7'¢F + (Vor +6) - A(Ver +8)(nL(x) dx

(2.10) :_2/<8 © )(x)dx
+ (L (Vigr +£)) (),
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up to minor modifications coming from the discrete Leibniz rule, see Step 1 of the
proof of Theorem 2.1.

This formula makes the gradient of the averaging function ny appear; in order
to benefit from this, we assume that the averaging function is smooth so that we
get an extra power of L™!. The merit of (2.10) is that we need to control the par-
tial derivative agbj((e’g) of the approximate corrector ¢7(x) (and not of its spatial
derivatives). Not surprisingly, this partial derivative involves the Green’s function
Gr(x,-). More precisely, it involves the gradient V;, G (x, z) of the Green’s func-
tion with singularity in z [and not its second gradient V.,V Gr(x, z), for which
we would not have the optimal decay rate uniformly in a].

We define discrete Green’s functions as follows.

DEFINITION 2.7 (Discrete Green’s function). Let d > 2. For all T > 0, the
Green’s function G :.Aaﬁ x 79 x 74 — 74, (a,x,y)— Gr(x,y;a) associated
with the conductivity function a is defined forall y € Z¢ and a € Aqp as the unique
solution in L2 (Z%) to

/d T 'Gr(x,y;a)v(x)dx
(2.11)
+ /Zd Vou(x) - AX)VyGr(x, y;a)dx =v(y)  VveL*(2),

where A is as in (2.1).

Note that the existence and uniqueness of discrete Green’s functions is a conse-
quence of Riesz’ representation theorem. Throughout this paper, when no confu-
sion occurs, we use the short-hand notation G7 (x, y) for G (x, y; a).

The following lemma provides the elementary formula relating the “suscepti-
bility” aép T(();) of ¢ (x) to the Green’s function Gr (x, y).

LEMMA 2.4. Let a € Ay be an i.i.d. conductivity function, and let G and

¢t be the associated Green’s function and approximate corrector for T > 0 and
£ R, |E| = 1. Then, for all e = [z, z +e;] and x € 72,

2.12) WD) _ (.60 (23 a) + £ Vs, Gr (2. x: ),
da(e)

and foralln € N,

n+1
Z(e) Tate) ()[¢T( ;a)

(2.13) < lre a)*(Vigr z: @) + 1)V, Gr(z. x: a)|
+(IVigr @ )|+ 1"V, Gr(z, x; a) "
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In addition, it holds that
(2.14) sup|Vigr (z; a)| S IVigr(z; a)l + 1.
a(e)
Note that the multiplicative constant in (2.13) depends on n next to o, B and d.

In addition, Lemma 2.4 provides uniform estimates on 8[‘32—&)"] in a(e) (the
case n > 1 is needed in Proposition 2.1). In order to obtain this uniform control in
a(e), we need to control V.G (z, x; a) uniformly in a(e). Again, this comes from
considering W:Gexvia) Tpe following lemma provides the elementary formula for

da(e)
%&’;;a) and a uniform estimate in a(e).

LEMMA 2.5. Let G7: Ayp % 74 x 79 > R, (a, x, y) = G7(x,y;a) be the
Green’s function associated with the conductivity function a for T > 0. For all
e=|z,z+elandforall x,y € 74, it holds that

0
(2.15) ——Gr(x,y;0)=—-V;Gr(x,z;a)V;Gr(z, y; a).
da(e)
As a by-product, we also have: for all x € 7.4
(2.16) sup|V;,Gr(z, x; a)| S|V, Gr(z, x; a)l.

a(e)

There is a technical difficulty arising from the fact that a has infinitely many
components. In Lemma 2.3, this technical difficulty is handled by the strong mea-
surability assumptions on X. The following lemma establishes these measurability
properties for ¢7, so that we can apply Lemma 2.3.

LEMMA 2.6. Leta € Ayg be an i.i.d. conductivity function, and let Gr (-, -; a)
and ¢r(-; a) be the associated Green’s function and approximate corrector for
e R, d>2,and T > 0. Then for fixed x, y € Zd, Gr(x,y,-) and ¢r(x;-) are
continuous w.r.t. the product topology of Aup (i.e., the smallest/coarsest topology
on RE where E denotes the set of edges, such that the coordinate functions RE 3
a +— a, € R are continuous for all edges e € E).

In particular, G (x,y; ) and ¢7(x; ) are Borel measurable functions of a €
Aqg, so that one may apply Lemma 2.3 to ¢7(x; -) and nonlinear funtions thereof.

The proof of Theorem 2.1 crucially relies on the fact that ¢ is almost bounded
independently of 7' (in d > 2). More precisely, it relies on the fact that any mo-
ment (¢7(0)") is bounded independently of T as stated in Proposition 2.1. Start-
ing point for Proposition 2.1 is again Lemma 2.3, which is iteratively applied to
¢7(0)™ where m increases dyadically. This is how Lemma 2.4 comes in again.
However, the crucial gain in stochastic integrability is provided by the following
lemma. It can be interpreted as a Cacciopoli estimate in probability and relies on
the stationarity of ¢7.
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LEMMA 2.7. Let a € Ayg be an i.i.d. conductivity function, and let ¢7 be the

approximate corrector associated with the coefficients a for € e R%, |£| = 1. Then
ford > 2 and for all n € 2N,

(2.17) (o7 (O)"(IVer (O)* + [V*o7 (0)[*)) < (o7 " (0)),

where the multiplicative constant does depend on n next to o, B, and d, but not on
T >0.

In order to prove Proposition 2.1 via Lemma 2.3 [applied to ¢7(0)"] and
Lemma 2.4, we need some weak version of the optimal decay of the gradient
V.Gr(x, z) of Green’s function in |x — z|, that is,

(2.18) \V.Gr(x,z;a)| S |x — le_d uniformly ina and T.

This decay is the best we can hope as can be checked on the Green function for
the Laplace equation. The same decay property is needed to prove Theorem 2.1
via Lemma 2.3 [applied to (2.10)] and Lemma 2.4. Yet it is well known from
the continuum case that there are no pointwise in z bounds of the type (2.18)
which would hold uniformly in the ellipticity constants «, 8. (An elementary ar-
gument shows that any bound on V, G (x, y) which would be uniform in @ and in
1/2 < |x — y| <1 would yield that a bounded a-harmonic function has bounded
gradient. However, for d = 2 and for any y > 0, there are examples of a-harmonic
functions from the theory of quasi-conformal mappings that are not Holder con-
tinuous with exponent y, see [6], Section 12.1.) Nevertheless, (2.18) holds in the
square averaged sense on dyadic annuli, as can be seen by a standard Cacciopoli
argument based on the optimal decay of the Green’s function itself, that is,

(2.19) Gr(x,2) <|x—z>¢  uniformlyinaand T,

in the case d > 2. The pointwise estimate (2.19) in x and z is a classical result [7],
Theorem 1.1, that relies on Harnack’s inequality. It has been partially extended to
discrete settings, see in particular the Harnack inequality on graphs [3]. However,
we did not find a suitable reference for the BMO-type estimate in the case of d = 2.
On the other hand, we do not require the pointwise version of (2.19), but just an
averaged version on dyadic annuli. The statements we need are collected in the
following lemma.

LEMMA 2.8. Leta € Ayp, T > 0and Gt be the associated Green’s function.
Foralld>2andqg>1,r >0,

(i) BMO and LY estimate: for all R > 1,

(220)  ford=2 / |Gr(x,y) = G, V)r—yi<ry|? dx < R?,
[x—yI<R

(221)  ford=>2 / Gr(x, y)?dx < RYUR* )4,
R=|x—y|<2R
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where G (-, Y){ly—x|<R)} denotes the average of Gr(-,y) over the ball {x €
Z%,|x — y| < R}.
(i1) Behavior for R ~ VT and d = 2:

(2.22) R~ Gr(x,y)?dx <1.
[x—y|<R

(iii) Decay at infinity: for all R > /T,
(2.23) / Gr(x,y)7dx S RYRHI(VTRTY.
R<|x—y|<2R

The multiplicative constants in (2.20), (2.21) and (2.23) depend on q, r next to o,
Bandd.

We present a proof of Lemma 2.8 which for d = 2 is a direct version of the
indirect argument developed in [4], Lemma 2.5, in case of a nonlinear, continuum
equation. For the convenience of the reader, we also include the proof for d > 2—
anyway, it has the same building blocks as the argument for d = 2. This makes our
paper self-contained w.r.t. the properties of Gr.

However, it is not quite enough to know (2.18) in the square-averaged sense
on dyadic annuli. In order to compensate for the fact that we only control finite
stochastic moments of V¢r (0) via Proposition 2.1, we need to control a pth power
of the gradient VG 7 (x, z) of Green’s function in the optimal way for some p > 2.
This slight increase in integrability is provided by Meyers’ estimate, which yields
such a p > 2 as a function of the ellipticity bounds «, 8 only. Meyers’ estimate has
already been crucially used in [17], however in a somewhat different spirit. There
it is used that for sufficiently small ellipticity contrast, 1 — % « 1, one has p > 4.
The following lemma is the version of Meyers’ estimate we need and will prove.

LEMMA 2.9 (Higher integrability of gradients). Leta € Ayg be a conductivity
function, and Gt be its associated Green’s function. Then, for d > 2, there exists
p > 2 depending only on o, B, and d such that forall T >0, p>qg >2,k > 0and
R>1,

(2.24) / IV.Gr(z,0)|?dz < RY(R'"™)4 min{1, VTR'}*.
R<|z|<2R

For technical reasons, we need a pointwise decay of Gr(x,y;a) in |[x — y|
uniformly in a (but notin 7"). The decay we obtain is suboptimal and easily follows
from Lemmas 2.8 and 2.9 using the discreteness.

COROLLARY 2.2. Foralld =2 and T > 0, there exists a bounded radially
symmetric function hy € L' (Z%) depending only on d, o, B, and T such that

Gr(x,y;a) <hr(x—y)
forallx,y eZ% and a € Aup.
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Lemmas 2.8 and 2.9 only treat Gr away from the diagonal x = y—which is a
consequence of the fact that the scaling symmetry is broken by the discreteness.
Using the discreteness, the following corollary establishes a bound independent of
T and a.

COROLLARY 2.3. Foralla € Ay, T >0and x,y € Z9,
IVGr(x,y;a)| S 1.

Finally, for the proof of Theorem 2.1, we need to know that also the convolution
of the gradients of the Green’s functions decays at the optimal rate, that is,

[, 1V:Grx. 9lI¥:Gr ' 2l dz
(2.25)
<lx—x')24 uniformly in ¢ and 7.

As for (2.18), it is not necessary to know (2.25) pointwise in (x, x"), but only in an
averaged sense on dyadic annuli. The following lemma shows that (2.25) for linear
averages can be inferred from (2.18) for quadratic averages.

LEMMA 2.10. Let ht € L? (Z%) be such that for all R> 1 and T > 0,

loc

(2.26) ford =2 fR oon h2.(z)dz S min{l, VTR,
<|z|=
(2.27) ford =2 /R ook h3(z)dz S R,
<|z|=
and for R ~ 1
(2.28) ford =2 / W2()dz < 1.
lzI<R

Then for R > 1

ford =2 /I<R/Zdhr(z)h7(z—x)a’zdx

(2.29)
< R? max{1, ln(ﬁR_l)},

(2.30) ford >?2 / / hr(2)ht(z —x)dzdx < R>.
|x|<R JZ4

We present the proof of Proposition 2.1 and Theorem 2.1 in Section 3. We gather
in Section 4 the proofs of the decay estimates for the discrete Green functions
(i.e., Lemmas 2.8 and 2.9, and Corollaries 2.2 and 2.3) since they are needed at
several places in the paper, and may be of independent interest. The proofs of the
remaining auxiliary lemmas are the object of Section 5.
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3. Proofs of the main results.

3.1. Proof of Proposition 2.1. Starting point are Lemmas 2.3 and 2.6, which
yield

dr (O™ ‘2>

var[gr (0)"] < Z<Sup dale)

e l‘a(e)

where ), denotes the sum over the edges. Using now (2.13) in Lemma 2.4, this
inequality turns into

d
varlpr (0)"] S /Z > r 2"V (1Vigr 1+ 1)1V, Gr (2, 0)
i=1

+(\Vigr @)+ 1)V, Gr(z, 0)[*")dz,

where we have replaced the sum over edges e by the sum over sites z € Z¢ and
directions e; fori € {1, ..., d} according to e = [z, 7 + €;]. Simplifying further, we
obtain

varlpr (0)"] S /Z (61> D (1Ver @) +1)|V.Gr (2, 0
3.1
+(IVor 1+ 1) 19,61 (2, 0"} dz.

We proceed in four steps. Assuming first that for n big enough and for all m <n
it holds that
/Zd<¢T(0>2<m—”(|V¢T<z>| +1)*1V:G1(z, 017

(3.2) +(IVor @1+ 1)*"|V.Gr (2. 0)*")dz

InT, ford =2,

S (@r@ ooy gy fnTe o =2

we prove the claim in the first step. The last three steps are dedicated to the proof
of (3.2) for n large enough.

Step 1. Proof that (3.1) and (3.2) imply (2.6).

For notational convenience, we set (g(T) =1 ford > 2 and uy(T) =InT for
d=2.Letn=2'1eN* Using the elementary fact that

(@7 (0)*™) < (7 (0)™)* + var[pr (0)"],

from the cascade of inequalities (3.1) and (3.2) for m = 2l=a, q €1{0,...,1}, we
deduce

@1 (02%) < (1) + a(T)((fr ()2 =1/00+D) 1)

(estimate 0)
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@r0>27) S (o122 + wa(T) (g7 ()2 /2 -1/ @@+ 1y

(estimate q)

(D1 (022) < (67 (0)2 + g (T) (g (02 /1= 1/ 41 1)
—_——

Lemrgl 2‘20

(estimate /).

We then take the power 27 of each (estimate ¢g) and obtain using Young’s inequal-
ity:

(b7 (0)°") < (b7 (0)")* + pa (T) ({pr (0)>") ! =1/ 1)

2l=aq, pq+1

(1027 < (dr @)
+ (T (7 (0)2) 1 =2/t D) 4y,
Sipr@* ")
+ 1a (D ((@r O 270D ),

(3.3)

29+l 2q+2

(6r 0?2 ")

(Gr(0)" S pa(T)" ((@r 0=V 1),

Since the multiplicative constants in each line of (3.3) only depend on «, 8,d, n
and ¢, a linear combination of these / + 1 inequalities with suitable positive co-
efficients allows us to cancel the respective terms both on the left- and right-hand
sides, which yields

i
(3.4) (7 (0)*) < Z d(T) (o1 (0)2n>1—2"/(n(n+1))+1)_

Using Young’s inequality, each term gives the same contribution and (3.4) turns
into

(3.5) (@7 (0)*") S pa(T)" D,

Formula (2.6) is then proved for all ¢ < 2r using Holder’s inequality in probability.
Step 2. Estimate for the Green’s function.
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Let p > 2 be as in Lemma 2.9. We shall prove that for all ¢ > 1 and R > 1 the
following holds

for d =2 f IV.G7(z,0)|% dz
R<|z|<2R
(3.6)
< RPmaxtha/Pl R=d min{1, VT R},
ford > 2 / IV.Gr(z,0)|7dz
R<|z|<2R
(3.7)

We split the argument into two parts to treat ¢ > p and g < p, respectively. For
g > p, we use the discrete L? — L9 estimate:

1/q 1/p
(f |VZGT<z,o>|de) < (/ |VZGT<z,0)|"dz) .
R<|z|<2R R<|z|<2R

Combined with (2.24) in Lemma 2.9, it proves (3.6) and (3.7).
For ¢ < p, we simply use Holder’s inequality with exponents (g, ﬁ) in the
form
1/p

1/q
(R—d / V. Gr(z,0) dz) < (R—d / V.Gr(z, 0)|sz) ,
R<|z]<2R R<|z]<2R

that we also combine with (2.24).

Step 3. General estimate.

Let x > 0 be arandom variable. In order to prove (3.2), we will need to estimate
terms of the form

L, x1v.Gr. o)z

for g, r > 1. Relying on (3.6) and (3.7), we show that

| x19:Gr(z 0 7z

(3.8)
. I q q
1, 1fdmax{1,1——+—}+(1—d)—<0,
rorp r
S(X)l/r dZZ, { J J
InT, if2max{1,1——+—}——=0,
rorp r
d=2.

Note that there is no overlap in (3.8). For d > 2, we will only make use of the
estimate with d max{1, 1 — % + %} + (1 —d)%Z <0. For d =2, we will use the

estimate both with 2max{1, 1 — % + %} — 4 <0, and with 2max{1, 1 — % + %} -
% = 0, which requires a specific argument.
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Let imin € N, imin ~ 1 be such that Lemma 2.9 holds for R > 2if"i". To prove
(3.8), we use a dyadic decomposition of 74 in annuli of radii R; = 2¢:

L, x1v.Gre. o az

(3.9) = - (XIV.Gr(z,0) )" dz

|z| <2'min

+ Z f (XIV-Gr(z, 0)|) /" dz.

i <|z|<Ri+1
Using Corollary 2.3, we bound the first term of the right-hand side by
[ G 0 7 dz S ()
|z] <2'min
For the second term of the right-hand side, we appeal to Holder’s inequality with

(r, 759

Z f (XIV.Gr(z, 009"/ dz
i<|z|<Rit1

5 i (ngl)l—l/r</
R

I=Imin

so that (3.9) turns into

L, xveGr. o)z

Y <R;f)1—”’<fo

I=Imin

Using then (3.6) and (3.7), we get

<x / |VZGT(z,0>|‘1dz>
R;<|z|ZRi+1

<{<X>R2ma"“’f/”}1e min{l, VTR '}, d=2,

1/r
<x|szT<z,0>|‘1>dz) ,

i <|z|<Ri11

1/r
IV.Gr(z,0)| dz> .

i <|z|=Ri41

~ () ROMx /P (R1=dya, d>2.

Hence,

L, x1v-Gr. o)z

1/rZR2maX{ll 1/r+q/(rp)} Q/len{l \/—R }q/r d=2,
i=0

AN

00
X>1/r Z leimaX{L1—1/r+q/(rp)}+(1—d)61/r, d>2.
i=0
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We distinguish two cases. If d max{1,1 — % + %} +(1— d)% < 0, then

o0
/%J<X|VZGT(Z,O)|q>1/rdZ 5 <X>1/}’Zlelmax{l?1_1/r+q/(rl7)}+(l_d)q/r S (X)l/r
i=0

This proves the first estimate of (3.8). For d = 2, and 2 max{1, 1 — % + %} —1=0,
then we obtain

o
L 01V . 001 /7 dz < (V7 Y min{ 1V TRT
i=0

o0
§<x>‘/’<lnT+ZRﬂ/’)

i=0
<O+ 7).
This proves the second estimate of (3.8).
Step 4. Proof of (3.2).
Let n > 1 and n > m > 1. We first treat the first term of the left-hand side of

(3.2). In that case Holder’s inequality in probability with exponents (n + 1, ”nil)
and the stationarity of V¢r show

/Zd<¢T(0>2<m‘“(|V¢T<z)| +1)°1V:Gr(z, 0)P)dz

,S‘/%d(<|V¢T(Z)|2(n+l))1/(n+l) + 1)

(310) % (|¢T(O)|2(m_1)(n+l)/n|VZGT(Z, 0)|2(n+1)/n)n/(n+l) dz

X de<I¢T<0>|2('"—”<"+”/"|szT<z, 0) 20D/ D g

We apply Lemma 2.7 to bound the first ensemble average in (3.10):
(IVer @ *D)

d
< <Z IVor (0)]* (o7 (0)* + ¢T<e,-)2”)>
3.11) =1

. . d
stancgarlty 2<Z |V¢T (0) |2¢T (0)2n>
i=1

@.17) ,
S (er (™).



VARIANCE ESTIMATE FOR EFFECTIVE DIFFUSION 803

We now want to apply Step 3 to the right-hand side integral of (3.10), that is,
setting g = @ r= ”nil and x = |7 (0)|2m=De+D/n Egtimate (3.8) involves
the number

1
dmaxll,l——+i}+(1 N
r rp r

(3.12) | )
=dmax{1, — 4+ —} +2(1 —d).
n+1 p
We distinguish the cases d > 2 and d = 2. For d > 2, we have that the number

(3.12) is equal to d + 2(1 — d) =2 — d and thus negative for n sufficiently large
since p > 2. Hence, (3.8) yields

/Zd<|¢r<0)|2(’"‘”("+”/"|vZGT(z, 02D/ 0D g

< (I (0) Pr= D@ D/myn/ D g 0y 22y m =D/

where in the last inequality we appealed to Jensen in probability using
2m— D+ 1) < 2n—1)(n+1) <o,
n n
The combination of this with (3.10) and (3.11) yields as desired

fzd<¢r<0)2<'"—”(|wr<z>| +1)!IV.Gr (2, 0))dz

< (B(0)2) /e DF=D/n (g ()2l D)

We turn to the case d = 2. We note that the number (3.12) is zero for n large
enough since p > 2. Thus, from (3.8), we infer as we did above that

/Zd<¢r(0)2<m—”(|wr<z)| +1)°1V:G1(z,0)°)dz

S (AnT)({p(0)>y™/»= 1/t ) 1),

Let us now treat the second term of the left-hand side of (3.2), which differs from
the first term only when m > 2. As for the first term, Holder’s inequality in proba-
bility with (21 ntl )y the stationarity of V¢r and Lemma 2.7 imply

m > n—m—+1

v/Zd((|V¢T(Z)I + 1)2mlvz,~GT(Za 0)|2m>dz

S [ vor@peropesd 1
(3.13) % (|VZGT(Z, O)|2(n+1)m/(n—m+1)>(n—m+l)/(n—H) dz
< (g (@)™ D 4 1)
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2(n+1)m
n—m+1

n+1
n—m+1°’

We use (3.8) with x =1, g = and r = in which case we have

|
dmax{l,l——Jri}+(1—d)z
r rp r

(3.14)
m 2m
=dmax{l, ——+ — 1+ (1 —d)2m.
n+1 4

We claim that this number is negative for n sufficiently large. Indeed, if max{1,
T T 27'"} =1, then

m 2m
dmax{l,——i——}+(1—d)2m=d+2m(1—d)
n+1 p

=2m—-1(1—d)+1<0

since d > 2 and m > 2. Otherwise, max{1, n’"? + 27’"} = n”‘? + 27’”, and

d {1 n +2m}+(1 d)2m =2 <d< ! +1)+1 d)
max{1l, — + — —d)2m =2m — _
n+1 p 2m+1) p

d
<2m<1——>§0
2

for d > 2 and n large enough since % < % This shows that (3.14) is negative so

that we obtain by (3.8)
de(WZGT(Z’0)Iz(n+1)m/(n—m+1))(n—m+1)/(n+1)dZ <1
Combining this with (3.13) yields
/Zz<(IV¢r<z>| +1)*"IV.Gr(z, 0*")dz < (6 (0)*"y"/ "D 41
= <¢T(0)2n)m/n—m/(n(n+l)) +1
< <¢T(0)2ﬂ>ﬂ1/”*1/(n(n+1)) +1.
This concludes the proof of the proposition.

3.2. Proof of Theorem 2.1. Let us define the spatial average of a function
h:74 — R with the mask 7, by

(o= [ hGom e dx,
Zd
where 7, satisfies

nL:Z% — 10,11 supp(n) C (—L, L)%,
(3.15)

[ medr=1. vp L



The claim of the theorem is that there exists ¢ depending only on «, 8, and d such

that

where wqa(T) =1 ford > 2 and uq(T)
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var[(T ™' 9% + (Vor + &) - AVor + N1 S L™ ua(T),

in the proof.
Starting point is the estimate provided by Lemmas 2.3 and 2.6

(3.16)

Step 1. In this step, using the notation e = [z, z + €;], we establish the formula

3.17)

var[(T 93 4+ (Vor +£) - A(Ver +£)) 1]

)

(T7'¢7 + (Vor +6) - A(Vor + )1

(S

e a(e)

da(e)

(T3 + (Vor +£) - A(Vor + )1

da(e)
= Z/ZJ(V@T(Z) + &)V, Gr(z,x)

d
X (Z a(x —e;, x)VinL(x)(Vier(x) + 5/)) dx

j=1

+ 1L @) (Vigr +E)2(2).

Indeed, by definition of ((-)); we have

da(e)

‘We note

(T~'¢2 + (Vor +£) - A(Vor + )1

/ e )a—() (162 + (Vor + &) - A(Vor +£)) (x) dx.

(T™'¢2 + (Vor +£) - A(Vor +£))(x)

da(e)

i, 0ér dr
—(2T O 5o T2 5 () A(Vér +6)

b (Vor +8) - —2 (Vgy +§))(x)

da(e)
_ -1 3¢T ¢T )
=T <¢T aa(e))(x) * 2<V da(e) A(Vr + 5)) )

+ (Vigr +E)*(2)8(x — 2),

=InT for d =2. Since we are not inter-
ested in the precise value of ¢, we adopt the convention that g is a nonnegative
exponent which only depends on «, 8, and d but which may vary from line to line
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so that
0
8—((T_1¢% + (Vor +&) - A(Vor + )L
a(e)
_ -1 dpr dpr
G =2 (e oo+ o AR +6) ) d

+ L@ (Vigr +E)%(2).

Using the discrete integration by parts formula of Definition 2.3, the first term of
the right-hand side of (3.18) turns into

oo 25 2 s ) o

dor N
(3.19) = | s @V (AT +6) @ dx

—1 8¢T
+/%d<nLT or aa(g))(x)dx.

We now use the following discrete Leibniz rule:

V- (L A(Vér +8))(x) = nL () (V* - A(Vér + £))(x)

d
+ Y VI (IA(Ver +6)];(x —e)),
j=1

where [A(V¢r + &)]; denotes the jth coordinate of the vector A(Vor +&). For
notational convenience, we take advantage of the diagonal structure of A (although
this is not crucial) to rewrite the latter equality in the form

V- (nLA(Vér +§))(x)

(3.20) =nL(x)(V*- A(Vor +8))(x)
d
+ Y alx —ej, 0)VinL(x)(Vigrx) + ).
j=1

The combination of (3.20) with (3.19) and the use of the equation satisfied by ¢7,
T~ 'gr —V*- A(Vér +§) =0,
yield

/Zd (nL (T_ld’T aiqz:) v aﬁi) ANert 5)»“) dx

9 d
:—/Z or (x)(Za(x —e‘,-,x)V;’-‘nL(x)(V}kgﬁT(x)+5_,-)) dx.

d da(e) et
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Using now Lemma 2.4, this turns into

Lo 2255 2 ) o

(2.12)

(3.2D) » (Vigr(z) + &)V, Gr(z, x)

d
X (Z a(x —e;, x)VinL(x)(Vier(x) + %)) dx.
j=1
Inserting (3.21) into (3.18) proves (3.17).

Step 2. In this step, we provide the estimate

sup (T~ 97 + (Vor +6) - A(Vor + )N

a(e)

(3.22) S /Z VG @OV LIV r (O + Ver @) + 1) dx

dal(e)

+n.@)(IVer@)* +1).

Indeed, from Step 1, the boundedness of @, and |£| = 1, we infer that

(T3 + (Vor +£) - A(Vor + )1

sup
a(e)

da(e)

S /Zd (sup Vi ()] + 1) sup |V, G (2. )| [V, ()
a(e) a(e)
(3.23)

x (sup IV*r(x)| + 1) dx
a(e)

+ 1.2 (sup | Vigr () +1).
a(e)
Hence, in the remainder of this step, we have to deal with the suprema over a(e).
Recalling that e = [z, z + ¢;], the two following inequalities are consequences of
Lemmas 2.5 and 2.4:
(2.16)
sup |V, Gr(z, x)| S |V, Gr(z, x)| for all x € Z9,

a(e) ~

(2.14)

sup|Vior ()| S |Vigr ()| + 1.
a(e)

The last inequality we need is

(2.14)
sup [V¥¢r ()| S IVior(x)|[+sup|Vigr (| +1 S [Vir(0)|+IVigr ()| +1.

a(e) a(e)
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It is then proved combining the boundedness of a and the following bound on the
derivative of V*¢r (x) with respect to a(e):

I rer( .
da(e) ) * da(e)

IVi((Vigr (2) + &)V, Gr(z, 0)]

|(Vier (2) + &)V, ViGr(z, x)|

2(IVigr ()| + 1&1) sup |[VGr|
74 x 74

¢r(x)

@.12)

IA

S IVigr@l+1,

where we have used the uniform bound on VG 7 provided by Corollary 2.3.
Combining these three inequalities with (3.23) yields

(T~ '3 + (Vor +£)- A(Vor + )1

sup

a(e) 861(6)

S [ (967 @1+ )I¥.61 G0 l1V* ()

x (IV*r ()| +1Ver(2)] + 1) dx

+n)(1Vér @1 +1)
from which we deduce (3.22).
Step 3. In this step, we argue that

var[(T~'¢7 + (Vor +&) - A(Vor +8)) L]

2
can £ ([, vGreonvranvierwpar) dz)
2
(3.25) (L 1v:Greolvnover @ P dx) dz)
2
(3.26) (L 1v:Greolvin ol ) dz)
(3.27) + </Zd L) (Vor @) + 1)2dz>.

Indeed, inserting (3.22) in (3.16) yields
var[(T~'¢% + (Vér +€) - A(Vér + €))L

2
([, 19:0rG oI m @IV 97 P + 1991 @+ 1)dx ) )

+ <Z i (@ (IVer @) + 1)2>.
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We then use Young’s inequality in the first term of the right-hand side of this

inequality and we replace the sum »_, over edges [z, z + e;] by d times the sum
over z € Z4 to establish this step.

It now remains to estimate the terms (3.24), (3.25), (3.26) and (3.27) to conclude

the proof of the theorem.
Step 4. Estimate of (3.27):

(328) ([ m@P90r@P +1)dz) € pacryi .
Indeed, by stationarity we have
(IVer@I*) Zl (97 +el* + 1o @)[*) = 2d (¢r (0)),
so that i
</Z nL(2)*(IVer @) + 1)2dz> < </Z 1L (2)*(IVer @)* + l)dz>
= [ @ (Ver @t + 1)z

S (e +1) [ @2z
On the one hand, it follows from Proposition 2.1 that

(pr(0)*) S pa(TH,
with ¢ = y(4). On the other hand, it follows from (3.15) that

/zz nL(z)?dz SL™.

This establishes Step 4.
Step 5. Estimate of (3.26):

2
629 ([ ([, 1vGreoivimmidn) dz) S paryr.

We expand the square

2
</Zd</Zd |VzGT(Z,X)||V*T]L(x)|dx> dz>

([, [, 19 m@liv n6)119:Gr G 0lIV:Gr 2. )| dx d' dz)

=/ / |V*nL<x>||V*nL<x/>|/ (V.G (2, OIIVsGr (2, ) dzdx dx.
74 J74d 74
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We then use Cauchy—Schwarz’ inequality in probability and the stationarity of Gr:
(IV:Gr(z, )IIV:Gr(z, X))
<{IV:Gr (@ 0)) (V.G xHH)/?
= (IV:Gr(z = x, ) *(IV.Gr(z — X", 0)1}) /2.
Hence, with the notation
h(y) = {IVyGr(y, 01},

we have by definition of 5 :

2
</Zd </Zd V-G (z, X)||V*7}L(x)|dx> dz>

< [ [ vmnvin el [ ae—one - x)dzdxax

lx|<L

/ h(z —x)h(z —x")dzdx dx’

Ix'|<L JZ4

=g [ f W +x = x')dZ dx dx’
<L Jiwi<e Jzd

s [ [ @k - y)dzdy.
vi<2L Jzd
We note that

/ R2(y) dy =< / |vyGT<y,0>|2dy>.
R<|y|<2R R<|y|=2R

On the one hand, for R > 1 we have according to Lemma 2.9 (for ¢ =2)
ford =2 / h*(y)dy < R minf{1, VTR
R<|y|=2R
= min{1, ﬁR‘l}z,
ford > 2 / h2(y)dy < RY(R'™%)?
R<|y|<2R
=R*.
On the other hand, for R ~ 1, Corollary 2.3 implies
ford > 2 / h2(y)dy <1.
lyI<R
Hence, we are in position to apply Lemma 2.10, which yields as desired

[y o HCOME =) dy S L2pac.
yi=
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Note that for d = 2, we have used the elementary fact that max{1, Inv/TL™1} <
InT.
Step 6. Estimate of (3.25):
2
630 ([ ([, 1V:6rolvmwiiver@P dx) dz) < paryie .

As in Step 5,

2
</Zd (/Zd |V2GT(Zvx)||V*77L(X)||V¢T(Z)|2dx) dz>

= [, [ 19 n@nvn el
></Zd<IVzGT(Z,X)IIVZGT(Z,x/)||V¢T(Z)I4)ddedX'-
This time, we use Holder’s inequality with (p, p, ﬁ) in probability (where p > 2
is the exponent in Lemma 2.9):
(IV.Gr(z, )IIV:Gr (2, )IVer @)

< (IV.Gr(z, 01" P (V.G (2, )Y P (Ve ()| P/ P2 P27
By stationarity of G and ¢, we obtain with Proposition 2.1

(IV:G1 (2. O)|IV:Gr (2. x)|Vr()[*)

S ra(M|V:Gr(z —x, 0P (V. Gz —x', 0)|") /7.
Hence, with the notation
h(y) = (IVyG1 (3, 0|7/,

by definition of 7 :

2
</Zd(éd|VzGT(Z,x)||V*77L(x)||V¢T(Z)|2dx> dz>
Sl’Ld(T)q /%d /Zd |V*nL(x)||V*nL(x/)|‘/%dh(Z_x)h(z_x/)dzdxdx/

Spa(TYIL™472 / h(ZYh(Z — y)d7' dy.
lyl<2L JZ4

As in Step 5, we shall establish that for R > 1

ford =2 f h2(y)dy <min{l, VTR™'}?,
R<|y|=2R
(3.31)
ford > 2 / h*(y)dy < R*4,
R<|y|=2R
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and for R ~ 1
(3.32) ford =2 / h2(y)dy < 1.
IyI<R
Once this is done, Lemma 2.10 implies as desired
/ hEhE — ) dz dy < Lua(T).
lyl<2L JZd

using in addition that max{1,In~/TL~'} <InT for d = 2. As above, (3.32) is a
direct consequence of Corollary 2.3. We now deal with (3.31). Note that according
to Lemma 2.9, we have for R > 1

ford =2 / hP (y)dy < R*“Pmin{1, VTR™!}?,
R<|y|<2R
(3.33)
ford > 2 f h?(y)dy < RY(R'™HP.
R<|y|=2R

We now argue that this yields (3.31). Indeed, by Jensen’s inequality

1/2
(Rd / h2<x)dx)
R<|x|<2R

1/p
< (R—d/ h!’(x)dx>
R<|x|<2R

G333 [(R2R> P min{l, VTR-1))?,  a=2,
~ LRTRIRTHHIP, d>2,

={R_1min{l,ﬁR_l}, d=2,
R4 d>?2,

which implies (3.31).
Step 7. Estimate of (3.24):

2
634 ([ ([, 19:GreolvneiverwPx) dz) < uie.

As in Steps 5 and 6,
2
</Zd<_/%d|VZGT(Z’x)||V*nL(x)||V*¢T(X)|2dx) dz>
:/Zd /Zd|V*nL(x)||V*nL(x/)|

% [ IV:Gr G »)IIV:Gr (2. )|

X |V (x) 2| V*ér (x)|?) dz dx dx’.
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Holder’s inequality with (p, p, %, %) in probability (where p > 2 is the ex-

ponent in Lemma 2.9) then yields
(IV.Gr (2, )IIV:Gr (2, XV b (V7 (1))
< {IV:Gr (@0 P(V.Gr (z, x)HIMVP
« <|V*¢T (x) |4p/(p—2)>(17*2)/(2l7)<|V*¢T ') |4p/(p—2))(l7*2)/(217).
The stationarity of Gr and ¢, and Proposition 2.1 show

(IV.G1(z, )|IV.GT(z, XV b7 (x)[*| V¥ (x') )
S a(TY(IV,Gr(z — x,0)P)/P(IV,Gr(z — x', 0)|P) /7.

We may now conclude as in Step 6.

The theorem follows from the combination of Step 3 with (3.28), (3.29), (3.30)
and (3.34).

Step 8. Extension to the energy density of the corrector field for d > 2.

Let A « be defined by

£ ALoct = [ (VO +8)- A(TH(x) +E)ur (x) dx.
for all L > 1. The claim is
varl§ - ALoo§] S L7,
for d > 2. It is proved using (2.5) provided we show

(3.35) var[§ - AL 0081 < liTminfvar[é -Ap TE].

As we shall prove, the following two convergences hold:

([, + Vor@) - Aw(e + Vor )ue o) dx)

(3.36) — </Zd (E+Vo(x))  Ax)(E+ Vo (x))pr(x) dx>

=£& - Apomé,

which in fact amounts to ((§ + V¢7) - A(§ + Vor)) = ((E+ Vo) - A(E + Vo))
by stationarity, and

fzd (6 + Vor(x)) - AX) (& + Vér (x))mr(x) dx

(3.37) - fzd &+ Vo)  AX)(§ + Vo (x))pr(x)dx
weakly in probability.
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We may now conclude the proof of (3.35). Expanding the variance, one has

var[€ - Ay 7€) = <</Zd(é§ + Vor(x)) - A(x) (& + V¢T(x))/LL(x)dx>z>

2
- < /Zd (6 +Vor(x) - AX) (€ + V¢T(X))ML(x)dx> :

By (3.36), the second term of the right-hand side converges to (§ - Anomé )2 as
T — oo, whereas by lower-semicontinuity of quadratic functionals, (3.37) implies
that

<(/Z" (E+ Vo) A (E + V¢(X))ML(x)dX>2>

<timint] ([ (6 + Vr () - AW + Vo7 (0)r ) dx)2>,

T—o00

which shows (3.35).
It remains to prove (3.36) and (3.37). Note that by stationarity, (3.36) is a con-
sequence of

(338) lim |AT — Ah0m| = O,
T—o00

foralld > 2,where £ - A7& := ((§ +Vor) - A(E+ Vr)). Starting point for (3.38)
is the definition of A7 and Apom from which we deduce

§-(Ar — Apom)§ = ((§ + Vor) - AE +Vor) — (E+ Vo) - A +V9))
(3.39) =(§-A(Vor = V) +(Vor - A(§ + Vor))
— (Vo - A(E +V¢)).

Let us treat each term separately. For the second term, we shall argue that (2.3)
yields: for every stationary field ¢ : Z¢ — R such that (¢?) < oo, one has

(3.40) T~N$re) + (V¢ - A + Vér)) =0,

so that one may replace the second term of the right-hand side of (3.39) by
—7! (QS%). For the first term, we shall use the following weak convergence of
Vo7 (x) to V¢ (x) in probability: for every random variable x taking values in R4
with (|x|?) < oo, one has for all x € Z4,

(3.41) Aim (x (Vor (x) = Vo (x))) =0,

so that taking x = 0 and x = A(0)£ shows that the first term in the right-hand side
of (3.39) vanishes as T 1 oo. For the last term, combining (3.41) and (3.40), we
will prove

(3.42) (Vo - A(E + V) =0.
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We directly draw the conclusion: the combination of (3.39), (3.41), (3.40) and
(3.42) shows that

limsup & - (A7 — Apom)€| = limsup T~ (¢7),
T—o0 T—o0
which implies (3.38) by Proposition 2.1.
We give the arguments for (3.40), (3.41) and (3.42) for the reader’s convenience
(we could also directly appeal to [13]). Multiplying the defining equation for ¢1
by ¢ yields

(3.43) T~ (¢r0)(2) — (V- A€ + Vo)) (2)¢ () =0.

We then use the discrete Leibniz rule in the form

V¥ (CAG + Vér))(2) = (V' A€ + Vo)) (2)¢(2)
(3.44)

d
+ ) ViC@IAE 4+ Vor)(z —e)];.

j=l1

Since V¢r, ¢ and A are jointly stationary random fields, the expectation of the
left-hand side of (3.44) vanishes, and

d
(V" A + Vo) ()2 () = —<Z VI ([A(E + Vor(z— e,-))]j>
(3.45) =
=—(V¢-AE +Vor)),

noting that V}kg“(z) = V;¢(z — e;). We then take the expectation of (3.43) and use
(3.45) to obtain (3.40).
We recall the standard a priori estimate which one derives from (3.40):

(T 7 (x)> 4+ |Vor(x)*) < 1.

Since the left-hand side does not depend on x by stationarity, there exists g : Z¢ —
R such that up to extraction, V¢ (x) converges to g(x) weakly in probability for
all x € Z¢. By construction, g is a gradient field, and is jointly stationary with A.
By the boundedness of (T_1¢%)1/ 2 one may pass to the limit in (3.40), and obtain
for every stationary field ¢

(3.46) (V- AE 4 V) =0.

As noticed by Kiinnemann in [13], this characterizes the gradient of the corrector,
so that g = V¢. This proves (3.41) by definition of weak convergence in probabil-
ity.

We then use (3.46) for ¢ = ¢7 and pass to the limit 7 1 oo in (3.46) by the
weak convergence (3.41). This proves (3.42).
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We finally turn to the proof of (3.37). By definition, (3.37) is proved if for all
bounded random variables y,

Jim (o [ (€4 Vor () - A€ + Vor (0)yus () dx)
(3.47) T

=(x [, 6+ Vo) - Ao (€ + Vo) (o) dx).

W.Lo.g. we may assume that x takes values in [0, 1]. By lower-semicontinuity of
quadratic functionals in probability, and since x > 0, the weak convergence (3.41)
of Vo7 (x) to V¢ (x) in L? in probability for all x € Z¢ yields

timintlx [ (6 + Vor(n) - 400 (€ + Vor () () da)
= /Z (o (liminfl (& + Vo7 () - A (& + Vor ())) da
> [ me GOl (E + Vo7 () - A + Vor () da

=(x [, (6 + V() - A& + Vo)ies ) d).

Likewise,

timint{(1 =0 [ (& + Vor(0) - A (e + Vor (0)e () dx)

= (10 [[ (64 V() - W& + Vo)s o) d)

since 1 — x > 0. Combined with the convergence of the expectation (3.36) and the
trivial identity 1 = x + (1 — x), these two inequalities imply (3.47) for x taking
values in [0, 1], and therefore (3.37) as desired.

4. Proofs of the estimates on the Green functions. Before addressing the
proofs proper, let us make a general comment. In what follows, we shall replace
the classical Leibniz rule by its discrete counterpart. Although they are essentially
the same, the expressions that appear are more intricate in the discrete case. In
order to keep the proofs clear, we first present the arguments using the classical
Leibniz rule (though it does not hold at the discrete level) and we later give a
separate argument to show that the various results still hold with the true discrete
version.

4.1. Proof of Lemma 2.8. Without loss of generality, we may assume y = 0
and suppress the y-dependance of Gr in our notation. We will first give the proof
in the continuum case (i.e., using the classical Leibniz rule) and then sketch the
modifications arising from the discreteness.
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We first argue that for any d,
—1 2 2 <
“4.1) T fszT,de+/Zd|VGT,M| dx S M,
where for 0 < M < oo, G, denotes the following truncated version of Gr
GT,M = min{GT, M} > 0.

Indeed, we consider TG — V* - AVG7 = § in its weak form, that is,
4.2) T_lf ¢Grdx +/ V¢ - AVGrdx =(0)
zd 74

and select ¢ = Gr, . Since G yGr > GZT,M and provided that VGr s -
AVGT > VGt M- AVGrT, ), we obtain (4.1) by uniform ellipticity. Indeed, since
A is diagonal,

VGT M AVGT()C)

Il
.M&

a(x+e,x)(Grm(x+¢)—Grux))(Gr(x+e)—Grx))

i=1

M:_

a(x+e,x)(Gru(x +e¢)—Gr, M(x))

i=1

> a|VGr p(x).

Step 1. Proof of (i) for d > 2.
Following [7], Theorem 1.1, we argue that (4.1) implies a weak-L%/(?=2) esti-
mate, that is,

(4.3) La({Gr > M) < M—4/@=2),

For this purpose, we appeal to Sobolev’s inequality in Z¢, that is,

(d=2)/Q2d) 1/2
Z

which is a consequence of [22], Lemma 2.1 (when “n — 00”), or [3], Theorem 4.4
(when “r — 00”). Via Chebyshev’s inequality and (4.1), this yields

ML;({Gp > M))\@=2/CD < ppl/2,

which is (4.3).
We now argue that the weak-L?/(@=2) estimate (4.3) in Z¢ yields a strong L9-
estimate on balls {|x| < R} for 1 <¢ < dde‘ More precisely, we have

(4.4) / G%dx < RYR*Y.
l¥|<R
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Indeed, we have on the one hand
o0
f Gldx = q/ La((Gr > M DM T am’
Gr>M M

(4.5 +MILy({|Gr| > M})

4.3)
< a2

~

where we have used ¢ < ﬁ. On the other hand, we have trivially

(4.6) Gl dx < RIMY.

/{-GTSM}QHHSR}

With the choice of M = R?2~4, the combination of (4.5) and (4.6) yields (4.4).

In order to increase the exponent ¢ in (4.4), one combines a Cacciopoli esti-
mate! for monotone functions of G with a Poincaré—Sobolev estimate to obtain a
“reverse Holder” inequality (as in the proof of Harnack’s inequality, see [8], Chap-
ter 4, Method II). We start with the Cacciopoli estimate, that is,

(4.7) / VG4 P dx < R G4 dx
2R<|x|<4R R<|x|<8R

for all 1 < g < oo. For that purpose, we test (4.2) with { = nZG(%_l, where the
spatial cut-off function n has the properties

n=1 in {2R < |x| < 4R},
(4.8)

n=0  outside {R < |x| <8R}, IVl < R, 0<n<l.

This yields
(4.9) ™! de n*G4 dx + /Zd Vn?G4) . AVGrdx =0.

Since by the uniform ellipticity of A, there exists a generic constant C < oo (which
only depends on ¢, «, B) such that

V*GiY) . AVGr
= (g — D)n*G4*VGr - AVGr +21G4 'V AVGy

Young _
> ' GI VG2 — GVl

> C ' IVGYP R — eGP,
we obtain

2
]Zd PIVGY 1 dx < de G4 |Vn|*dx.

IThis is the only place where we use the Leibniz rule.
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In view of the properties (4.8) of n, this yields (4.7) for d > 2.
We now derive the “reverse Holder” inequality

( R / Gad/@d=2) ;5.
2R<|x|<4R T

l/q
< (R_d/ G1 dx) .
R<|x|<8R

For that purpose, we appeal to the Poincaré—Sobolev estimate (see [22], Lem-
ma 2.1, or [3], Theorem 4.4) on the annulus {2R < |x| <4R}:

)(d—Z)/(qd)

(4.10)

d 2d/(d—2 @=2)/Cd) 2—d 2 \?
(R— f |u| 24/ = >dx> §<R - f |Vu| dx)
2R<|x|<4R 2R<|x|<4R

5 1/2
+ (R—d/ |u a’x) .
2R<|x|<4R

/2.
We apply the latter to u = G‘% :

@-2)/(qd) 1/q
(R_d / G4 a2 dx) < (Rz_d / |VGqT/2|2dx)
2R<|x|<4R 2R<|x|<4R

4 1/q
+ (R / G4 dx) .
2R<|x|<4R

The combination of this with (4.7) yields (4.10).

We now may conclude in the case of d > 2: indeed, (4.10) allows us to itera-
tively increase the integrability g in multiplicative increments of dde in the esti-
mate (4.4). Since any p < oo can be reached in finite multiplicative increments
starting froma l <g < ﬁ, the side effect that the annuli get dyadically larger at
every step does not matter qualitatively (in this sense, the above argument is much
less subtle than the proof of the Harnack inequality). This proves (2.21).

Step 2. Proof of (i) for d = 2.

We now tackle the case of d = 2, which in fact amounts to the L!-BMO estimate

1/q
4.11) (sz | — it <ry]? dx> gf | fldx
lx|<R z?
for
(4.12) T~'u—V* AVu=f,

where u{||<g) denotes the average of u on the ball of radius R. We fix an exponent
q < oo and aradius 1 < R < 0o and assume w.l.o.g.

(4.13) ii(jx|<g) = 0.
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Asin (4.1), we have

(4.14) / |VuM|2dx§M/ | fldx.
Ix|<R 72

As opposed to the case of d > 2, this is the only time we use the equation (4.12).
Estimate (4.14) is used in connection with the Poincaré—Sobolev inequality with
mean value zero, that is,

1/s 12
—_ — N
<R 2f s — @m)(jx|<r)| dX) S(/ IVuMIde) ,
Ix|<R Ix|<R

for any s < oo, which we use once for s = ¢, that is,

1/q 172
(R_Z/ lumr — (@) qix1<ry|? dx) S (/ IVMMIZdX>
lx|<R lx|<R

(4.14) 1/2
S (m [ r1ax)
ZZ

and once for arbitrary s (which we think of being larger than ¢) in the form

1/s
(R_Z/ lup|® dx)
[x|<R

1/2
(4.16) S(/l |<R|VMM|2dx> + |@m) (ix1<r)]|

(4.14) 1/2 1/q
< (M/ Ifldx> +(R2/ |u|qu> .
72 [x|<R

We use (4.16) to estimate the peaks of u. More precisely, we claim that for
s >2q,

(R_Z/ lu|? dx)
{IxI=RINf|u|>M}

s/(29) s/q°
< Ml—s/@q)(f |f|dx) + M (R—Zj | dx) :
72 |x|<R

The argument for (4.17) is similar to the case of d > 2: estimate (4.16) yields the
weak estimate

(4.15)

1/q

4.17)

M(R2Lo({|x] < RY O {lu| > M)

1/2 1/q
< (M/ |f|dx) + (R_Z/ |u|? dx) ,
72 |x|<R
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which we rewrite as

R™2Lo({Ix] < RY N {ju| > M})

5/2 s/q
< M_S/Z(/ |f|dx> + M_S<R_2/ |u|? dx) )
72 [x|<R

On the other hand, we have

(4.18)

o0
/ ul9 dx = q/ Lo({lx] < RYN {Jul > MM " am’
{Ix|<R}N{|u|>M} M
4.19)

+ MLy ({Ix| < 1} 0 {[u| > M}).
Since s > 2¢q, the combination of (4.18) and (4.19) yields

R*Zf ul? dx
{lxI<R}N{|ul>M}

s/2 s/q
,SMQ“‘/Z(/ |f|dx) +MW(R-2 / |u|qu) ,
72 |x|<R

which is (4.17).
We now combine (4.15) and (4.17) as follows

1/q
(R_zf |u|? dx>
|x|<R

@13/ __ 1/q
< (R 2/ \M—(MM){|x|sR}!qu)
[x|<R

5 1/q
< (R_ / lup — @) qixi<ry|? dX>
[x|<R

1/q
+ (R_Z/ |u|9 dx)
{Ix|<R}N{jul>M)

(4.15) and (4.17) 172 5/(2q)
< M1/2<f2 |f|dx) + MH/(Z‘D(/2 |f|dx)
Z Z

s/q*
+M‘—S/4(R—2/ |u|qu) .
lx|<R

We claim that this estimate contains the desired estimate. Indeed, using the abbre-

viations
1/q
U:= (R_Z/ |u|qu> and F:=/ | fldx,
Ix|<R z?

we rewrite the above as

(4.20) USM'V2FY2 4 m'=s/CO ps/Qa)  ppl=s/ays/a,
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Since s > g, choosing M ~ U sufficiently large, we may absorb the last term of
(4.20) into the left-hand side. This yields

U<ylV2pl/2 + U'l—/Co ps/Cq)

Using Young’s inequality twice in the right-hand side since s > 2¢, we obtain as
desired U < F, which shows

. 1/q
<R2/| . |Gr — Grix)<rl? dx> <1.
x|<

Step 3. Proof of (ii).
We first derive a weak L*-estimate on {|x| < R}:

(4.21) R2Ly({Gr > M}N{|x| <R} SM™™.
For that purpose, we combine (4.1), which for R ~ +/T turns into

(4.22) R’2/2G2Tde+/2 IVGr.yl*dx <M,
Z ’ Z

with the Poincaré-Sobolev estimate

— 1/8 1/2
(R_2/| g [OT:M ~ GT’M{|x|sR}|8dx> S (/| x |VGT,M|2dX>
x|< X<

in form of
1/8 1/2
<R‘2/ GgT’de) < (/ |VGT,M|2dx)
lx|<R lx|<R

1/2
+ (RZ/ G7 de) .
|x|<R

This yields (4.21):

2148 1/8 2 8 18 2

(RM°Lr({Gr > M}N{|x| <R})) " < (R_ /| r Grm dx> ng/ .
X|=
We now argue that (4.21) yields (2.22). Indeed, combining
o0

R*Qf Grdx = qR*Q/ Lo({(Gr > M'}N{|x| <RYM'dM'

{Gr>M}N{|x|<R} M

+RPM*Ly((Gr > MY {|x| < R})

(4.21)
< M7
with the trivial inequality
R™? GF ydx S M?

|x|<R
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for M =1 yields property (ii) of the lemma.
Step 4. Proof of (iii).
We establish for allg > 1 and R > 1

T
4.23 2R) 4 / Gldx < —R1 G dx.
*23) @R) k=28 |~ R2 R<lx|<2R |

Indeed, we test (4.2) with nquT_l where the cut-off function 7 is chosen as follows
n=1  inf{|x|=2R},
n=0 in{lx]<R} [VgISR™\ 0=n<l
yielding
7! /Zd n?G4 dx + /Zd V*GiY) - AVGrdx =0.
Arguing as for (4.9), this yields

7! G%dx + IVGY/*2dx < R7? G4 dx,
[x|>2R |x|=2R R<|x|<2R
so in particular (4.23).
We now turn to (2.23). We introduce the abbreviations

Ry = Zkﬁ,
Ay = Rk_d G(% dx,
R <|x|<Rp+1

so that (4.23) turns into

r —k
Ajy1 < CFAk = C47" Ay,

k
where C denotes a constant depending only on «, 8, and d. This yields by iteration
k—1
Ag < AgCHTT 47" = AgCra=*=DR2 — p o=k,
i=0

Thus, for all » > 0,

1 (( Ri )rAk)<k 2+ (k+1)InC —k2In2
n — — rin n — n
VT Do/ —

<1

~

for k large enough. Hence,

R\’
G4 dx < AORd(—) .
'/Rk§|x|§Rk+l 4 k VT
To conclude the proof of (iii), it remains to argue that
d=2, 1
< b b
(4.24) Ao S [d >2, (VT2
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For d > 2, this a consequence of (2.21), whereas for d = 2 we combine (2.20) with
(2.22) as follows:

Ag<T7! Gr(x)?dx
0= <2T 7(x)

1/q
=! <</|x|<2ﬁ|GT(x) — G107l dx)

(2.20)
< VT2

| (5 )qd 1/q\ q
+17([ L Crav’ar) )
Ix|<2vT M

(2.22)
S VT2

<1.

Step 5. Modifications due to the discreteness.
The only place where we have used the Leibniz rule is the proof of the Cac-
ciopoli inequality (4.7). At the discrete level, we have fori € {1, ..., d}

Vi G4 )

=’ +e)Gi  (x +e) — n*(0)GL (x)

(4.25) , ,
_r “12) 7O (G971 e — 647 ()
2 N 2
e +e’2) T (G97 (x 4 ) + G171 ().

Taking advantage of the diagonal structure of A (although this is not essential), we
obtain

d
VPG AVGr(x) = Y Vi*GE Halx, x +e)V;Gr(x)
i=1

d 2 2
e.
(4é5)2a(x,x+ei)" Sl 12)+77 )
i=1

x (G4 (x +¢) — GE ' () ViGr ()

>0

n*(x + ;) — n*(x)
2

d
+ Za(x, x+e;)
i=1

x (GF ' (x + &) + GF (1)) ViGr ().
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Since the underbraced term is nonnegative, the lower and upper bounds on a yield

Vn*G4!) - AVGr(x)

Zn RO ET (G4 w4 — 6 () VIGr (o)

! Z Vi oy 1 +e"2) 10 (G871 (x4 e) + G171 (0) Vi Gr ()|
i=1

Y 2 ‘ 2
O;gazn (x +¢€)+n"(x)

; (G4 (x +e) — GL (0) Vi Gr(x)

i=1
d

— BCY (Gr(x +€)? + Gr(x))|Vin(x)|*
i=1

d , 2
_ﬁc-lZ(”(x—"_el)-'_n(x)) (V[GT(X))Z
i=1

2

<(*(x+e)+n>(x))/2

x (G472 (x + &) + G2 (x)).

Using the inequality (proved at the end of the step)
2097 =T — ) = (b= BT+ 17
(4.26)
forb,c>0,q > 2,

we may absorb the last term of the right-hand side of the latter inequality into the
first term for C large enough, so that it turns into

V*G4) - AVGr(x)

d 2 X 2
> a—2ﬂc—l)zn (x+‘312)+7) (x)
4.27)
x (G4 (@ +e) — GF ' (1)) ViGr(x)
d

— BCY (Gr(x +e)+Gr(x)?)|Vin(x)[*.
i=1

Using now the following inequality

(4.28) W' —cITYb—c) > B =12 forb,c>0,q > 1,



826 A. GLORIA AND F. OTTO

(4.27) finally turns into
-1
V’G7 ) - AVGr(x)

> i 72 (x +e) + n(x)

; (G4 (x + &) — G4 (x))?

i=1
d
—C Y (Gr(x +€)7 + Gr(x))|Vin(x)|.
i=1
Combining this with (4.9) yields

[, P@Iv6 @i
(4.29) z
S [ (Grex+e)? + Grn)Vinto P dx,

which implies as desired

f VG2 (x))?dx S R™? Gr(x) dx,
2R<|x|<4R R<|x|<8R
provided that n satisfies in addition

nx)=0 forx ¢{y:R+1<|y| <8R —1},

which is no restriction since R > 1.
We quickly sketch the proofs of (4.26) and (4.28) to conclude. Inequality (4.26)
follows by symmetry from
B =Y =)= (b —c)>c?7?
=(b—c)(b?" —bc17?)
=b(b—c)(BI7? —c17?)
=blb—c||b?™* — 12| > 0.
To prove (4.28) we first note that by homogeneity and nonnegativity of b and c, it
is enough to consider ¢ = 1 and b > 0. We introduce the function & = Rt — R™
defined by
b2 —1)?
Bt -1 -1y’
72
4q-1’

Since h > 0, the claim is proved if % is bounded on R*. As h(0) = 1 and
limp_, o h(b) = 1, it is enough to prove that & is continuous on R*. A Taylor

h(b) =
b=1.
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expansion around b = 1 yields
q>
b1? —1)? = Z(b — 1)+ o((b— 1)2),

GBI =D -1 =(g - Db -D*+o((b—1)?).

Hence, limy_.1 h(b) = h(1), h is continuous and therefore bounded on RY, as
desired.

4.2. Proof of Lemma 2.9. The proof relies on three ingredients: a Meyers’
estimate based on the L4 theory for the constant-coefficients Helmholtz projection,
a Cacciopoli estimate and the estimates of Lemma 2.8.

We begin with Meyers’ estimates. Let u:Z¢ — R, f:Z¢ - R, and g:Z¢ —
R have support in {|x| < R}, and let u satisfy the equation

(4.30) —V* A Vux)=V*g(x) + f(x)  inZ

We claim that there exists p > 2 depending only on «, 8, and d such that for all
R > 1, the following L?-estimate holds

(. |W<x>|pdx>1/p <(/, |g<x>|pdx)l/p

1/2
(4.31) + R1741/2=1/p) </Zd |f(x)|2dx) .

As in the original paper [16] by Meyers, the proof of (4.31) relies on a perturbation
argument and on the L9 regularity theory for the Helmholtz projection.

Step 1. L4 regularity for the Helmholtz projection.

Let H:L2(Z4,R?) — L%(Z%,R?) denote the Helmholtz projection, that is, the
orthogonal projection onto gradient fields for the inner product of L?(Z¢, R). By
definition, H is continuous on L%(Z4, R9) and satisfies

(4.32) IHgllL2zd rey < 118l 1224 Rety-

Let us show that H can be extended to a continuous operator from L4 (zZ4,R%) to
L2(Z2,R?) for all 1 < g < oo. The proof is standard, appealing to Calderén—
Zygmund singular integral theory and to Marcinkiewicz interpolation theorem
(such theorems apply to the discrete case under investigation since the associated
measure has the so-called “doubling” property). Since H commutes with trans-
lations, it is a convolution operator: there exists a matrix-valued kernel K such
that

(4.33) Hew) = [ K =)0 dy.

From an elementary Fourier series analysis (see [15] for related arguments), we
infer that the symbol of K coincides with the symbol of the second derivative of
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the Green’s function of the Laplace equation studied in [15]. In particular, from
the analysis of [15], we learn that

(4.34) IVK (x)| < T et
We are therefore in position to apply Calderén—-Zygmund’s theory (see [20], The-
orem 2, page 17), which shows that H is of weak type (1, 1) (see the proof of [20],
Theorem 3, page 19). Appealing to Marcinkiewicz’ interpolation theorem (see [1],
Theorem 1.3.1, page 9) then shows that H can be extended to a continuous opera-
tor from L4(Z4,R%) to L4 (Zd ,RY) forall 1 < g < 2. A standard duality argument
(see, [19], 2.5(c), page 33, e.g.) implies that H can also be extended to a continuous
operator from L?(Z4 R%) to L4(Z4,RY) for all 2 < g < oo. Let r > 2 be fixed,
and for all ¢ > 1 let denote by C,, the norm of H in £(L9(Z%, R?), L1(Z, R?)).
Then Riesz—Thorin interpolation theorem (see [1], Theorem 1.1.1, page 2) shows
that for all 6 € (0, 1), Cag+r(1—p) < C5C17?, s0 that

(4.35) limsupC, <1
q—2

since Cr < 1 by (4.32).

We now turn to the proof of (4.31) proper and proceed with the perturbation
argument.

Step 2. Proof of (4.31) for f =0.

We first assume that f = 0, and rewrite the left-hand side of (4.30) as a pertur-
bation of the operator —#A:

_a;'BAM:v*.<g+(A—#Id)Vu>

or equivalently in the form

2
(4.36) —Au:v*.(—(ng(A—ﬂld)w)).
a+p 2
In order to apply the L7 theory for the Helmholtz projection, we need to show that
2 o+ B
4.37 Vu=H|—— A———Id )V .
@37 e e e O D)

Since Vu is obviously a gradient, it remains to show that for all ¢ : Z¢ — R such
that V¢ € L2(Z4,R?) one has

/ Vu(x)-Ve(x)dx
74

(4.38)
(g + (A — MId)Vu))(x) -Ve(x)dx.

- Zd<a+,3 2
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To this aim, we multiply (4.36) by ¢ and integrate by parts using that #, Vu and g
have compact supports. This yields (4.38) and proves therefore (4.37). The conti-
nuity of H from L9(Z%, R%) to L1(Z%,R¥) proved in Step 1 then implies that

1/q
(/ [Vu(x)|4 dx)
[x|<R

(4.39) -
£ oo (a0 =3 10} )
<C )+ 1AKX) — —— u(x X .
=CiyTp \xlng() (x) >
Using the triangle inequality, (4.39) turns into
1/q
(/ [Vu(x)|4 dx>
[x|<R
2 . 1/q
4.40 <C (f X dx)
(4.40) et p ‘xlsng( )|
2 a+p q 1/q
C Ax)———1Id |V d .
* qa+/8(/|x|5R( ) 2 ) “t) x)
Since a € Ayp, 1(A(x) — XL 1) Vu(x)| < £5%|Vu(x)| and we may absorb the
term
2 a+p q 1/q
Cq—</ <A(x) — —Id) Vu(x) dx)
a+ B \Jix|<R 2

< l25(], o)

into the left-hand side of (4.40) provided that
c, b=
a4+

h\/_/
<1

(4.41) <1

The interpolation property (4.35) ensures there exists p > 2 such that (4.41) holds
for all p > g > 2. For such a g, we then have

as desired.

Step 3. Proof of (4.31) for general f.

Note that since u and g have compact supports, equation (4.30) implies that
Jza f(x)dx = 0. We first show that there exists Vw € L%(Z%,R?) such that for all
¢:7¢ — R with V¢ € L>(Z4, RY), one has

(4.43) /Zd Vw(x)-Ve(x)dx = /Zd f)e(x)dx,
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so that (4.37) turns into
2 a+p
Vu= A——Id )V Vuw ).
e e e O m DA

1/2

1/
(4.44) </Zd|Vw(x)|qu) quld“/”/q)(/de(x)zdx) ,

for all 2 < g < g for some g > 2, we then conclude as in the case f =0 (with
potentially a smaller p). To prove the existence of such a Vw, we proceed by
minimization and consider the problem

Provided

inf{de Ve@Pdx - [ e
(4.45)

7' >R, V¢ € LZ(Zd,Rd)}.

The same argument as in the proof of Riesz’ theorem yields the existence of a
minimizer once one shows that the functional is coercive. Let R be large enough
so that f has support in {|x| < R}, and denote by g:{|x|< Ry the average of ¢ on
{lx| < R}. Since f has zero average, one may subtract the average of { and obtain
by Cauchy—Schwarz and Poincaré’s inequalities

!/ FOOL () dx
74d

/|X<R f(x)(é'(x) o E{|X|<R}) dx

(o) ([ e

1
s28 [ fwrave s [ veeoPax

This shows that for all test functions ¢

IVe)[Pdx — | fx)¢(x)dx
(4.46) /Zd /Zd

2 2 1 2
> 2R [ frde s [ IVePax,

as desired. This proves the existence of a minimizer w:Z¢ — R such that Vw €
L?(R4, Z%). In addition, it satisfies the estimate

(4.47) /Zd Vw2 dx < 4R2/Zd £ dx.

Since w is a minimizer of (4.45), the first variation of the energy at w vanishes,
and w satisfies (4.43).
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It remains to estimate the L norm of Vw for some g > 2. To this aim, we argue
that

/i|VVw(x)|2dx=/d(Aw(x))2dx
(4.48) Z‘ z

= / f(x)zdx.
74

As in the continuum case, the first identity in (4.48) follows directly from two
integrations by parts for w with compact support. For general w, the boundary term
involves products of first and second derivatives of w on spheres of large radius R.
In our discrete setting, these boundary terms can be estimated by the integral of
|[Vw|? outside the ball of radius R, which is finite since |Vw|? is integrable by
construction. Hence, the boundary terms can be made to vanish in the limit R —
oo. The second identity in (4.48) follows from the fact that w solves the equation

—Awx) = f(x)  inZ¢,
which is a consequence of (4.43). We are in position to conclude. For d > 2, we
appeal to Poincaré—Sobolev inequality on Vw to turn (4.48) into

(4.49) /d |Vw(x) 24/ @=2 gx §/df(x)2dx.
7 7

Combined with (4.47), (4.49) implies (4.44) for all 2 < g < dszZ by Hoélder’s

inequality. For d = 2, we appeal to Poincaré—Sobolev inequality on (V;w)? for
ie{l,...,d}toturn (4.47) and (4.48) into

2
f (v,-w<x)>4dxs(f |v,-<v,-w<x>>2|dx)
72 72

(4.50) < /zz IVVw(x)|>dx /22 IVw(x)|*>dx

< RZ(/Z2 f(x)zdx)z.

Combined with (4.47), (4.50) implies (4.44) for all 2 < g < 4 by Holder’s inequal-

1ty.
Step 4. Cacciopoli estimate.
We need the following finer version of (4.7): For all x € R,

/ VG102 dx
2R<|x|<16R

(4.51) <R? (Gr(x) —k)*dx
R<|x|<32R

+ T V| |G (x) — k| dx.
R<|x|<32R
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This variant of Cacciopoli’s estimate can be proved along the lines of (4.7), mul-
tiplying the equation by nZ(GT(x) — k) instead of nZGT(x). The zero order term
then brings the new term in the right-hand side of (4.51). By Young and Cauchy—
Schwarz’ inequalities, the second term of the right-hand side is controlled by

T k| |G (x) —k|dx
R<|x|<32R
=T"'|x|R R NGr(x) —k|dx
R<|x|<32R
<T?k|?’R*+ R |G (x) —k|*>dx.
R<|x|<32R

Hence, it only remains to estimate the first term of the right-hand side of (4.51).
To this aim, we appeal to Holder’s inequality with exponents (p/2, p/(p — 2)) for
p=2:

/ IGr(x) —«|*dx
R<|x|<32R

2/p
< (/ |G1(x) —K|P dx> (R (P=2/p
R<|x|<32R

2/p
:Rd—2d/P(f |GT(x)—/<|de> .
R<|x|<32R

Using these last two estimates and the elementary inequality (a> +b*)'/? <a+b,
(4.51) turns into

12
( / VG (o) dx)
2R<|x|<16R

1/p
(4.52) < R—le/Z—d/P(/ |G (x) —«|? dx)
R<|x|<32R
+ T_le/2+1|/c|,

that we will use with ¥k = 6T{R§|x|§32R}-
Step 5. In this step, we use Steps 1 and 4 to argue that

1/p
(f |VGT(x)|pdx>
4R<|x|<8R

. l/p
(4.53) SR+ RT—1)</2 |Gr(x)— GT{R§|x§32R}’pdx)

R<|x|<16R

+ T7'RYP Gy pepi=328)-
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We apply Meyers’ estimate (4.31) to the function u = n(Gt — 6T{R§|x|§32R})’
where the cut-off function 7 - 74 —> [0, 1] is such that

nx)=1 for4R < |x| <8R,
4.54)
|x] <2R+1,

nx)=0 for { x| > 16R — 1,
Foralli € {1,...,d}, the discrete Leibniz rule yields
Viu(x) =n(x)ViGr(x) + (Gr(x + &) — Gr(r<|x|<32R}) Vi (X).
Based on this, a direct calculation shows
—V*. AVu(x)

IVl SR

d
=— nx)V*-AVGr(x) - ZV,'*U(X)G(X — ¢, x)V'Gr(x)
i=1

(4.54) and @ADL

d

- ZV?((GT(X + ¢;) — GT{r<|x|<32R))a(x, x +€))Vin(x))
i=1

d
=V*. (— > (Gr(x +e) — Grrepri<amy)alx, x +ei)vi’7(x)e")
i=1
d

— Y Vin@alx — e, )VIGr(x) — n() T Gr(x).
i=1
This identity has the form of (4.30) provided we define the functions f and g by

d
F@) ==Y Vimak — e, )VIGr(x) — ()T Gr (),
i=1
d p—
gx) =— Z(GT(X + ) — Gr{r<|x|<32r})a(x, x 4 &) Vin(x)e;.
i=1
Since u, f and g have supportin {|x| < 16 R}, we may apply estimate (4.31) which
yields

1/p
(/ IVu(x)lpdx)
Ix|<16R

d /p
S (X;/Zd IVin()I?[Gr(x + ) — GT{R§|x|§32R}1de>
i=

4 R1=d(/2-1/p)

12
< ( [0V PV Gr 0P + T 2026 dx)
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Using the property (4.54) of 1, and the triangle inequality, we are left with

1/p
(/ |Vu(x)|pdx>
Ix|<16R

_ 1/p
5R‘1</ |G (x) —GT{R<|x|<32R}|pdx>
2R<|x|<16R
(4.55)

12
+ R/P=d/2 ( / |VGT(x>|2dx)
2R<|x|<16R

12
" Rd/p—d/Z—H(/ T_ZGT(X)de) _
2R<|x|<16R

Let us rearrange the terms. For the third term, the triangle inequality and Holder’s
inequality with exponents (p/2, p/(p — 2)) show that

1/2
(/ GT(x)zdx)
2R<|x|<16R

N Rd/zET{R5|x|532R}
d/2—d = l/p
+ R/~ “’(/ |GT(X)_GT{R§|x|§32R}|pdx) ,
2R<|x|<16R

whereas for the second term we appeal to the Cacciopoli estimate (4.52) with k =
6T{R5‘x|§32R}. Hence, (4.55) finally turns into

1/p
(/ |Vu(x)|”dx>
[x|<16R

_ 1/p
456) <R+ RT*)( / 1G1(x) - Cr (reppsonl]” dx)

R<|x|<16R

+ T RYPHGr (e <32y

We are in position to conclude the proof of this step. For all i € {1,...,d]}, the
discrete Leibniz rule yields V;u(x) = n(x)V;Gr(x) + G7(x + €;)Vin(x). Hence,
(4.54) implies that Vu(x) = VGr(x) for 4R < |x| < 8R, so that (4.56) yields
(4.53).

Step 6. Proof of (2.24).

We claim that (2.24) follows from (4.53) and the estimates of Lemma 2.8.

We distinguish two regimes: R < +/T and R > +/T. We begin with R < +/T.
For the first term of the right-hand side of (4.53), we appeal to the BMO estimate
(2.20) of Lemma 2.8 for d = 2 and to the decay estimate (2.21) with “g = p” for
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d > 2, so that

. 1/p
(R~ + RT_1)<</2R<|x|<16R’GT(X) — GT{R§|x|§32R}\pdx)

(4.57)
< R—I(RdR(Z—d)p)l/P — pd/p—d+1.

For the second term, we estimate the average using (2.22) for d =2

(2.22)
= -2 /T2~ -2
GT{Rst\§32R}§R T GT{|x\g32ﬁ} S RTT,

and using (2.21) with “g = 1" ford > 2

—= @20 4 —d
Grir<ixj<n2r) < RTCSRT,

since R < JT. Hence, in both cases,
(4.58) T RYPT G (reiei<32r) S RVPHL

From (4.57) and (4.58), we then conclude that (2.24) holds for R < JT.

We now deal with the case R > \/7 . For the first term of the right-hand side
of (4.53), we use the decay estimate (2.23) with exponents “q = p,r =k + 2p,’
which yields

/ |Gr(x) — Gr(r<x|<n2r)|" dx < / Gr(x)Pdx
2R<|x|<16R R<|x|<32R

2.23
( < ) RdR(Z_d)p(ﬁR—l)kJer’

and therefore

. 1/p
(R™! +RT1)</ |GT(x)_GT{R<|x|<32R}|pdx)
2R<|x|<16R

(4.59)
< pd/p—d+1 (ﬁRfl)k/P.

For the second term, we proceed the same way, and appeal to (2.23) with exponents
“g=1,r =k/p+ 2 which yields

— _ —I\k/p+2 _ —1\k
and therefore
(4.60) T RYPHGr (reiwi<ory S RYP-IH (VT RY)P,

From (4.59) and (4.60), we then deduce that (2.24) holds for R > /T as well.

4.3. Proof of Corollaries 2.2 and 2.3. These results are easy consequences of
Lemmas 2.8 and 2.9. We include their proofs for convenience.
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4.3.1. Proof of Corollary 2.2. 'W.l.o.g. we assume y = 0 and skip the depen-
dence on y in the notation. We distinguish two regimes: |x| < VT and |x| > JT.

In the first case, we use (2.22) and the intermediate results (4.4) in the proof of
Lemma 2.8, which yield

ford =2 / G7(x)dx <T,
x| <v/'T

ford > 2 / quT(x)dxgﬁd(ﬁz_d)q,
|x|=~/T

and imply for ¢ = Z%; e(l, dde) by the L? — L™ estimate

(4.61) Gr(x) ST for x| <V/T.

For |x| > VT, we use the decay estimate (2.23) of Lemma 2.8 with “g =d,r =
dd+1)+17

2
/ G4(x)dx < RA(WT R _ JTd(JTR-)H,
R<|x|<2R

so that we may deduce
(4.62) Gr(x) < (VTR YTVYYT  for R < |x| <2R.
We then define h7 € L' (R?) by

JT2ka+1d) [Tk < (x| < /T 2K+ k €N,
JT, x| < VT,

so that G7(x) < hy(x) for all x € Z4. This concludes the proof since the factors
in (4.61) and (4.62) only depend on «, 8 and d.

hT(x)N{

4.3.2. Proof of Corollary 2.3. We divide the proof in three steps. We first
prove that the Green function Gr(x,y) is symmetric so that V,Gr(x,y) =
ViGr(y,x). In the second step, we show the uniform bound for |x — y| > R
sufficiently large, and in the third step for |[x — y| < R.

Step 1. Symmetry of Gr.

Let y, § € Z¢. Testing the defining equation (2.11) with x — G7(x, 7) yields

/T_]GT(x»y)GT(xaj’)dx"i‘/ VGr(x,5)-AX)VGr(x,y)dx =Gr(y, ).
74 74

Since A is symmetric, the left-hand side of this identity is symmetric in y and y.
Hence, the right-hand side is also symmetric, that is, G7(y, y) = Gr (¥, y).

Let R ~ 1 be sufficiently large so that Lemma 2.9 applies.

Step 2. Estimate for |x — y| > R.
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For g =2, formula (2.24) yields for all k e N

d>2
/ IVeGr(r, y)Pdx S QR4 R) 42 = 2k RY>4 < 1.
2k R<|x—y|<2kH1R

Hence, by the discrete L? — L™ estimate, this shows
(4.63) IViGr(x,y)| <1 for [x — y| > R.

Step 3. Estimate for |x — y| < R.
We now use an a priori estimate. Let i € {1,...,d} be fixed. We set u(x) :=
Gr(x,y+e¢)—Gr(x,y)=V,,Gr(x,y). This function solves the equation

(4.64) T'u—V* AVu=f  inZ9

where f(x) =8(y +€ —x) —8(y — x). Since f satisfies [,4 f(x) =0, one has
by integration by parts, ellipticity of A and Poincaré’s inequality

/ZdT_lu(x)zdx+oz/Zd |Vu(x)|*dx ngdf(x)u(x)dx

= J ) (u(x) = thqx—y|<R}) dx
[x—Yy|<R

1/2
gk(/ |Vu(x)|2dx> .
{lx—yl<R)

Hence,
/ IVu(x)|>dx < R* ~1.
Zd

This shows that sup |Vu| < 1. Therefore, for all x such that |[x — y| < R, we have
using Step 2 and the fact that R is of order 1

lu(x)| < Rsup|Vu|+ sup |u(z)| S1.
lz—y|=R

Recalling that u(x) = Vy,Gr(x,y), we conclude by Step 1 that this implies
IVy,Gr(y,x)| < 1, as desired.

5. Proofs of the other auxiliary lemmas.

5.1. Proof of Lemma 2.3. W..0.g. we may assume

i X |?
5.1 Z<sup — > < 0.
i=1\ @ 10di
Let X,, denote the expected value of X conditioned on ay, ..., a,, that is,

Xn(at, ....an) =(X|ay, ..., an).
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We will establish the following two inequalities for n <7 € N:

5.2) (X2) — (X2 < f{sup ox 2>var[a1]
’ " " - i=1 a; aa,- ’
(5.3) (X=X = Y (sup| 2| Jvarar)
i=n+1" % !

Before proving (5.2) and (5.3), we draw the conclusion. There is a slight technical
difficulty due to the fact that there are infinitely many random variables.
From (5.3) and (5.1), we learn that {X},},,1 is @ Cauchy sequence in L? w.rt.

probability. Hence, there exists a square integrable function X of a such that

(5.4) liTm (X — X,)?) =0.

By construction of X,,, (5.4) implies
(Xlar,...,an) = (Xlai,...,a,)  fora.e. (ai,...,a,)andallneN.

This means that the random variables X and X agree on all measurable finite rec-
tangular cylindrical sets, that is, measurable sets of the form A} x --- x A, x R x
---, where n is finite. Since these sets are stable under intersection and generate the
entire o-algebra of measurable sets, the random variables X and X are uniquely
determined by their value on these sets [10], Satz 14.12. Hence, the two random
variables coincide, yielding

(5.5 X=X almost surely.
From (5.2), (5.4) and (5.5), we obtain in the limit n 1 oo as desired

o0 2
var[X] = (X2) — (X)2 < Z<sup >Var[a1].
i=1' %

0X
da;

We now turn to (5.2) and (5.3). Notice that we have the decomposition
n
(X0 = (Xa)? = (X7 = (X7 ),
i=1

where we have set X(:= (X) so that (X,)% = (X%). Hence, (5.2) reduces to

0X

2
oa; >var[a1].

(5.6) (X2) — (X2 ) < <sup

aj

Likewise,

(Xi—X)H = (X3 — (X)) = > (XD —(X7_)),

i=n+1
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so that also (5.3) reduces to (5.6).
We finally turn to (5.6). We note that by our assumption that {a;};cy are i.i.d.,
we have

(X} a1, ...,a)) =</ X,?(al,...,a,-_l,a;)ﬂ(da;)>,

Xi—1(ay,...,ai—1) = / Xi(ai,...,ai—1,a])B(da),
where § denotes the distribution of a;. Hence, we obtain

(X7) — (XE)

/X (ai,...,a;_ 1,a),3(da)—(/X(a1,.. ,ai—1,4; )ﬁ(da”)) >

// (Xi(a1,...,ai— 1,a) Xi(ai,...,ai—1,a )zﬂ(dalf)ﬂ(dal{')>

|
|
o
-

X aindh)| Ll —aé/)zﬂ(daﬁ)ﬂ(daﬁ’)>
a” aal 2
2 2
Sl};) —(al,...,a,-_l,a;” ></(a;)2ﬁ(da;) — (fa;/ﬁ(da;/)> >
0X; . " :
sup (at,...,ai—1,a; )| )var[ai].
/// 8al

We conclude by noting that by the definition of X; and Jensen’s inequality

‘ax( )2 Kax >2<<8X2‘ >
al,...,a;)| = at,....a; ) <{|—1| lai,...,a; ),
801 1 i aal 1 i aai 1 i
so that
dX; P
Sup (al""’ai—lvai)
da;

0X

<{{sup
<< a ad

/
— (a1, - di—1,4;,di41, )
a;

Y

5.2. Proof of Lemma 2.5. Let us divide the proof in four steps.
Step 1. Proof of (2.15).

/
(Cll, ---,ai—l,a[sai-i-l’ )
861,'

= <sup
%
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We recall the definition of the operator

Lwyx)= > ale,x)(ux) —uk").

X' |x'—x|=1

For convenience, we set e = [z, '], 7 = z + ;. We recall that G7 (-, y), y € Z¢, is
defined via

(5.7) (T '+ L)Gr(,y)x) =8(x —y), xeZd

Hence, we obtain by differentiating (5.7)

0
((T1 +1) 52O y))(x) 4 (Gr(z y) — Gr (2, »)3(x — 2)
+(Gr(Z,y) —Gr(z,y)8(x—7)=0,

which, in view of (5.7), can be rewritten as

0
T+ L)(B—GT(-, W+ (Gr @z y) — Gr @ )Gr(.2)
(5.8) a(e)

0.

1+ (G y) — Grz 1)Gr(- z/))
From this, we would like to conclude

d
da(e) Gr(,y)+ (GT(Z, y) — GT(Z/, y))GT(.’ 2)

+ (GT(Z/a y) - GT(Z9 y))GT(a Z/) = Oa

which is nothing but (2.15).

In order to draw this conclusion, we will appeal to the following uniqueness
result in L?(Z%): any u € L*(Z%) which satisfies ((T~! + L)u)(x) = 0 for all
x € Z¢ vanishes identically. However, we cannot apply this directly to u given by
the left-hand side of (5.9), since we do not know a priori that %@GT(-, y) is in
L%(Z%).

For that purpose, we replace the derivative %(e) by the difference quotient. We
thus fix a step size & #£ 0 and introduce the abbreviations

(5.9)

Gr(x,y):=Gr(x,y;a) and Gi(x,y):=Gr(x,y,a),

where the coefficients a’ are defined by modifying a only at edge e by the incre-
ment £, that is,

a'(e)=ale)+h and d'(e)=a(e) for all e’ # e.

We further denote by L7 :=T + L, and L’ := T + L, the operators with co-
efficients a and a’, respectively. We mimic the derivation of (5.8) on the discrete
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level: from (5.7), we obtain
1

1 1
= LTE(GT(', V) —Gr(,y)+ E(LT —LY)GT(, )

1 / / / /
=LTE(GT<-,y)— T Co) + (G (z,y) — G, ))8(-—2)
+ (G4 (2, y) — Gz, )8(- — 2')

1
ZLT(E(GT(H)’)_ TG+ (G (z, y) — Gr (@, »)Gr (-, 2)
(G y) — ’T<z,y))GT(-,z’)).
Since for fixed i # 0,

(Gr(.y) =G, ») + (G7(z,y) = G1 (@, )G (-, 2)

+ (G, y) — Gp(z,»)Gr(, 2)

S| =

up =

does inherit the integrability properties of Gr(-, y) and G’ (-, y) from Corol-
lary 2.2, we now may conclude that u;, € L%(Z%), and therefore uj, = 0, that is,

1
Z(GT(x»y)_ T, )+ (Gr(z,y) —Gp(Z, y)Gr(x, 2)
+ (G, y) — Gr(z,y)Gr(x,2)=0

for every x € Z4. Since by Lemma 6, Gr(x, y; -) is continuous in a(e), we learn
that G (x, y; -) is continuously differentiable w.r.t. a(e) and that (2.15) holds.
We set for abbreviation
Gr(x,e):=Gr(x,z) — Gr(x,7),
(5.100  Gr(e,y):=Gr(z,y) —Gr(Z,y),
Gr(e,e):=Gr(z,2)+Gr(Z.2) - Gr(z,7) = Gr(Z, 2).

Step 2. Proof of

0 G e) = —Grle,0)Gr(x, o),
da(e)
(5.11)

0
mGT(& y)=—Gr(e,e)Gr(e,y).
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This is a consequence of (2.15) for y =z, 7"
0
da(e)

(Gr(x,2) —Gr(x,2))

d /
= 8a(e)GT(X,Z) — aa—@GT(X,Z)

2 (Gr(x,2) — Gr(x, ) (Gr(z.2) — Gr(Z, 2)
+(Gr(x,2) = Gr(x,2))(Gr(z,7) — Gr (7, 2))
—(Gr(z.2)+Gr(@.7) = Gr(z.7) — Gr(z.2))

x (Gr(x,z) — Gr(x,7))

and for x = z, 7/, respectively.
Step 3. Conclusion.
Note that Corollary 2.3 implies

(5.12) |Gr(e,e)| S 1.
The combination of (5.11) with (5.12) yields

——Gr(x,e)| SIGr(x, e)l, ‘ Gre, )‘SIGT(& )|
b da@ "7 ’
Since a(e) is bounded, this also yields

sup|Gr(x,e)| ~ |Gr(x,e)l, sup|G (e, y)| ~ |Gr(e, y)l,

a(e) a(e)
which is nothing but (2.16).

5.3. Proof of Lemma 2.4. Werecall that e = [z,7'], 7 =z +e;.

Step 1. Proof of (2.12).

We first give a heuristic argument for (2.12) based on the defining equation
(5.13) T or(x) — (V¥ A(Vér(x) +&))(x) =0.
Differentiating (5.13) w.r.t. a(e) yields as in Step 1 of the proof of Lemma 2.5

L (o o 8
T a@™ (V Av a())”

—(Vior(@ +&)((x —2) = 8(x —2)) =

Provided we have aafé) € L2(Z%), this yields by definition of G

00T
da(e)
which is (2.12).

(5.14)

(x) = —(Vigr(2) +&)(Gr(x,2) = Gr(x,2)),
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In order to turn the above into a rigorous argument, we need to argue that ¢ (x)

is differentiable w.r.t. a(e) and that aaaag) e L?(Z%). Starting point is the represen-

tation formula from Step 2 of the proof of Lemma 2.6, that is,

(5.15) ¢r(x) :/Zd Gr(x, »)V* - (A(y)§)dy.

Combined with Corollary 2.2, (5.15) and (2.15) in Lemma 2.5 show that ¢7(x) is
differentiable w.r.t. a(e). We may now switch the order of the differentiation and
the sum as follows:

Loy
da(e)

(5.16) _ fZ V., Gr(x. V5 Gr )V - (AGE) dy

(x) = =V;Gr(x, 2)&

= VuGr. )5+ [ VaGren V- (ame) dy).

————™

eL2(z9) eLl(z) eLo>(Z4)

since Gr(-, z) € L*(Z%) by definition of the Green’s function, Gr(z,) e LY(z%
by Corollary 2.2 and A is bounded. This proves that adﬂz) e L*(Z9).
Step 2. Proof of

(5.17) Sl(II;|¢T(X)| Sler )+ (IVigr )| + 1)V, Gr(z, x)],
ad
(5.18) p or) S (IVigr ()1 + 1)V, Gr(z, )|
a(e) da(e)

We argue that it is enough to prove (2.14). Indeed, the combination of (2.12), (2.16)
and (2.14) with the boundedness of a implies (5.17) and (5.18). In order to prove
(2.14), we proceed as follows

. g _ odr _ dpr /
_(v’ aa(e))(Z) = 320 @ " a0 @’

C2? (Vigr (@) +&)(Gr(z.2) — Gr(2.2)

— (Vigr (@) +&)(Gr(,2) — Gr(Z, 2))
= (Vier(x) + &)
x (Gr(z,2) — Gr(z,7) = Gr(Z,2) + Gr(Z, 7))
= (Vigr(z) +&)Grl(e,e),
where we used the abbreviation

Gr(e,e)=Gr(z,2) —Gr(z,7) - Gr(Z,2) + Gr(Z. 7).

(5.19)
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Recalling that Corollary 2.3 implies
Gr(e,e) S 1,

inequality (2.14) follows now from (5.19) and the boundedness of a.
Step 3. Proof of (2.13).
For n > 0, the chain rule yields

pr ()"t p 007 (x)
a0 (n+ Der(x) 2
Using (5.17) and (5.18), this implies
Aoz (x)"t1]

S (I )1+ (IVigr ()| + 1)1V, G (2, 0)])"

a(e) da(e)

x ((IVigr ()| + 1)V, G1(z, x)]),

which turns into (2.13) using Young’s inequality.

5.4. Proof of Lemma 2.6. We first prove the claim for Gr and deduce the
result for ¢7 appealing to an integral representation using the Green’s function.

Step 1. Properties of Gr.

The product topology is the topology of componentwise convergence. Hence,
we consider an arbitrary sequence {a,},100 C Aqg of coefficients such that

(5.20) lim a,(e) = a(e) for all edges e.
v1oo

Fix y € Z4, by the uniform bounds on G7(-, y; a,) from Corollary 2.2, we can
select a subsequence v’ such that

(5.21) ur(x) = liTm Gr(x,y;ay) exists for all x € Z4.
V400

It remains to argue that ur (x) = G (x, y; a). Because of (5.20) and (5.21), we can
pass to the limit in (T~'Gr(, yiay)+La,Gr (-, y;ay))(x) =38(x —y) to obtain

(5.22) (T 'ur + Laur)(x) =8(x —y)  forall x € Z¢.

Moreover, the uniform decay of G7(-, y; a,) from Corollary 2.2 is preserved in
the limit, so that ur € L' (Z?) c L>(Z%). Note that Riesz’s representation theorem
on L%(Z4) yields uniqueness for the solution of (5.22) in L?*(Z%). Hence, we con-
clude as desired that ur(-) = G7 (-, y; a). Borel measurability of G7(x, y; -) in the
sense of Lemma 2.3 follows from continuity w.r.t. the product topology, cf. [10],
Satz 14.8.

Step 2. Properties of ¢7.

Corollary 2.2 ensures that G7(x, -) € LY(Z%) for all x € Z? and one may then
define a function ¢~5T by

(5.23) dr0) = [ Grie V' (AmE) dy.
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Since G (- + z, - + z) has the same law as G (-, -) by uniqueness of the Green’s

function and joint stationarity of the coefficient A, ¢7 (- + z) has the same law

as ¢~>T. This shows that ¢~ST is stationary. In addition, ¢~5T is a solution of (2.3) by

construction. Hence, by the uniqueness of stationary solutions of (2.3), qBT = ¢r

almost surely, so that by the measurability properties we may assume ¢ = ¢r.
Introducing for R > 1

é1,R(X) i=f Gr(x, )V - (A(y)&) dy,

[yI<R
one may rewrite (5.23) as

(5.24) ¢r(x)= lim ¢7g(x).

From Step 1, ¢7 r(x) is a continuous function of a since Gr(x,y) is and the
formula for ¢ g(x) involves only a finite number of operations. Note that Corol-
lary 2.2 implies that

lim sup / Gr(x,y;a)dy=0.
RTOanAaﬂ lyI>R

Hence, the convergence in (5.24) is uniform in a and the continuity of ¢r g in
a is preserved at the limit. Therefore, ¢7 (and continuous functions thereof) are
continuous with respect to the product topology, and hence Borel measurable.

5.5. Proof of Lemma 2.7. We first sketch the proof in the continuous case, that
is, with Z¢ replaced by R¢.

Step 1. Continuous version.

Starting point is the defining equation (2.3) of the corrector ¢7 in its continuous
version, that is,

(5.25) T '¢r —V-A(Vér +£€) =0  inR%
We multiply (5.25) with qb’%“ and obtain by Leibniz’ rule:
0=T"'¢j"? + (=V - A(Vér + &)+
=Ty =V (¢ A(Ver +6)) + Vort - A(Ver + &)
=795 =V (@7 A(Vor +§))
+(m+ D@7 Ver - A(Vér +§).

We then take the expected value. Since the random fields A and ¢r are jointly
stationary, and thus also ¢’T’+1A(V¢T + &), we obtain

(T7'¢542) + (n + 1)(¢} Vor - A(Vor +§)) =0,

(5.26)

and therefore

(@7 Vér - A(Vor +§)) <0
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since n + 2 is even. By the uniform ellipticity of A and since ¢7 > 0 (n is even)
and |&| = 1, this yields the estimate

(@1 1Ver ) < (@7 1Ver).
Applying Cauchy—Schwarz’ inequality in probability on the right-hand side of this
inequality yields the continuum version of (2.17), that is,
(@FVOr’) < (97).

We now turn to our discrete case.

Step 2. Discrete version.

We need a discrete version of the Leibnizrule V- (fg) = fV-g+ V f - g used
in (5.26). Let f € L? (Z%) and g€ L? (74, RY), then this formula is replaced by

loc loc
d

VE (@) =) (f@Ig@]); — fz—e))lgz —e)l))
(5.27) =

d
=f@V* 2@+ )Y Vif@lgz—epl;.
j=1
We also need a substitute for the identity Vqﬁ?“ = (n+ 1)¢7 V7 used in (5.26).
This substitute is provided by the two calculus estimates
(5.28) @ =" NG —9) 2 @+ ") — ),
(5.29) " =" S (@ + ¢ — ol

For the convenience of the reader, we sketch their proof: by the well-known for-
mula for "+ — ¢"*1 they are equivalent to

Xn: ¢m(in—m Nén +¢n
m=0
By homogeneity, we may assume ¢ = 1, so that the above turns into

n

D"~ 149"

m=0
The upper estimate is obvious by Holder’s inequality since n is even. Also for the
lower bound, we use the evenness of # to rearrange the sum as follows:

qum:%1+%(1+2¢+¢2)+%¢2(1+2¢+¢2)+---
m=0

210460 1 L
® ¢+¢7)+ 50

1 n
> 5(1+¢ )-
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After these motivations and preparations, we turn to the proof of Lemma 2.7
proper. With f(z) := ¢"+1(z) and g(z) := A(Vor + £)(2), (5.27) turns into

V- (05T @ A(Ver +£)(2)

=i (V- A(Vor +8)(2) + Zv o (D) [A(Vor +8)(z —e))]; -

1
J= =a(z—e;,2)(V;pr(z—€;)+£;)
=a(z—e;.2)(Vior (2)+£))

Hence,

—p (V- A(Vr +8)(2)
(5.30) = Z Vight (2)a(z — e, ) (Vigr (@) + &)

=V (¢F @A(Ver +8)().
Multiplying (2.3) with ¢"+1 (z) and using (5.30) emulate (5.26) and yield

0=T""¢1"%(2) — V* - (¢F () A(Vor + £)(2))
(5.31)

Z Vioht a(c - ej.2)(Vigr@) +&)).

n+2

Taking the expectation of (5.31) and noting that ¢7"“ > 0, we obtain as for the

continuous case

d
<Za(z ¢/, )V ¢>”“(z>v;f¢>r(z>>
(5.32) =

d
<<Za<z—e,,z)|v ¢"+1<z)|>.
j=1
On the one hand, we have

d

Y alz—e;, DVight () Vigr(2)

Jj=1

(5.33) —Za(z e, )@@ — o 2 — €)1 () — or(z —¢)))

j=1

. 28) d

Z Ph(2) + ¢ (z — €)) (b1 () — pr(z —e))’.
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On the other hand, we observe

d
Y a(z—e;,)|Vight (2)]
j=1
d
(5.34) =Y aGz—e;. )l¢f (@) — i 2 —¢))l
j=1
(5.29) d
S D (97 @+ o1 —e))lrz) — dr(z —e))l.
j=l1

Now (5.32), (5.33) and (5.34) combine to

d
<Z(¢¥(Z) + @7 (z —€))) (o1 (2) — Pr(z — ej))2>

j=1
d
S (95 (2) + ¢z — €))7 (2) — b1z — €))]).
j=l1

By stochastic homogeneity, this reduces to

d
<Z(¢>¥(e,-) + ¢1(0)) (pr(e;) — ¢r(0>)2>

J=1

S <i(¢'%(ej) + ¢7(0))lopr(e)) — ¢T(0)|>-
An application of Cauchyj—_Schwarz inequality yields

<§;(¢¥(ej) + ¢7(0)) (é7(e)) — ¢T(O))2> S <i(¢¥(ej) + ¢'%(0))>-
A last z:p_plication of stochastic homogeneity gives asj;esired

<¢?(O) Xd:((% (€)) — ¢1(0)* + (¢7(0) — ¢T(_ej))2)> S (97(0)).

j=1

5.6. Proof of Lemma 2.10. The proof relies on a doubly dyadic decomposition
of space. First note that by symmetry,

/H | lhT(z)hT(z—x)dz=/|| I @hrG =z

>1 h h d
_Efzd 7(Q)h7r(z —x)dz.
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Hence, it is enough to consider

/ f hr(D)hr(z —x)dzdx.
[x|<R J|z|<|z—x|

In the three first steps, we treat the case d > 2. We then sketch the modification
for d = 2 in the last step. Let R ~ 1 be such that (2.27) holds with a constant
independent of R for all R > R/2.

Step 1. Proof of

(5.35) / / hr@hr(z — x)dzdx <R?  for R > 2R.
R<|x|<2R J|z|<|z—x]|

Let N € N be such that R <2 NR < 2R. We then decompose the sum over
|z| < |z — x| into three contributions: R/2 < |z|, a dyadic decomposition for
R < |z| < R/2 and a remainder on |z| < R. More precisely,

/ / hr (2)hr(z — x)dzdx
R<|x|<2R J|z|<|z—x|

hr(2)ht(z —x)dzdx

R<|x|<2R v/l;/2<z|<lz—x

+Z/ / hr(2)hr(z —x)dzdx
R<|x|<2R J{2=0+D R<|z| <277 RN{j2| < 2—x1)

+/ / h () (z — x) dzdox
R<|x|<2R J{|z|<2- VD RIN(|z|<|z—x]}

< / / hr(2)ht(z —x)dz dx
[x|<2R JR/2<|z|<|z—x]|

=1

/ hr(Dhr(z — x) dz dx
R<|x|<2R J2~-+D R<|z|<2 "R

=h(n)

+/ / _hr(Qhr(z —x)dzdx .
R<|x|<2R J|z|<R

=BL(N)

é/

We use Young’s inequality, a dyadic decomposition of {|z| > R/2}, and the as-
sumption (2.27) to bound /;:

1
I < —(/ hT(z)zdz-l— hr(z —x)zdz>
2\JRr2<z| R/2<|z—x]|
2 4 (2<27) 0 1 R d<R2 a
Z /ZkR<|Z|<2k+1R (Z) < Z (2d 2)



850 A. GLORIA AND F. OTTO

In order to bound /> (n), we will use the following fact
(5.36) (Ix| > Rand |z] < 3R) = (Iz — x| > 3R).
We have by Cauchy—Schwarz inequality

bL(n) < < / / hr(z)*>dzdx
|x|<2R J2-(+D R<|z|<2- "R
1/2
I R
R<|x|<2R J|z|<27"R

< <Rd / hr (2 dz
27(”+1)R<|Z|§27”R

(2.27)
5 @ R)2—d

12
X / / hr(z —x)*dzdx )
R<|x|<2R Jiz|<2-"R

(5.36) 5
< / / hr(z —x)“dxdz
|z|=27"R JR/2<|z—x|<5R/2

227
& >/ R gz = 2" Ry R
|z|<27"R

<27"R2.
We proceed the same way to bound I3(N). Recalling that R > 2R ~ 1, it holds
that |z] < R = |z| < R/2. Hence, we are in position to use (5.36) and we obtain

12
13(N)§</ / ~hT(z)zdzdx/ / ~hT(Z—x)Zdzalx>
Ix|<2R J)z|<R R<|x|<2R J|z|<R

12
§<Rd/ hr(2)dz / / bz —x)dzdx )
[z|<R R<|x|<2R J|z|]<R

(2.28) (5.36) 5
<1 S f ~/ hp(z —x)“dxdz
|zZ|I<R JR/2<|z—x|<5R/2

2.27
( 2 )/ R4 gy~ g2
lzI<R

<R.
Since 3-°°, 27" R? ~ R? and |{|x| < 2R}|R*~? ~ R?, the bounds on I, I(n) and

I3(N) imply the claim (5.35).
Step 2. Proof of

(5.37) / / hr(2)hr(z —x)dzdx < 1.
[x|<4R J|z|<|z—x]
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This time, we decompose the sum over |z| <|z — x| in two contributions only:
|z] < R and R < |z|. We then obtain

/ ~/ hr(2Q)hr(z —x)dzdx
|x|<4R J|z|<|z—x|

:/ ~/~ hr(2)hr(z —x)dz dx
[x|<4R JR<|z|<|z—x]|

:]]’

+/ f ) hr(Dhy(z — x)dzdx.
[x|<4R J{|z|<R}N{|z|<|z—x]}

’
:[2

Proceeding as for /1 in Step 1 using (2.27) yields
<.

For I, we use Cauchy—Schwarz inequality, (2.28), and R~1:
1/2

12
155(/ / ~h2T(z)dzdx> (/ / ~h"‘T(z/)dz'dx) <.
|x|<4R J|z|<R |x|<4R J|Z'|<5R

This proves (5.37).

Step 3. Proof of (2.30).

It only remains to use a dyadic decomposition of the ball of radius R into the
ball of radius R and annuli of the form 27%R < |z| < 27%*+IR, as follows. Taking
M such that 2R <27 R < 4R, it holds that

f / h1(@hr(z — x)dzdx
[x|<R J|z|<|z—x|

hr(z2)ht(z —x)dzdx

|x|<2~MR /|z|s|z—x|

(5.37)
S 1

~

M
+ f / hr(Dhyp(z —x)dzdx
,12::1 =M-1R<|x|<2"=MR J|z|<|z—x| r@hr )

(5.35)
5 (zn—M R)2

M
SI+R*Y 47"~ R,
n=1
which proves (2.30).
Step 4. Proof of (2.29).
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For the case d = 2, we use the same strategy as for d > 2. The bounds on
I>(n) and I3(N) are the same as for d > 2. However the estimate for /; is slightly
worse. Indeed, we split the dyadic sums 2R < |z| < 2K*1 R into two categories in
order to take advantage of the fast decay in (2.26): the first class is for k such that
2KR < /T and the other class for k such that 2XR > +/T. More precisely, setting
Z(R,T):={k e N:2k"1R < /T}, we have

I = / hr(Dhy (2 — x)dz
R/2<|z|<|z—x]

Young
< / hr(2)*dz
R/2<|z|

oo
. / hr(2)? dz
ke /2K R<|z|<2*H1R

= h7(z)dz+ h2(2)dz
keI(R,T)fzk_lR<|252kR keN\;(R,T) k-1 R<|2|<2kR
(2.26) (2.26)
< max{0,In(~TR~1)} <y 2-%<

keN
< max{l,In(wTR™Y},

which gives the extra factor in (2.29).

APPENDIX: HEURISTICS FOR (1.13) AND (1.14)

Let ¢; and ¢7; denote for i € {1,...,d} the solutions of (1.11) and (1.12),
respectively, with £ replaced by the ith unit vector e; of R¢. We claim that

d d
A DY var[ Y (e - (A= (A)ei +2¢j - Vi) | =d varlal Y7,

i=1j=1
d _ ) -
(A2) Y (IVér.i — Vil?) =varlalT Y G7,
i=1

where G denotes the fundamental solution of the constant coefficient operator
T~ — A. We also denote by G the fundamental solution of the Laplacian. Since

~ T2-4/2, ford <4,
Y G ~1{InT, ford =4,
1, ford > 4,

and

dni~L7,
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(1.13) and (1.14) follow from (A.1) and (A.2), that we prove now.
Step 1. Argument for (A.2).

Since
(A3) ~A@r — ) =—T"¢r,
one has
(A4) (IV(@r —®)I7) = =T r(dr — P)).

Rewriting (A.3) in the form
T~ gr —¢) = Agr — ) =-T"'¢
yields the formula

(A.5) @r—$)O0) =T Grx)¢(x).

Using (A.5), (A.4) turns into
(A.6) (V@r — ) —ZZGT@) (b1 (0 (x)).

Expressing now (]_37“’ ;i (0) and ¢,~ (x) in terms the Green’s functions®> G7 and G,
o1, (0)=>_ Gr(x")V*- (A(x")e;)
=— Z ViGr(x)(a; (x)) — (a)),
$i(x) =) Gx—x)V* (A(x)e;)
==Y ViG(x —x")(ai(x") — (a)),
and using the independence of a; (x") and a; (x”) for x” # x”, we get
(1,100 () = > V;Gr(x)V;G(x — x)|(ai (") — (@))?).

Hence,

d
Z ¢1.i(0)¢; (x)) = var a]ZVGm) VG(x —x')

x’

= var[a]Gr(x),

2 Attention should be paid here to turn this into a rigorous argument since G is not in LYz,
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since —AG (x) = §(x). Combined with (A.6), this proves (A.2).
Step 2. Argument for (A.1).
Using the Green’s function, one has

$i(x) =) Gx —x)V*- ((A—(A)e;)(x")

X

= ZV,G(X —x"(ai(x") = (a)),

and therefore

Voi(x) ==Y VViG(x —x')(ai(x") — {a)).

Hence, denoting by .4;; the argument of the variance in (A.1), one has

Aij =Y _(ej - ei(ai(x) — (a)) + 2e; - Vi (x))nL (x)

=Y > (ai(x) —(a))ej - (8(x — x")e; —2VViG(x — x'))nL(x).

Using the independence of the a;, one obtains for the variance

var[A;;] = var[a] ZZZeJ- (8(x —x")e; —2VV;G(x — x))

Xy oy
xej-(8(x" —x")e; —2VV;G(x" —x"))
x L ()L x").

Rearranging the terms yields

var[Ajj] = varla] ) © ) 8(j —i)(8(x —x") —4ViViG(x — x"))nL (x)nL(x)

X x/
+varla] Y Y AnL ()L (x") Y V;ViG(x —x)V;ViG(x" —x').
x oy x/

==ViViX (_;(x—x/)vjvj[;(x//_x/)
Summing in j and using that —AG (x) = §(x), this turns into
d
> varl Aij) = varlal 3 3 (50 — ') — 4V;Vi G (x — x)) i (). (x)
j=1 el

+varlal Y ) dnr ()L (x")ViViG(x — x")

Xy

= var[a] ZZS(X — X" x)

= varla] Y 0. (x)*,
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from which we deduce (A.1).
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