
The Annals of Probability
2008, Vol. 36, No. 4, 1359–1389
DOI: 10.1214/07-AOP361
© Institute of Mathematical Statistics, 2008

EDGE PERCOLATION ON A RANDOM REGULAR
GRAPH OF LOW DEGREE1

BY BORIS PITTEL

Ohio State University

Dedicated to Jimmy and Katie Lyons

Consider a uniformly random regular graph of a fixed degree d ≥ 3,
with n vertices. Suppose that each edge is open (closed), with probability
p(q = 1 − p), respectively. In 2004 Alon, Benjamini and Stacey proved that
p∗ = (d − 1)−1 is the threshold probability for emergence of a giant com-
ponent in the subgraph formed by the open edges. In this paper we show
that the transition window around p∗ has width roughly of order n−1/3.
More precisely, suppose that p = p(n) is such that ω := n1/3|p − p∗| → ∞.
If p < p∗, then with high probability (whp) the largest component has
O((p − p∗)−2 logn) vertices. If p > p∗, and logω � log logn, then whp
the largest component has about n(1− (pπ +q)d) � n(p −p∗) vertices, and
the second largest component is of size (p − p∗)−2(logn)1+o(1), at most,
where π = (pπ + q)d−1,π ∈ (0,1). If ω is merely polylogarithmic in n,
then whp the largest component contains n2/3+o(1) vertices.

1. Introduction and results. Let d ≥ 3 and n > d be given. Assuming that
nd is even, introduce Gn, the sample space of all d-regular graphs on the vertex set
[n]. It is known (Bender and Canfield [5]) that

|Gn| = (nd − 1)!!
(d!)n exp

(
−d2 − 1

4
+ O(n−1)

)
.(1.1)

Here is a probabilistic interpretation of (1.1), due to Bollobás [7], who actually
considered a general degree sequence. Introduce n sets S1, . . . , Sn, Si representing
vertex i, with |Si | ≡ d . Then (nd − 1)!! is the total number of complete match-
ings (pairings) on S = ⋃

i Si , and the exponential factor is the probability that the
matching chosen uniformly at random is graph-induced, that is, there are no pairs
(s, t) with s and t from the same set Si , i ∈ [n], and no pairs (s, t), (s′, t ′) with
s, s′ ∈ Si , t, t ′ ∈ Sj , i �= j . Equation (1.1) follows then from the observation that
every d-regular simple graph induces (d!)n distinct pairings on S.

Consider Gn the uniformly random d-regular graph on n vertices. Thus Gn

assumes every one of its |Gn| values with the same probability |Gn|−1.
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Let p ∈ (0,1) be fixed. We define the random graph Gnp as the random sub-
graph of Gn obtained by “opening” (“closing”) each edge of Gn with probability
p (q = 1 − p), independently of all other edges. Thus the edge set of Gnp is the
set of all open edges of Gn. Several years ago Itai Benjamini [6] posed a problem
(i) to show that p∗ = (d − 1)−1 is a threshold value of p for emergence of a giant
component in Gnp , and (ii) to determine the width of the transition window around
p∗. In 2004 the part (i) was solved by Alon, Benjamini and Stacey [2].

Here is a quick-and-dirty argument for why p∗ had better be the threshold.
A subgraph of Gn induced by the vertices within a relatively small distance from
any given vertex v is a tree in which all nonleaves have degree d . Orienting the
edges away from v, we get a directed tree in which the root v has outdegree d ,
and the remaining nonleaves each have outdegree d − 1. And it is known (Durrett
[13]; see also Grimmett [17]) that, for the edge (bond) percolation on an infinite
directed tree of outdegree d − 1, the critical probability is p∗ = (d − 1)−1, and for
p > p∗ the probability that the root is in an infinite cluster is 1 − π ,

π = (πp + q)d−1, π ∈ (0,1).(1.2)

Here π = π(p) is the probability of eventual extinction for the branching process
with immediate family size having binomial distribution Bin(d − 1,p). Thus we
should anticipate that each of the d neighbors of vertex v will have only few “de-
scendants” with probability π , independently of other neighbors, and so v itself
will have only few descendants with probability

d∑
j=0

(
d

j

)
pjqd−jπj = (pπ + q)d .

Guessing that with high probability (whp), that is, with probability 1 − o(1), each
vertex v is either in a small component or in a unique “giant” component, we
can even anticipate then that the fraction of vertices in the giant component is
asymptotic to

α(p) = 1 − (pπ + q)d .(1.3)

(This was not proved in [2].)
What about the window width? Since the pioneering work of Erdős and Rényi

[16] in the early 1960s, it has been known that for d = n − 1, that is, Gn = Kn, a
unique giant component appears when the average vertex degree d exceeds 1. The
issue of the transition window around 1 remained wide open until Bollobás [9]
(see also [10]) was able to show that its width is of order O(n−1/3(logn)2/3).
Later Łuczak [19] extended the techniques of [9, 10] and showed, among
other sharp results, that the logarithmic factor could be removed. (See also
[18, 21, 25] concerning the critical phase d − 1 = O(n−1/3).) In light of these re-
sults Itai Benjamini wondered whether the bound n−1/3 would hold for the graph
Gn of a small fixed vertex degree d as well. Recently Borgs et al. [11, 12] have



EDGE PERCOLATION ON A RANDOM REGULAR GRAPH OF LOW DEGREE 1361

established this width bound for a class of deterministic regular graphs with vertex-
transitivity property, meeting a certain “triangle condition.” This class contains Kn

and some “high-dimensional” tori. Notice that whp the random d-regular graph
Gn is not in this class, since almost all d-regular graphs are asymmetric (Bollobás
[8]), whence intransitive.

Our goal is to solve part (ii) of Benjamini’s problem, confirming his n−1/3 con-
jecture. Here are our main results.

Given p, let L
(1)
n ,L

(2)
n denote the size of the largest component and the size of

the second largest component in Gnp .

THEOREM 1 (Subcritical case). Suppose that p = p(n) is such that

lim
n→∞n1/3(p∗ − p) = ∞.(1.5)

Then L
(1)
n

(p∗−p)−2 logn
is bounded in probability, or L

(1)
n = OP ((p∗ − p)−2 logn) in

short.

THEOREM 2 (Nearcritical case). Suppose that, for some a > 0,

n1/3|p − p∗| ≤ (logn)a.(1.6)

Then, for any b > max{a,1/3},
lim

n→∞ P
(
n2/3(logn)−2a ≤ L(1)

n ≤ n2/3(logn)b
) = 1.(1.7)

THEOREM 3 (Supercritical case). Suppose that

n1/3(p − p∗) ≥ (logn)a(n),(1.8)

where a(n) → ∞ however slowly. Then

L(1)
n = (

1 + oP (1)
)
n
(
1 − (pπ + q)d

) �P n(p − p∗),
(1.9)

L(2)
n = (p − p∗)−2(logn)1+oP (1);

here oP (1) denotes a random variable converging to 0 in probability, and the sec-
ond equality for L

(1)
n means that, in probability, L

(1)
n is of order n(p −p∗) exactly.

Asaf Nachmias and Yuval Peres (personal communication) informed me that
they have obtained similar (but somewhat more precise) results.

These estimates are very similar to, but not as sharp as, those in Bollobás [9,
10] and Łuczak [19] for Gn = Kn. In both papers the proofs relied heavily on
Bollobás’ striking bound

C(ν, ν + �) ≤ (c/�)�/2νν+(3�−1)/2,(1.10)
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C(ν, ν + �) being the total number of connected graphs with ν vertices and ν + �

edges. (See Łuczak [20] for a short proof of (1.10) with the best constant c.) While
there is a formula for the number of trees with a given degree sequence (Moon
[24]) no analogue of the general bound (1.10) for the number of connected graphs
with a given degree sequence seems to be known. Fortunately it is possible to
obtain sufficiently sharp estimates for the parameters of a randomized algorithm
that determines a graph component containing a given vertex. These estimates, to-
gether with an asymptotic formula for the likely count of certain tree components
in the case p = p∗, yield the probabilistic bounds for L

(1)
n and L

(2)
n . More specif-

ically, we derive the equations for the conditional (one-step) expectations of this
process, which suggest a system of deterministic differential equations whose so-
lution should be a good approximation for the scaled random trajectory. That this
is indeed the case is proved by using exponential (super)martingales constructed
from the integrals of these differential equations. More general, martingale-based,
techniques for random graphs developed by Wormald [27] do not provide esti-
mates strong enough for our purposes. Our method is reminiscent of a technique
used in [26] (k-core problem), [3] (Karp–Sipser matching algorithm), and [1] (ran-
dom graphs with immigrating vertices). But most closely related is our joint paper
with Jozsi Balogh [4] in which we used the differential equations and the exponen-
tial supermartingales for analysis of a “bootstrap” site percolation on the random
d-regular graph. We must also mention that Molloy and Reed [22, 23] had used
the differential equations in their study of existence of a giant component in a
uniformly random graph with a given degree sequence. A more or less direct ap-
plication of their remarkable result to Gnp seems fraught with subtle difficulties,
even for p bounded away from p∗. Certainly our bounds for the transition window
width could not be obtained this way. However, an algorithmic approach to the
giant component phenomenon ushered in [22, 23] is a key tool in both [4] and the
present paper.

We believe that our techniques can be extended to a more general (uniformly)
random graph Gn,d with a given degree sequence d = (d1, . . . , dn), such that each
di ∈ [3, d], d < ∞. Intuitively, in this case the counterpart of (1.2) is

π =
d∑

j=3

λj (πp + q)j−1, λj :=
∑

i:di=j di∑
i′∈[n] di′

(can the reader see why?), and so

p∗ = 1∑
j jλj − 1

.

And (1.3) becomes

α(p) = 1 − ∑
j

λj (πp + q)j .
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We think that again the transition window around p∗ has width of order n−1/3.
In conclusion we should mention a new book by Durrett [15] in which the ran-

dom graph processes are used systematically either as proof tools or as probabilis-
tic models of evolving networks. The percolation on Gn,d we have just described
is inspired by the discussion of the largest cluster problem for a random graph,
with a given degree distribution, in Chapter 1 of this book.

The rest of the paper is organized as follows. In Section 2 (p close to p∗) we
evaluate sharply two first moments of the number of tree components of sizes de-
pendent on |p − p∗|, and deduce the lower bound for L

(1)
n , that is, the left half of

(1.7) in Theorem 2. In Section 3 we introduce the percolation process on the ran-
dom pairing and show that it is enough to analyze this eminently more tractable
process. Motivated by the formulas for the conditional expected state changes of
the attendant Markov chain, we introduce and solve the deterministic system of dif-
ferential equations, and prove—via a family of the exponential supermartingales—
that whp the random process stays sufficiently close to the deterministic trajectory.
In Sections 5, 6 and 7 we use the probability tail estimates to complete the proof
of the Theorem 2, and to prove Theorems 1 and 3.

2. Proof of Theorem 2 (Nearcritical case). Lower bound. We begin at the
middle since the proof is purely enumerational, a natural extension of an argument
for Kn by Bollobás [9, 10].

First of all, from the discussion of (1.1) in the Introduction we know that, for
the uniformly random pairing Pn on the set S = ⋃n

i=1 Si , and the event An = {Pn

is simple graph-induced},

P(An) = exp
(
−d2 − 1

4
+ O(n−1)

)
→ exp

(
−d2 − 1

4

)
> 0.(2.1)

So we will study percolation on the random pairing Pn instead of percolation
on the graph Gn. Here we open each pair (s, t) ∈ Pn with probability p, inde-
pendently of other pairs. And the problem becomes: find the probabilistic bounds
for the sizes of the largest component and the second largest component of the
(multi)graph MGnp on [n] determined by the subpairing Pnp consisting of the
open pairs. [Each (s, t) ∈ Pn, s ∈ Si , t ∈ Sj , gives rise to an edge (i, j) if i �= j ,
a loop at i if i = j .] According to (2.1), for every set H of graphs on [n],

P(Gnp ∈ H) = P(MGnp ∈ H |An) = O
(
P(MGnp ∈ H)

)
.(2.2)

Thus any rare event for the random multigraph MGnp is a rare event for the ran-
dom graph Gnp .

Let

n1/3|p − p∗| ≤ (logn)a.

We need to show that whp

L(1)
n ≥ n2/3(logn)−2a.
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It is enough to prove that whp the size of the largest tree component exceeds
n2/3(logn)−2a .

For k ≥ 1, let Ek denote the expected number of tree components of MGnp with
k vertices, and for k1, k2 ≥ 1 let Ek1,k2 denote the expected number of ordered
pairs of tree components, with k1 and k2 vertices, respectively.

LEMMA 1. (i) If k = o(n2/3), then

Ek = ndpk−1qkd−2(k−1) (k(d − 1))!
k!(kd − 2(k − 1))!e

�nk ,(2.3)

�nk := α
k2

n
+ o(1),(2.4)

α := (d − 1)(d − 2)

2dq
(p − p∗), p∗ = 1

d − 1
.(2.5)

(ii) If k1, k2 = o(n2/3), then

Ek1,k2

Ek1Ek2
= 1 + α

(
k2

n
−

2∑
t=1

(kt )2

n

)
+ o(1), k = k1 + k2.(2.6)

NOTES. (1) Observe that in (2.5) α = 0 for p = p∗. (2) For k = 1, we obtain

E1 ∼ nqd, E1,1 ∼ (nqd)2.

So the number of isolated vertices, with no loops, is whp asymptotic to nqd , which
should be expected, of course.

PROOF OF LEMMA 1. (i) By symmetry,

Ek =
(

n

k

)
Pk,(2.7)

where Pk is the probability that [k] = {1, . . . , k} is a vertex set of a tree compo-
nent. Let us compute this probability. Let δ = (δ1, . . . , δk) denote a generic degree
sequence of a tree on [k]. It is well known that δ > 0 is a degree sequence of such
a tree iff ∑

i∈[k]
δi = 2(k − 1),

and that the number of trees with a given feasible δ is [24]

(k − 2)!∏
i∈[k](δi − 1)! .
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Besides, each δi is at most d , since we are dealing with a subgraph of Gn. For a
corresponding subpairing of Pn we need to pick δi points from the set Si , i ∈ [k].
Once it is done, the number of tree-induced subpairings on the chosen points is

(k − 2)!∏
i∈[k](δi − 1)! · ∏

i∈[k]
δi ! = (k − 2)! ∏

i∈[k]
δi .

Let 
1, . . . ,
k be the generic numbers of additional points from the sets
S1, . . . , Sk which are paired among themselves rather than with points in the
sets Sk+1, . . . , Sn. It is necessary, of course, that δi + 
i ≤ d , i ∈ [k], and that

 := ∑

i∈[k] 
i is even. The number of ways to pair these 
 points is (
 − 1)!!.
The remaining ∂i = d − δi − 
i points in each set Si , ∂ = ∑

i∈[k] ∂i in total, are to
be paired with some ∂ points from

⋃
i /∈[k] Si , while the rest of points from

⋃
i /∈[k] Si ,

all (n − k)d − ∂ of them, are to be paired among themselves. Combined, this can
be done in (

nd − kd

∂

)
∂!((n − k)d − ∂ − 1

)!!
ways. In addition, the number of ways to split each Si into three ordered subsets
of cardinalities δi,
i, ∂i is

∏
i∈[k]

(
d

δi,
i, ∂i

)
.

The probability that a tree subgraph, with the degree parameters δ,�,∂ , is a com-
ponent of the random sub(multi)graph MGnp is

pk−1q
/2+∂ .

Let P(δ,�,∂) denote the probability that Gnp has a tree component with vertex
set [k], and the degree parameters δ,�,∂ . Collecting all the pieces, we obtain

P(δ,�,∂)

= 1

(nd − 1)!!(k − 2)!(
 − 1)!!
(

(n − k)d

∂

)
∂!((n − k)d − ∂ − 1

)!!(2.8)

× ∏
i∈[k]

δi d δi,
i, ∂i · pk−1q
/2+∂ .

Notice that 
 uniquely determines ∂ ,

∂ = kd − (k − 1) − 
.

Let P(
) stand for the probability of a tree component with a given 
; so P(
)
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is the sum of P(δ,�,∂)’s over δ’s, �’s and ∂’s satisfying the conditions


i + δi + ∂i = d, i ∈ [k],∑
i∈[k]

δi = 2(k − 1),(2.9)

∑
i∈[k]


i = 
.

According to (2.8), given 
, we need to evaluate

∑
�,δ,∂

meet (2.9)

∏
i∈[k]

1

(δi − 1)!
i !∂i !

= [x
y∂ ] ∑
a,δ,∂≥0

ai+δi+∂i=d−1,i∈[k]

∏
i∈[k]

1

ai !
x
i


i !
y∂i

∂i !

= 1

[(d − 1)!]k [x
y∂ ] ∏
i∈[k]

∑
ai ,
i,∂i≥0

ai+
i+∂i=d−1,i∈[k]

(
d − 1

ai,
i, ∂i

)
x
iy∂i

= 1

[(d − 1)!]k [x
y∂ ]((1 + x + y)(d−1))k

= 1

[(d − 1)!]k · (k(d − 1))!
(k − 2)!
!∂! .

Therefore, summing P(δ,�,∂)’s over all δ’s, �’s, ∂’s for a given 
, we obtain

P(
) = dk(k(d − 1))!
(nd − 1)!!

(
 − 1)!!

!

(
(n − k)d

∂

)(
(n − k)d − ∂ − 1

)!!
× pk−1q
/2+∂ ,(2.10)

∂ = kd − 2(k − 1) − 
.

Using (2s − 1)!!/(2s)! = (2ss!)−1, substituting 
 = 2D and excluding ∂ , we
rewrite (2.10) as follows:

P(2D) = dk2kd−k+1(k(d − 1))!((n − k)d)!
2nd/2(nd − 1)!! · pk−1qkd−2k+2

(2.11)

× (4q)−D

D!(kd − 2k + 2 − 2D)!(nd/2 − kd + k − 1 + D)! .

What is left is to find a sharp estimate for the sum of P(2D) over D ≤ kd − 2(k −
1). Notice that the D-dependent fraction in (2.11), call it F(D), is bounded above
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by

F+(D) = 1

(kd − 2k + 2)!(nd/2 − kd + k − 1)! ·
1

D!
(

(kd − 2(k − 1))2

4q(nd/2 − kd + k − 1)

)D

.

Introduce a Poisson(λk) random variable Z, where

λk = (kd − 2(k − 1))2

4q(nd/2 − kd + k − 1)
= k2(d − 2)2

2qnd
+ O(k/n + k3/n2).(2.12)

Observe that λk is of order k2/n exactly. Recall that k3/n2 → 0. Using Cheby-
shev’s inequality,

P
(
Z ≥ λk + λ

1/2
k

(
n2

k3

)ε)
≤

(
k3

n2

)2ε

→ 0, n → ∞,

for every fixed ε > 0. Therefore, denoting λk + λ
1/2
k (n2/k3)ε by Dk ,

∑
D≥Dk

F+(D) ≤ eλk

(kd − 2k + 2)!(nd/2 − kd + k − 1)! ·
(

k3

n2

)2ε

.(2.13)

For D ≤ Dk , we have

[(kd − 2k + 2 − 2D)!]−1 = [(kd − 2k + 2k)!]−1
2D∏
j=1

(kd − 2k + 2 − j)

= [(kd − 2k + 2)!]−1(kd − 2k + 2)2DeO(D2
k /k),

where

D2
k

k
≤ 2

λ2
k

k
+ 2

λk

k

(
n2

k3

)2ε

= O

(
k3

n2 + n−1/3
(

k

n2/3

)1−6ε)
→ 0,

provided that ε = 1/6, say. So

[(kd − 2k + 2 − 2D)!]−1 = (
1 + o(1)

)[(kd − 2k + 2)!]−1(kd − 2k + 2)2D,

and likewise

[(nd/2 − kd + k − 1 + D)!]−1 = (
1 + o(1)

)[(nd/2 − kd + k − 1)!]−1.

Consequently∑
D≤Dk

F (D) = (
1 + o(1)

) ∑
D≤Dk

F+(D)

= (
1 + o(1)

) eλk

(kd − 2k + 2)!(nd/2 − kd + k − 1)!P(Z < Dk)(2.14)

= (
1 + o(1)

) eλk

(kd − 2k + 2)!(nd/2 − kd + k − 1)! .
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Combining (2.11), (2.13) and (2.14), we get

Pk = ∑
D≤(kd−2k+2)/2

P(2D)

(2.15)

= (
1 + o(1)

) dk2kd−k+1(k(d − 1))!((n − k)d)!pk−1qkd−2k+2

2nd/2(nd − 1)!!(kd − 2k + 2)!(nd/2 − kd + k − 1)! · eλk .

Call the last fraction Fk . Fnk , the n-dependent portion of Fk , can be rewritten this
way:

Fnk = ((n − k)d)!
2nd/2(nd − 1)!!((n/2 − k)d + (k − 1))!

= ((n − k)d)!
((n − k)d + k − 1)! ·

(
(n − k)d + k − 1

nd
2

)
(

nd
nd
2

) .

Evaluating each of the two factors on the right in a standard way, we obtain

Fnk = (nd)−k+12−kd+k−1enk ,

where

nk := k2

n

(
1 − 1

2d
− (d − 1)2

2d

)
+ O(k/n + k3/n2).(2.16)

Therefore the formula for Fk simplifies to

Fk = n−(k−1)dpk−1qkd−2(k−1) ((k(d − 1))!
(kd − 2(k − 1))!e

nk .(2.17)

Using (2.7), (2.15), together with (2.12), (2.16), (2.17), and(
n

k

)
= nk

k! exp
(
− k2

2n
+ O(k/n + k3/n2)

)
,

we obtain then

Ek =
(

n

k

)
Pk = ndpk−1qkd−2(k−1) (k(d − 1))!

k!(kd − 2(k − 1))!e
�nk ,(2.18)

where

�nk = λk + nk − k2

2n
+ o(1)

= α
k2

n
+ o(1),

α := (d − 1)(d − 2)

2dq
(p − p∗), p∗ = 1

d − 1
.
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The proof of part (i) is complete.
Part (ii). Since the proof parallels the above argument, we will skip some details.

First of all,

Ek1,k2 =
(

n

k1, k2, n − k

)
Pk1,k2, k := k1 + k2,(2.19)

where Pk1,k2 is the probability that the sets [k1] = {1, . . . , k1}, [k2] := {k1 +
1, . . . , k} are the vertex sets of the tree components T 1 and T 2 in MGnp . Let
(δ1,�1,∂1) and (δ2,�2,∂2) denote the degree parameters of T 1 and T 2, as in
Part (i). Then P(δ,�,∂), the probability that MGnp has the tree components T 1

and T 2 with those parameters, is given by

P(δ,�,∂)

= 1

(nd − 1)!!
2∏

s=1

(ks − 2)!(
s − 1)!!

× ∏
i∈[ks ]

δs
i

(
d

δs
i ,


s
i , ∂

s
i

)
pks−1q
s/2

(2.20)

× ∑
a

q∂−a

(
∂1

a

)(
∂2

a

)
a!

×
(

(n − k)d

∂1 − a, ∂2 − a, (n − k)d − ∂ + 2a

) 2∏
t=1

(∂t − a)!

× (
(n − k)d − ∂ + 2a − 1

)!!,
where ∂ = ∂1 + ∂2. The first line expression contains a double dose of some of the
corresponding factors in (2.8). In particular,

2∏
s=1

pks−1q
s/2

is the probability that all the edges of T 1 and T 2 are open, and all other edges
induced by the vertex sets [k1] and [k2] are closed. As for the second and third
lines sum, the ath summand is the number of ways (1) to choose a points among
∂1 points from

⋃
i∈[k1] Si and a points among ∂2 points from

⋃
i∈[k2] Si and match

them, then (2) to choose among the remaining (n − k)d points ∂t − a partners
for the remaining ∂t − a points from

⋃
i∈[kt ] Si , t = 1,2, and finally (3) to match

the rest of the (n − k)d − ∂ + 2a points among themselves, multiplied by the
probability q∂−a that all the pairs (u, v), such that u ∈ ⋃

i∈[kt ] Si , v /∈ ⋃
i∈[kt ] Si ,

t = 1,2, are closed.
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Given numbers Dt , let P(2D1,2D2) denote the probability that MGnp has
these tree components T 1 and T 2 with the parameters 
t = 2Dt , t = 1,2. Sum-
ming P(δ,�,∂) over feasible δ’s, �’s and ∂’s, we obtain

P(2D1,2D2)

= dk((n − k)d)!2kd−k+2 ∏2
s=1(k

s(d − 1))!pk−2qkd−2k+4

2nd/2(nd − 1)!!
× S(D1,D2),(2.21)

S(D1,D2)

= ∑
a

2−2D−aq−D−a

a!∏2
t=1 Dt !(kt (d − 2) + 2 − a − 2Dt)!(nd/2 − kd + k − 2 + a + D)! ,

where D = D1 + D2. Acting as in part (i), we upperbound the ath summand in
(2.21) by

1

a!
( ∏2

t=1(k
td − 2kt + 2)

q(nd − 2kd + 2k − 4)

)a

·
2∏

τ=1

1

Dτ !
(

(kτ d − 2kτ + 2)2

2q(nd − 2kd + 2k − 4)

)Dτ

×
( 2∏

t=1

(
kt (d − 2) + 2

)!
)−1(

(nd/2 − kd + k − 2)!)−1
.

Then the sum of the first line product over a, D1, D2 is at most

exp

[ ∏2
t=1(k

t (d − 2) + 2)

q(nd − 2kd + 2k − 4)
+

2∑
t=1

(kt (d − 2) + 2)2

2q(nd − 2kd + 2k − 4)

]

= exp

[∏2
t=1 kt (d − 2)

qnd
+

2∑
t=1

(kt (d − 2))2

2qnd
+ O(k/n + k3/n2)

]

= exp
[
(k(d − 2))2

2qnd
+ O(k/n + k3/n2)

]
, k = k1 + k2.

And, in fact, that sum is asymptotic to the last expression. This can be proven by
using three independent Poissons, with parameters

λt = (kt (d − 2) + 2)2

2q(nd − 2kd + 2k − 4)
(t = 1,2),

μ =
∏2

t=1(k
t (d − 2) + 2)

q(nd − 2kd + 2k − 4)
;

compare the proof of part (i).
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Using (2.21), we obtain then

Pk1,k2 = ∑
D1,D2

P(2D1,2D2)

∼ dk((n − k)d)!2kd−k+2 ∏2
s=1(k

s(d − 1))!pk−1qkd−2k+4

2nd/2(nd − 1)!!∏2
t=1(k

t (d − 2) + 2)! · (nd/2 − kd + k − 2)!

× exp
[
(k(d − 2))2

2qnd

]
.

Here
((n − k)d)!

2nd/2(nd − 1)!!(nd/2 − kd + k − 2)!

= 2−(kd−k+2)(nd)−k+2 exp
[
k2

n
− k2

2nd
− (k(d − 1))2

2qnd
+ O(k/n + k3/n2)

]
;

compare part (i). Combining the last two equations and(
n

k1, k2, n − k

)
= nk

k1!k2! exp
(
− k2

2n
+ O(k/n + k3/n2)

)
,

we obtain

Ek1,k2 = nk1, k2, n − kPk1,k2

∼
2∏

t=1

[
ndpkt−1qktd−2(kt−1) (kt (d − 1))!

kt !(ktd − 2(kt − 1))!
]
eαk2/n.

This relation and (2.3), (2.4) imply (2.6). �

COROLLARY 1. Suppose that p − p∗ → 0. Let ω = ω(n) → ∞, such that

ω = o(n1/3), ω ≥ n1/3|p − p∗|.
Then

lim
n→∞ P

(
L(1)

n ≥ n2/3/ω2) = 1.

For

n1/3|p − p∗| ≤ (logn)a,

the corollary implies that whp L
(1)
n is at least n2/3(logn)−2a .

PROOF OF COROLLARY 1. Let kn = �n2/3/ω2�. Introduce Xn the total num-
ber of tree components of MGnp of size k ∈ [kn,2kn]. Then, by Lemma 1(i),

E[Xn] =
2kn∑

k=kn

Ek ∼ nd
q2

p

2kn∑
k=kn

(pqd−2)k
(k(d − 1))!

k!(kd − 2(k − 1))!e
αk2/n.(2.22)
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Here, by (2.5) and the condition of Corollary 1,

α
k2

n
= O(ω−3).(2.23)

Furthermore, by the Stirling formula for factorials,

(k(d − 1))!
k!(kd − 2(k − 1))! = 1

k5/2

[
(d − 1)d−1

(d − 2)d−2

]k

exp(O(1)),

if k → ∞. Observe that

(d − 1)d−1

(d − 2)d−2 = [p∗(q∗)d−2]−1,

and that the function

f (p) = pqd−2 = p(1 − p)d−2

attains its absolute maximum at p = p∗, with f ′′(p∗) > 0. Hence

f k(p)

f k(p∗)
= exp

[
O

(
k(p − p∗)2)] = exp(O(1)),

uniformly for k ∈ [kn,2kn]. Therefore E[Xn], given by (2.22), is of an exact order

n

2kn∑
k=kn

k−5/2 ∼ cnk−3/2
n ∼ cω3 → ∞.

Further, by Lemma 1(ii) and (2.23),

E[Xn(Xn − 1)] = ∑
kn≤k1,k2≤2kn

Ek1,k2 ∼
( 2kn∑

k=kn

Ek

)2

.

Therefore

var[Xn] = o((E[Xn])2),

and, by Chebyshev’s inequality,

lim
n→∞ P

(∣∣∣∣ Xn

E[Xn] − 1
∣∣∣∣ ≤ ε

)
= 1.

Thus P(Xn > 0) → 1, and it remains to notice that L
(1)
n ≥ n2/3/ω2 if Xn > 0. �

3. Percolation process on the random pairing. The upper bound for L
(1)
n in

Theorem 2, and Theorems 1, 3 will be proved via analysis of a stochastic process
which describes growth of a component of MGnp containing a given vertex, or
more generally, growth of a set of vertices that can be reached from a given set
of vertices via open edges. This growth process for MGnp is defined through its
counterpart on the random pairing Pn; compare [4]. It will be convenient to assign
the labels 1, . . . , nd to the points of

⋃
i∈[n] Si .
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3.1. Percolation as a Markov chain. Let A(0) ⊂ [n] be given. We interpret
A(0) as an initial set of active vertices. Then I(0) = [n] \ A(0) is an initial set
of inactive vertices. For each i ∈ A(0) [i ∈ I(0), resp.], we have the set Si(0), of
cardinality d , of active (inactive, resp.) points. We are about to define a process
{A(t),I(t), Si(t), i ∈ A(t) ∪ I(t)}t≥0, where Si(t) ⊆ Si . Naturally,

⋃
i∈A(t) Si(t),⋃

i∈I(t) Si(t) are called the set of currently active points, and the set of currently
inactive points, after t steps.

At step t + 1 we (a) choose an active point s′ ∈ ⋃
i∈A(t) Si(t), with the

smallest label, say; (b) identify s′′, the partner of s′ in the random pairing Pn

and delete both s′ and s′′ from the two sets Si′(t), Si′′(t) that contain them;
(c) if i′′ ∈ I(t) and the pair (s′, s′′) is open, then vertex i′′ is pulled from I(t),
(I(t + 1) = I(t) \ {i ′′}), and added to A(t), (A(t + 1) = A(t) ∪ {s′′}), so that all
the points in Si′′(t + 1) := Si′′(t) \ {s′′} become active.

Clearly A(t) is a set of some of the vertices that can be reached in MGnp from
the set A(0) by a path of length t or less. It is possible that an inactive set Si(t)

becomes empty, which means that in MGnp there are no loops at the corresponding
vertex i, and all d edges incident to i are closed.

Given the information on the active points and their partners chosen and deleted
in the first t steps, the random pairing on the set of nd − 2t remaining points
remains uniformly distributed. In other words, s′′ is chosen uniformly at random
in the set

⋃
i∈[n] Si(t) \ {s′}.

Introduce

Ij (t) = ∣∣{i ∈ I(t) : |Si(t)| = j}∣∣, 0 ≤ j ≤ d,

the total number of currently inactive vertices i such that the points from Si =
Si(0) have been chosen d − j times as partners s′′ of active points s′ during the
first t steps. [The reason that those i’s are still inactive after t steps is that the
corresponding d − j pairs (s′, s′′) have all been closed.] Introduce also

I (t) = ∑
j

jIj (t),

the total count of currently inactive points, and

A(t) = ∑
i∈A(t)

|Si(t)|,

the total number of currently present active points; in particular, A(0) = d|A(0)|.
Let I(t) = {Ij (t)}0≤j≤d . It is easy to see that {X(t)} = {A(t), I(t)} is a Markov
chain. Assuming A(t) > 0, let us compute the one-step transition probabilities.
There are three kinds of transitions:

(a) s′′ is currently active. The (conditional) probability of this transition is

A(t) − 1

A(t) − 1 + I (t)
.
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The next state is

A(t + 1) = A(t) − 2, I(t + 1) = I(t).

(b) s ′′ is currently inactive, that is, s′′ ∈ Si(t), i ∈ I(t), |Si(t)| = j , for some
j ∈ [1, d]. There are two alternatives.

(b1) (s′, s′′) is open. The probability of this transition is

jIj (t)p

A(t) − 1 + I (t)
.

The next state is

A(t + 1) = A(t) + j − 2,

I�(t + 1) = I�(t), � �= j,

Ij (t + 1) = Ij (t) − 1.

(b2) (s′, s′′) is closed. The probability of this transition is

jIj (t)q

A(t) − 1 + I (t)
.

The next state is

A(t + 1) = A(t) − 1, I�(t + 1) = I�(t), � �= j − 1, j,

Ij−1(t + 1) = Ij−1(t) + 1, Ij (t + 1) = Ij (t) − 1.

In all cases,

A(t + 1) + I (t + 1) = A(t) + I (t) − 2,(3.1)

as it should be, of course. If A(t) = 0, then X(t + 1) = X(t), that is, every (0, I) is
an absorbing state.

NOTE. This Markov chain is a close relative of the Markov chain for the boot-
strap site percolation in [4]. There are substantial differences though. One is that
in [4] |A(0)|, the number of active vertices at the start, was of order n, while here
we will have to consider |A(0)| = 1 or 2, that is, to start with just one or two
active vertices. With |A(0)| that small, the process runs out of active vertices rela-
tively soon, with probability Pn bounded away from zero, or even approaching 1,
if n1/3(p −p∗) �→ ∞. Since there are n vertices, our task basically is to find a way
to handle something like n(1 − Pn) for various ranges of p.

To continue, we average over the three possibilities, (a), (b1) and (b2), and ob-
tain the equations for the conditional expectations E[X(t + 1)|X(t)] = E[X(t +
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1)|◦]: if A(t) > 0, then

E[A(t + 1)|◦] = A(t) + A(t) − 1

A(t) − 1 + I (t)
(−2)

+ ∑
j

jIj (t)p

A(t) − 1 + I (t)
(j − 2)

+ ∑
j

jIj (t)q

A(t) − 1 + I (t)
(−1),(3.2)

E[Ij (t + 1)|◦] = Ij (t) + jIj (t)

A(t) − 1 + I (t)
(−1)

+ (j + 1)Ij+1(t)q

A(t) − 1 + I (t)
, 0 ≤ j ≤ d,

Id+1(t) ≡ 0. [Ij (t + 1) = Ij (t) − 1 when s′′ belongs to an inactive set of cardinal-
ity j , no matter whether (s′, s′′) is open or closed.] We will denote the right-hand
side of (3.2) by X(t) + R(X(t)).

3.2. Differential equations approximation.

3.2(a). As we remarked earlier (note following Lemma 1), whp the number
of isolated vertices in MGnp is of order n exactly. This means that whp I (t) is of
order n for every t , suggesting to scale X(t) by n. Another argument in favor of
such scaling is that, if not for −1 in A(t)−1, R(X) would have been homogeneous,
zero degree, vector-function of X. Besides

1 = (t + 1) − t = n

(
t + 1

n
− t

n

)
.

Hoping that, when it matters, X(t + 1) is relatively close to its conditional expec-
tation E[X(t + 1)|◦], (3.2) leads us to conjecture that the random sequence {X(t)}
is well approximated by {nx(t/n)}. Here x(τ ) = (a(τ ), i(τ )) is the solution of the
(deterministic) differential equations

a′ = a

a + i
(−2) + p

∑
j

j ij

a + i
(j − 2) + q

∑
j

j ij

a + i
(−1),

(3.3)

i ′j = q(j + 1)ij+1 − jij

a + i
, 0 ≤ j ≤ d,

where id+1(τ ) ≡ 0, subject to initial conditions

a(0) = A(0)

n
, ij (0) = 0, 0 ≤ j ≤ d − 1, id(0) = 1 − A(0)

nd
.(3.4)

We will denote the right-hand side of (3.3) by R0(x).
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Let us solve (3.3). It follows from the equations that(
a(τ) + i(τ )

)′ = −2;
in view of (3.1) this is hardly surprising. As a(0) + i(0) = d , we have

a(τ) + i(τ ) = d − 2τ.

Therefore we consider τ < d/2 only. Introducing u = ln(a(τ ) + i(τ ))−1/2, and
fj (u) := ij (τ ), we obtain a system of linear (birth-and-death type) equations

dfj

du
= q(j + 1)fj+1 − jfj , 0 ≤ j ≤ d, fd+1(u) ≡ 0.

By a backward induction on j it follows that, for all u1, u2,

fj (u2) = e−ju
d∑

r=j

qr−j

(
r

j

)
(1 − e−u)r−jfr(u1), u = u2 − u1.(3.5)

Or, setting f(·) = (f0(·), . . . , fd(·)),
f(u2) = M(u)f(u1), Mjr(u) = e−juqr−j

(
r

j

)
(1 − e−u)r−j 1{r≥j}.(3.6)

It follows that

M(v1 + v2) = M(v1)M(v2), M(−v) = M(v)−1.(3.7)

For u2 = ln(a(τ ) + i(τ ))−1/2, u1 = ln(a(0) + i(0))−1/2, (3.5) yields

ij (τ ) = y(τ)j
d∑

r=j

qr−j r j
(
1 − y(τ)

)r−j
ir (0), 0 ≤ j ≤ d,

(3.8)

y(τ) :=
(

a(τ) + i(τ )

a(0) + i(0)

)1/2

=
(

1 − 2τ

a(0) + i(0)

)1/2

.

For the initial conditions (3.4), the formula (3.8) becomes

ij (τ ) = djy(τ )j
[
q
(
1 − y(τ)

)]d−j
id(0), 0 ≤ j ≤ d,

(3.9)

y(τ) =
(

1 − 2τ

d

)1/2

.

Therefore

i(τ ) = ∑
j

j ij (τ ) = dy(τ)
(
py(τ) + q

)d−1
id(0),(3.10)

and

a(τ) = (
a(τ) + i(τ )

) − i(τ ) = S(y(τ),p),
(3.11)

S(y(τ),p) := dy(τ)
[
y(τ) − (

py(τ) + q
)d−1

id(0)
]
.
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We will need to consider A(0) equal to d or 2d only, corresponding to a single
active vertex, or to two active vertices at t = 0. So in (3.10)–(3.11), id(0) = 1 −
n−1 or id(0) = 1 − 2n−1. S(y,p) = 0 has two roots, 0 and ŷ = ŷ(p) ∈ (0,1).
Intuitively we anticipate that the random process will run out of active points, thus
will terminate, at a moment close to nτ̂ ,

τ̂ = τ̂ (p) = d

2
(1 − ŷ2);(3.12)

see (3.11), second line. τ̂ = O(1/n) for p < p∗, and τ̂ is bounded away from zero
if p > p∗. Our task is to find a rigorous argument that will also cover the case
p − p∗ → 0.

3.2(b). For u2 = 0, u1 = ln(a(τ ) + i(τ ))−1/2, (3.5) becomes

Fj (x(τ )) = ij (0),

Fj (x) := y−j
d∑

r=j

qr−j

(
r

j

)
(1 − y−1)r−j ir , 0 ≤ j ≤ d,(3.13)

y = (a + i)1/2.

In a vector-matrix form, the second line in (3.13) can be expressed as

F(x) = M
(
ln(a + i)1/2)

i, x = (a, i).(3.14)

While (3.8) solves the initial value problem, (3.13) provides a collection of d + 1
functions of x, which are the integrals of (3.3). That is, we have

grad∗Fj (x) · R0(x) ≡ 0.(3.15)

Next we use the integrals Fj (x) and (3.15) to construct a collection of exponential
supermartingales, which will allow us to bound probability of “large” deviations
of X(t) from nx(t/n).

LEMMA 2. Let γ = γ (n) → ∞ and γ = O(n). Introduce

Qj(t) = exp{γ [Fj (n
−1X(t)) − Fj (n

−1X(0))]}, 0 ≤ j ≤ d.

There exists an absolute constant c > 0 such that

E[Qj(t + 1)|◦] ≤ (
1 + c(γ /n)2)

Qj(t),

whenever I (t) ≥ nqd/2.

NOTE. I (t) is bounded below by the number of isolated vertices in MGnp ,
which is asymptotic, in probability, to nqd . So whp the condition in the lemma
holds for all t .



1378 B. PITTEL

PROOF OF LEMMA 2. Obviously we need to consider the case A(t) > 0 only.
Fj (x) is certainly twice continuously differentiable for a + i ≥ qd/2. Therefore,
since X(t + 1) − X(t) is uniformly bounded,

Qj(t + 1)

Qj (t)
= exp

{
γ

[
Fj

(
n−1X(t + 1)

) − Fj (n
−1X(t))

]}
= exp

{
γ

[
(gradFj (n

−1X(t)))∗
(
n−1X(t + 1) − n−1X(t)

)]
+ O(γn−2)

}
= 1 + γ gradFj (n

−1X(t))∗
(
n−1X(t + 1) − n−1X(t)

) + O(γ 2/n2).

Notice that

E
[
(gradFj (n

−1X(t)))∗
(
n−1X(t + 1) − n−1X(t)

)|◦]
= (gradFj (n

−1X(t)))∗E[n−1X(t + 1) − n−1X(t)|◦]
= (gradFj (n

−1X(t)))∗n−1R(X(t))

= (gradFj (n
−1X(t)))∗n−1R0(n

−1X(t)) + O(n−2)

= O(n−2);
see (3.15). Consequently

E[Qj(t + 1)|◦] = Qj(t)[1 + O(γ/n2 + γ 2/n2)] ≤ Qj(t)(1 + cγ 2/n2). �

LEMMA 3. Let T be the first time t when either A(t) = 0 or I (t) < nqd/2.
(i) Then for any fixed s, and z > 0,

P
{

max
t≤Ts

|Fj (n
−1X(t)) − Fj (n

−1X(0))| > z

}
≤ 2e−γ z+csγ 2/n2

,(3.16)

Ts = T ∧ s. (ii) Consequently, for some absolute constant c1 > 0,

P
{

max
t≤Ts

|n−1X(t) − x(n−1t)| > z

}
≤ 2(d + 1)e−c1γ z+csγ 2/n2

.(3.17)

NOTE. For (3.17) to be of any help, γ z should substantially exceed sγ 2/n2,
and moreover γ z will have to grow logarithmically with n. On the other hand z,
needs to be much smaller than x(n−1t), for t’s in question, otherwise (3.17) is
pointless. Selecting γ , z, which meet these conflicting requirements, will depend
on the range of p under consideration.

PROOF OF LEMMA 3. (i) Define

Q̂j (t) = Qj(t ∧ Ts)

(1 + cγ 2n−2)t∧Ts
.
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By Lemma 2, {Q̂j (t)} is a supermartingale, that is,

E[Q̂j (t + 1)|◦] ≤ Q̂j (t), t ≥ 0.

Let Tz be the first time t ≤ Ts such that

Fj (n
−1X(t)) − Fj (n

−1X(0)) > z,

and set Tz = Ts + 1 if no such t exists. Now Tz is a stopping time. So, using the
Optional Sampling Theorem (Durrett [14], Chapter 4),

E[Q̂j (Tz)] ≤ Q̂j (0) = 1.

On the event {Tz ≤ Ts} we have

Q̂j (Tz) ≥ eγ z

(1 + cγ 2n−2)s
≥ eγ z−csγ 2n−2

.

So

P
{

max
t≤Ts

(
Fj (n

−1X(t)) − Fj (n
−1X(0))

)
> z

}

≤ P{Q̂j (Tz) ≥ eγ z−csγ 2n−2}

≤ E[Q̂j (Tz)]
e−γ z+csγ 2n−2 ≤ eγ z−csγ 2n−2

.

In exactly the same way we obtain

P
{

max
t≤Ts

(−Fj (n
−1X(t)) + Fj (n

−1X(0))
)
> z

}
≤ e−γ z+csγ 2n−2

.

So (3.16) follows.
(ii) According to the definition of Fj ’s, we have thus proved that

P
{

max
t≤Ts

‖M(U(t))(n−1I(t)) − M(U(0))(n−1I(0))‖ ≤ z

}
(3.18)

≥ 1 − (d + 1)e−γ z+csγ 2n−2

(‖f‖ := maxj |fj |). Here U(t) = ln(n−1(A(t) + I (t)))1/2 and M(·) is given by
(3.6). On the event En in (3.18) we have: for t ≤ Ts ,

M(U(t))(n−1I(t)) − M(U(0))(n−1I(0)) = Z, ‖Z‖ ≤ z.

Now M(U(t))−1 = M(−U(t)), and

U(t) ≤ ln
(
n−1(

A(0) + I (0)
))1/2 = lnd1/2 < ∞.

Using the definition of M(·) in (3.6), we see then that ‖M(−U(t))‖ ≤ m, for some
absolute constant m > 0. So on En,

mz ≥ ‖n−1I(t) − M−1(U(t))M(U(0))n−1I(0)‖
= ∥∥n−1I(t) − M

(
U(0) − U(t)

)
n−1I(0)

∥∥.
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Here

U(0) − U(t) = ln
(

n−1A(0) + n−1I (0)

n−1A(t) + n−1I (t)

)1/2

= ln
(

1 − 2t

nd

)−1/2

,

so

M
(
U(0) − U(t)

)
n−1I(0) = i(t/n);

see (3.8), (3.9). Therefore it follows from (3.18) that

P
{

max
t≤Ts

‖n−1I(t) − i(t/n)‖ ≤ mz

}

≥ 1 − (d + 1)e−γ z+csγ 2n−2
.

This together with

n−1A(t) + n−1I (t) = a(t/n) + i(t/n) = d − 2t/n

imply (3.17). �

4. Proof of Theorem 1 (Subcritical case). Let Cn be size of the component
of MGnp which contains a given vertex, 1 say. This component can be deter-
mined through the percolation process with the starting active set A(0) = {1}. In
Lemma 3 we introduced the stopping time T , the first t such that either A(t) (the
number of currently active points) is zero, or I (t) (the number of currently inactive
points) is below nqd/2. Clearly Cn ≤ 1 + T . Set in Lemma 3

γ = α(p∗ − p)n, s = β(p∗ − p)−2 lnn,

α > 0, β > 0 to be specified shortly. Pick z > 0 such that

γ z ≥ 2cs
γ 2

n2 ⇐⇒ z ≥ 2cα
s(p∗ − p)

n
(4.1)

in which case

γ z − cs
γ 2

n2 ≥ cα2β lnn.

Then, by Lemma 3,

P
{

max
t≤Ts

|n−1X(t) − x(n−1t)| > z

}
= O(n−cα2β) = o(n−1),(4.2)

if cα2β > 1, the restriction we meet by selecting β > c−1α−2. On the event En1,
complementary to that in (4.2), we have

|n−1A(Ts) − a(Ts/n)| ≤ z.(4.3)
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Here, by (3.11),

a(τ) = dy(τ)
[
y(τ) − (

py(τ) + q
)d−1

(1 − n−1)
]
,

(4.4)
y(τ) = (1 − 2τ/d)1/2.

Suppose that, on En1, T > s. Then (4.3) implies that z + a(s/n) must be positive.
Since

s

n
= β

lnn

n(p∗ − p)2 = β
lnn

n1/3(n1/3(p∗ − p))2 → 0,(4.5)

as n1/3(p∗ − p) → ∞, we have

1 − y(s/n) = 1 − (
1 − 2s/(nd)

)1/2 ∼ s/(nd).

Therefore, by convexity of y − (py + q)d−1(1 − n−1),

a(s/n) ≤ dy(s/n)
{
n−1 + [1 − p(d − 1)(1 − n−1)](y(s/n) − 1

)}
= −dy(s/n)

[
(p∗ − p)

(
1 − y(s/n)

) + O(n−1)
]

∼ −s(p∗ − p)

n
,

as (p∗ − p)s → ∞. So z + a(s/n) < 0 provided that

z ≤ (p ∗ −p)s

2n
.(4.6)

We meet the restrictions (4.1) and (4.6) by choosing, for instance,

z = 0.5(2cα + 0.5)s(p∗ − p).

With z so defined we come to the conclusion that T ≤ s on the event En1. Thus

P(Cn > 1 + s) ≤ P(T > s) ≤ P(Ec
n1) = o(n−1).

Using the union bound we see that whp MGnp does not have a component of size
exceeding 1 + β(p∗ − p)−2 logn, that is,

L(1)
n ≤ 1 + β(p∗ − p)−2 lnn.(4.7)

This completes the proof of Theorem 1.

NOTE. Observe that s/n → 0 if n1/2(p∗ − p) � lnn; see (4.5). That is, the
statement holds under this weaker condition. However, Theorem 2 makes it clear
that when p∗ − p is of order n−a , a ∈ (1/3,1/2), the upper bound for L

(1)
n is

roughly n2/3, thus smaller than our current s by n2(a−1/3) factor.
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5. Proof of Theorem 2 (Nearcritical case). Upper bound. The argument
parallels the previous proof. This time we set

γ = n2/3(lnn)α, s = n2/3(lnn)β,(5.1)

for α > 0, β > 0 to be specified. The counterpart of (4.1) is the condition

z ≥ 2c
sγ

n2 ⇐⇒ z ≥ 2c
(lnn)α+β

n2/3 .(5.2)

From (4.4) it follows that

a(s/n) = dy(s/n)

[
n−1 + (

1 − p(d − 1)(1 − n−1)
)(

y(s/n) − 1
)

− p

(
d − 1

2

)
(1 − n−1)

(
y(s/n) − 1

)2 + O
((

1 − y(s/n)
)3)]

∼ −dp d − 12
(
y(s/n) − 1

)2 ∼ −d−1p

(
d − 1

2

)
s2

n2 ,

provided that s/n � |p∗ − p|. Since |p∗ − p| ≤ n−1/3(lnn)a , we satisfy this con-
dition by choosing in (5.1) β > a. Then z + a(s/n) < 0 if

z ≤ (d − 1)(d − 2)
s2

n2 = (d − 1)(d − 2)
(lnn)2β

n2/3 .(5.3)

Comparing (5.2) and (5.3) we see that

z = 2c
(lnn)α+β

n2/3

satisfies both conditions if α < β . For this choice of z,

P(Ec
n1) ≤ e−γ z/2 = e−c(lnn)2α+β = o(n−1),

if 2α +β > 1. If β > max{1/3, a}, we make 2α +β > 1 by selecting α sufficiently
close to β from below. For these α, β , we have thus proved that

lim
n→∞ P

(
L(1)

n ≥ 1 + n2/3(lnn)β
) = 0.

6. Proof of Theorem 3 (Supercritical case). Now

ω = ω(n) := n1/3(p − p∗) ≥ (lnn)a(n),(6.1)

where a(n) → ∞ however slowly.
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Preliminaries. We will have to consider two cases, with one and two initially
active vertices. So this time

a(τ) = dy(τ)
[
y(τ) − (

py(τ) + q
)d−1

(1 − m/n)
]
,

(6.2)
y(τ) = (1 − 2τ/d)1/2,

where m = 1, or m = 2.
Let ŷ = ŷ(p) be the root of fm/n(y) = 0,

fm/n(y) := y − (py + q)d−1(1 − m/n),

so that

τ̂ = τ̂ (p) = d

2
(1 − ŷ2)

is the root of a(τ) = 0 in (0, d/2). Since fm/n(y) ≥ f0(y) and

−(d − 1)(d − 2)p2 ≤ d2fm/n(y)

dy2 ≤ −1

2
(d − 1)(d − 2)p2qd,(6.3)

it follows easily that

|ŷ − π | = O(n−1/2),(6.4)

where π ∈ (0,1) is the root of f0(y) = 0 in (0,1). From (6.3) for m = 0, it follows
directly that 1 − π is of order p − p∗ exactly, which we express by writing

1 − π � p − p∗.
Then, by (6.4),

1 − ŷ � p − p∗, τ̂ � p − p∗,(6.5)

too, as p − p∗ � n−1/3. We will also need bounds for a(τ) when τ is (relatively)
close to 0 or τ̂ . The convex function fm/n(y) attains its maximum at a point ỹ ∈
(ŷ,1), and a simple calculus shows that

1 − ỹ

1 − ŷ
= 1

2
+ O(p − p∗) �⇒ ỹ − ŷ � p − p∗.

Using this fact, f ′
m/n(ỹ) = 0, and (6.3), we obtain that

f ′
m/n(y) �

⎧⎪⎪⎨
⎪⎪⎩

(p − p∗), |y − ŷ|
p − p∗ ≤ ε0,

−(p − p∗), 1 − y

p − p∗ ≤ ε0,

if ε0 > 0 is sufficiently small. Therefore, as fm/n(ŷ) = fm/n(1) = 0,

fm/n(y) � −(y − ŷ)(p − p∗), |y − ŷ|
p − p∗ ≤ ε0,
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fm/n(y) � (1 − y)(p − p∗), 1 − y

p − p∗ ≤ ε0.

Since a(t) = dy(τ)fm/n(y(τ )), a little reflection shows then that

min{a(τ) : τ ∈ [ε(p − p∗), τ̂ − ε(p − p∗)]} ≥ cε(p − p∗)2,
(6.6)

a
(
τ̂ + ε(p − p∗)

) ≤ −cε(p − p∗)2,

if ε > 0, c > 0 are sufficiently small.

Running time dichotomy. Let m = 1. In Lemma 3 set

γ = n2/3, s = nτ̂ (1 + βω−1),(6.7)

β > 0 being fixed. The analogue of the conditions (4.1), (5.2) is

γ z ≥ 2cs
γ 2

n2 ⇐⇒ z ≥ 2cτ̂ (1 + βω−1)n−1/3,

which is met (for n large enough) if

z ≥ c′ωn−2/3(6.8)

[see (6.5)], where c′ is independent of β . Further, using (6.5) and the second line
in (6.6),

a(s/n) = a(τ̂ + βτ̂ω−1) ≤ −c′′ βω

n2/3 .

So, picking β > 1 sufficiently large and setting z = β1/2ωn−2/3, say, we ensure
that z satisfies (6.8) and

z + a(s/n) < 0.(6.9)

Since z = z(β) satisfies (6.8), by Lemma 3(ii) we obtain: there exist ci = ci(β) >

0, such that

P{‖n−1X(Ts) − x(n−1Ts)‖ > z}
≥ 1 − exp(−c1γ z)(6.10)

≥ 1 − exp(−c2ω) = 1 − O(n−K) ∀K > 0.

Let us denote the event in (6.10) by Bn. On Bn ∩ {T > s}
z + a(s/n) ≥ n−1A(Ts) > 0,

which contradicts (6.9). Hence

Bn ∈ {T ≤ s} ∩ {|n−1X(T ) − x(n−1T )| ≤ z}.
In particular, since A(T ) = 0,

z ≥ |n−1A(T ) − a(n−1T )| = |a(n−1T )|.(6.11)
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Suppose that

β

cω
(p − p∗) ≤ T

n
≤ τ̂ − β

cω
(p − p∗).

Then, by the first line in (6.6),

a(n−1T ) ≥ β

ω
(p − p∗)2 = β

ω

n2/3 ,

and, by (6.11) and z = β1/2ωn−2/3, we must have β1/2 ≥ β , which is impossible
since β > 1. Therefore

Bn ⊆ {T ≤ s} ∩ {n−1T /∈ [c−1βn−1/3, τ̂ − c−1βn−1/3]},
as p − p∗ = n−1/3ω. Or, recalling that s = nτ̂ (1 + βω−1), τ̂ � p − p∗,

Bn ⊆ {n−1T ∈ [τ̂ + αn−1/3, τ̂ − αn−1/3]} ∪ {n−1T ≤ αn−1/3},(6.12)

for some constant α > 0. In words, with probability superpolynomially close to 1,
the random percolation —triggered by a fixed initially active vertex—either stops
after O(n2/3) steps, or runs much longer, for about nτ̂ � ωn2/3 steps.

... and uniqueness of a giant component. On

B∗
n := Bn ∩ {n−1T ∈ [τ̂ + αn−1/3, τ̂ − αn−1/3]}

we have [see (3.9)]

n−1
d∑

j=0

Ij (T ) =
d∑

j=0

ij (n
−1(T )) + O(ωn−2/3)

= (
py(n−1T ) + q

)d
(1 − n−1) + O(ωn−2/3)

= (pπ + q)d + O(n−1/3 + ωn−2/3).

Therefore Cn, the size of the component that contains our initially active vertex,
on B∗

n satisfies

Cn = n −
d∑

j=0

Ij (T )n = n[1 − (pπ + q)d ] + O(n2/3)

(6.13)
� ωn2/3 = n(p − p∗).

And, of course, Cn ≤ 1 + T ≤ 1 + αn2/3 on Bn ∩ {T ≤ αn2/3}. Thus, with proba-
bility 1 − O(n−K), ∀K > 0, either |T − nτ̂ | ≤ an2/3 and Cn ∼ n[1 − (pπ + q)d ],
or T ≤ 1 + αn2/3.
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We observe now that no changes whatsoever are needed to show validity of
this claim for T̃ and C̃n, the running time and the terminal number of active ver-
tices of the percolation process started by two fixed vertices u and v. That is, with
probability 1 − O(n−K), ∀K > 0,

C̃n ≤ 1.1n[1 − (pπ + q)d ].(6.14)

And the event (6.14) excludes a possibility that u and v belong to two different
components, each of size relatively close to n[1 − (pπ + q)d ]. Picking K > 2, we
obtain then: with probability 1 − O(n−(K−2)), there are no two vertices u, v ∈ [n]
such that the two components containing them are disjoint, and both are of size of
order n(p − p∗). Putting it differently, whp there may exist at most one “giant”
component, and all other components have size O(n2/3) at most.

Other components. . . . Let us show whp that nongiant components are actually
much smaller, of order n2/3ω−2(lnn)1+o(1).

To this end, define a sequence {γk, sk, zk}. For k ≥ 0,

γk = ωσkn2/3, sk = αω−βkn2/3,

and

zk ≥ 2cs0
γk

n2 = 2cαωσk−βk ,(6.15)

σk > 0, βk ≥ 0. In particular, β0 = 0, so that s0 = αn2/3 is the (probabilistic) upper
bound for all nongiant components already proved. Further, βk increases with k,
and

σk = βk

2
+ ρ ln lnn

lnω
, ρ > 1.(6.16)

So

γkzk − csk
γ 2
k

n2 = cαω2σk−βk = (lnn)ρ.

Applying Lemma 3 with γk , sk and zk , we obtain that

|n−1X(t) − x(n−1t)| ≤ zk ∀t ≤ Tsk (= min{T , sk}),(6.17)

with probability 1 − O(e−(lnn)ρ ). Now

n−1sk

p − p∗ = O(ω−1) → 0;

so, using (6.6),

min{a(t) : t ∈ [sk+1/n, sk/n]} ≥ a(n−1sk+1) � α

ωβk+1−1 .(6.18)
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Pick ρ′ ∈ (1, ρ), and set

βk+1 = 1 + βk

2
− ρ′ ln lnn

2 lnω
.(6.19)

Then [see (6.16)],

βk+1 − 1 − (βk − σk) = (ρ − ρ′) ln lnn

2 lnω
,

which means that we can pick zk satisfying (6.15), and such that

zk = o(a(n−1sk+1));
see (6.18). But then T /∈ [sk+1, sk] on the event (6.17), since otherwise, by (6.17),
we obtain that

a(n−1sk+1) ≥ |a(n−1(T ))| = |a(n−1T ) − n−1A(T )| ≤ zk,

contradicting our choice of zk .
The solution of (6.19), subject to β0 = 0, is

βk = 2 − ρ′ ln lnn

lnω
− 2−k+1

(
1 − ρ′ ln lnn

2 lnω

)
.

For k0 = [log2 lnω],

βk0 = 2 − (ρ′ + o(1)) ln lnn

lnω
,

so that

sk0 = αω−βk0 n2/3 = α
n2/3(lnn)ρ

′+o(1)

ω2 ,

for all 1 < ρ′ < ρ. By the union bound inequality, we have then

P{T ∈ [sk0, s0]} ≤
k0−1∑
k=0

P{T ∈ [sk+1, sk]}

= O
(
e−(lnn)ρ k0

) = O
(
e−(lnn)ρ ln lnn

)
= O(n−K) ∀K > 0.

Now s0 = αn2/3, and we had proved that

P{T ∈ [αn2/3, nτ̂ − αn2/3]} = O(n−K).

Consequently

P
{
T ∈ [

ω−2n2/3(lnn)1+o(1), nτ̂ − αn2/3]} = O(n−K),
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for all K > 0. Here T = T (u) is the running time for a fixed initial vertex u. That
is, switching to Cn(u) and using the union bound,

P

{ ⋂
u∈[n]

{
Cn(u) ∼ n[1 − (pπ + q)d ] or Cn(u) = O

(
ω−2n2/3(lnn)1+o(1))}}

(6.20)
≥ 1 − O(n−K+1).

... and existence of a giant component. Corollary 1 implies that whp Gnp∗
contains a component of size ω−1n2/3 at least. As the multigraphs Gnp∗ and Gnp ,
p > p∗, can easily be coupled in such a way that Gnp∗ ⊂ Gnp , we conclude that
whp Gnp also has such a component. Since

ω−1n2/3 � ω−3/2n2/3,

it follows from (6.20) that whp this component has to be giant, of size close to
n[1 − (pπ + q)d ].
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