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#### Abstract

In this paper, we proposed some lower bounds for the minimum eigenvalue of the Fan product of $M$-matrices, and a upper bound for the spectral radius of the Hadamard product of nonnegative matrices. These improve two existing results. To illustrate our results, two simple examples are considered.


## 1. Introduction

For convenience, the set $\{1,2, \ldots, n\}$ is denoted by $N$, where $n$ is any positive integer. For any two $m \times n$ matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$, the Hadamard product of $A$ and $B$ is defined by $A \circ B=\left(a_{i j} b_{i j}\right)$. A matrix $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ is called a nonnegative matrix if $a_{i j} \geq 0$. A matrix $A \in \mathbb{R}^{n \times n}$ is called a nonsingular $M$ matrix [4] if there exists $P \geq 0$ and $\alpha>0$ such that $A=\alpha I-P$ and $\alpha>\rho(P)$, where $\rho(P)$ is the spectral radius of the nonnegative matrix $P, I$ is the $n \times n$ identity matrix. Denote by $\mathcal{M}_{n}$ the set of all $n \times n$ nonsingular $M$-matrices. Denote $\tau(A)=$ $\min \{\operatorname{Re} \lambda: \lambda \in \sigma(A)\}$, and $\sigma(A)$ denotes the spectrum of $A$. If $A \in \mathcal{M}_{n}$, then [3]

$$
\tau(A)=\frac{1}{\rho\left(A^{-1}\right)}
$$

is a positive real eigenvalue, and the corresponding eigenvector is nonnegative.
A matrix $A$ is irreducible if there does not exist a permutation matrix $P$ such that

$$
P A P^{T}=\left[\begin{array}{rr}
A_{1,1} & A_{1,2} \\
0 & A_{2,2}
\end{array}\right],
$$

Received November 3, 2012, accepted July 31, 2013.
Communicated by Wen-Wei Lin.
2010 Mathematics Subject Classification: 15A18, 15A42.
Key words and phrases: Hadamard product, Fan product, Spectral radius, Nonnegative matrix, Minimum eigenvalue, $M$-matrix.
This research was supported by the National Natural Science Foundation of China (Grant No. 11301056).
where $A_{1,1}$ and $A_{2,2}$ are square matrices.
It is known [3, p.358] that if $A, B \in \mathbb{R}^{n \times n}$ are nonnegative matrices, then

$$
\rho(A \circ B) \leq \rho(A) \rho(B) .
$$

Evidently, this equality can be very weak in some cases. For example, if $A=I$ and $B=J$, where $J$ is the $n \times n$ matrix of all ones, then

$$
\rho(A \circ B)=\rho(A)=1 \ll \rho(A) \rho(B)=n
$$

when $n$ is very large. See [2] for some generalizations.
Recently, Zheng and Cui obtained the following result in [8].
Theorem 1. If $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are two $n \times n$ nonnegative matrices, then
(1) $\rho(A \circ B) \leq \min \left\{\max _{1 \leq i \leq n}\left\{\left(a_{i i}-\alpha_{i}\right) b_{i i}+\alpha_{i} \rho(B)\right\}, \max _{1 \leq i \leq n}\left\{\left(b_{i i}-\beta_{i}\right) a_{i i}+\beta_{i} \rho(A)\right\}\right\}$,
and
(2) $\rho(A \circ B) \leq \max \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)+4 \beta_{i} \beta_{j}\left(\rho(A)-a_{i i}\right)\left(\rho(A)-a_{j j}\right)\right]^{\frac{1}{2}}\right\}$, where $\alpha_{i}=\max _{k \neq i}\left\{a_{i k}\right\}$ and $\beta_{i}=\max _{k \neq i}\left\{b_{i k}\right\}, \forall i \in N$.

In fact, since the Hadamard product is commutative, if $A$ and $B$ are switched, we can easily obtain the following results from the inequality (2).

Theorem 2. If $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are two $n \times n$ nonnegative matrices, then
(3) $\rho(A \circ B) \leq \max \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)+4 \alpha_{i} \alpha_{j}\left(\rho(B)-b_{i i}\right)\left(\rho(B)-b_{j j}\right)\right]^{\frac{1}{2}}\right\}$,
where $\alpha_{i}=\max _{k \neq i}\left\{a_{i k}\right\}$ and $\beta_{i}=\max _{k \neq i}\left\{b_{i k}\right\}, \forall i \in N$.
Theorem 3. If $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are two $n \times n$ nonnegative matrices, then

$$
\begin{align*}
& \quad \rho(A \circ B) \\
& \leq \min \left\{\max \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)+4 \beta_{i} \beta_{j}\left(\rho(A)-a_{i i}\right)\left(\rho(A)-a_{j j}\right)\right]^{\frac{1}{2}}\right\},\right.  \tag{4}\\
& \left.\max \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)+4 \alpha_{i} \alpha_{j}\left(\rho(B)-b_{i i}\right)\left(\rho(B)-b_{j j}\right)\right]^{\frac{1}{2}}\right\}\right\},
\end{align*}
$$

where $\alpha_{i}=\max _{k \neq i}\left\{a_{i k}\right\}$ and $\beta_{i}=\max _{k \neq i}\left\{b_{i k}\right\}, \forall i \in N$.
Remark 1. Without loss of generality, for $i \neq j$, assume that

$$
\left(a_{i i}-\beta_{i}\right) b_{i i}+\beta_{i} \rho(B) \geq\left(a_{j j}-\beta_{j}\right) b_{j j}+\beta_{j} \rho(B),
$$

i.e.,

$$
\begin{equation*}
a_{i i} b_{i i}-a_{j j} b_{j j}+\beta_{i}\left(\rho(B)-b_{i i}\right) \geq \beta_{j}\left(\rho(B)-b_{j j}\right) \geq 0 \tag{5}
\end{equation*}
$$

From (1) and (5), we have

$$
\begin{align*}
& \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}+\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \beta_{i} \beta_{j}\left(\rho(B)-b_{i i}\right)\left(\rho(B)-b_{j j}\right)\right]^{\frac{1}{2}}\right\} \\
\leq & \frac{1}{2}\left\{2 a_{i i} b_{i i}+2 \beta_{i}\left(\rho(B)-b_{i i}\right)\right\}  \tag{6}\\
= & a_{i i} b_{i i}+\beta_{i}\left(\rho(B)-b_{i i}\right) .
\end{align*}
$$

Hence, from (1), (4) and (6), it is easy to know that the result of Theorem 3 is sharper than one of Theorem 1.

Let $A, B \in \mathbb{C}^{n \times n}$, the Fan product of $A$ and $B$ is denoted by $A \star B \equiv C=\left(c_{i j}\right) \in$ $\mathbb{C}^{n \times n}$ and is defined by

$$
c_{i j}= \begin{cases}-a_{i j} b_{i j}, & i \neq j \\ a_{i i} b_{i i}, & i=j\end{cases}
$$

If $A, B \in \mathcal{M}_{n}$, then $A \star B$ is $M$-matrix. There are some inequalities for the minimum eigenvalue of the Fan product of $M$-matrices as follows.

Theorem 4. [6]. If $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are two $n \times n$ nonsingular $M$ matrices, then

$$
\begin{align*}
\tau(A \star B) \geq & \min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)\right.\right. \\
& \left.\left.+4\left(a_{i i}-\tau(A)\right)\left(b_{i i}-\tau(B)\right)\left(a_{j j}-\tau(A)\right)\left(b_{j j}-\tau(B)\right)\right]^{\frac{1}{2}}\right\} \tag{7}
\end{align*}
$$

Theorem 5. [9]. If $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are two $n \times n$ nonsingular $M$ matrices, then
(8) $\tau(A \star B) \geq \max \left\{\min _{1 \leq i \leq n}\left\{\left(a_{i i}-\alpha_{i}\right) b_{i i}+\alpha_{i} \tau(B)\right\}, \min _{1 \leq i \leq n}\left\{\left(b_{i i}-\beta_{i}\right) a_{i i}+\beta_{i} \tau(A)\right\}\right\}$,
where $\alpha_{i}=\max _{k \neq i}\left\{\left|a_{i k}\right|\right\}$ and $\beta_{i}=\max _{k \neq i}\left\{\left|b_{i k}\right|\right\}, \forall i \in N$.
Remark 2. From (7), we must know $\tau(A)$ and $\tau(B)$ before the bound of $\tau(A \star B)$ can be computed. But from (8), if we know one of $\tau(A)$ and $\tau(B)$, then the bound of $\tau(A \star B)$ will be also obtained.

Based on Remark 2, in section 2, we will give some sharp results for the Fan product of two nonsingular $M$-matrices which can be calculated by one of $\tau(A)$ and $\tau(B)$.
2. Some LoweR Bounds for the Minimum Eigenvalue of the Fan Product of $M$-Matrices

Firstly, we will give some lemmas in this section. Secondly, we will propose some lower bounds for the minimum eigenvalue of the Fan product of $M$-matrices.

Lemma 1. [1]. If $A \geq 0$ is an irreducible $n \times n$ matrix, then there exists a positive eigenvector $x$ such that $A x=\rho(A) x$.

Lemma 2. [7]. Let $A, B$ be two nonsingular $M$-matrices and if $D$ and $E$ are two positive diagonal matrices, then

$$
D(A \star B) E=(D A E) \star B=(D A) \star(B E)=(A E) \star(D B)=A \star(D B E)
$$

Lemma 3. Let $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}, n \geq 2$. Then all the eigenvalues of $A$ lie inside the union of $\frac{n(n-1)}{2}$ ovals of Cassini, i.e.,

$$
\sigma(A) \subseteq \cup\left\{z \in \mathbb{C}:\left|z-a_{i i}\right| \cdot\left|z-a_{j j}\right| \leq\left(\sum_{k=1, k \neq i}^{n}\left|a_{i k}\right|\right)\left(\sum_{k=1, k \neq j}^{n}\left|a_{j k}\right|\right), i \neq j\right\}
$$

Lemma 4. Let $A=\left(a_{i j}\right) \in \mathcal{M}_{n}, n \geq 2$. Then

$$
\tau(A) \geq \min _{i \neq j} \frac{1}{2}\left\{a_{i i}+a_{j j}-\left[\left(a_{i i}-a_{j j}\right)^{2}+4\left(\sum_{k=1, k \neq i}^{n}\left|a_{i k}\right|\right)\left(\sum_{k=1, k \neq j}^{n}\left|a_{j k}\right|\right)\right]^{\frac{1}{2}}\right\}
$$

Proof. Since $A-\tau(A) I$ is a singular $M$-matrix, Theorem 6.4.16 of [4] yields that

$$
\begin{equation*}
a_{i i}-\tau(A)>0, \quad \forall i \in N \tag{9}
\end{equation*}
$$

By Lemma 3, there exist $i_{0}, j_{0}\left(i_{0} \neq j_{0}\right)$ such that

$$
\begin{equation*}
\left|\tau(A)-a_{i i}\right|\left|\tau(A)-a_{j j}\right| \leq\left(\sum_{k=1, k \neq i_{0}}^{n}\left|a_{i_{0} k}\right|\right)\left(\sum_{k=1, k \neq j_{0}}^{n}\left|a_{j_{0} k}\right|\right) \tag{10}
\end{equation*}
$$

By (9) and (10), we have

$$
\begin{equation*}
\left(\tau(A)-a_{i i}\right)\left(\tau(A)-a_{j j}\right) \leq\left(\sum_{k=1, k \neq i_{0}}^{n}\left|a_{i_{0} k}\right|\right)\left(\sum_{k=1, k \neq j_{0}}^{n}\left|a_{j_{0} k}\right|\right) \tag{11}
\end{equation*}
$$

Solving inequality (11), we get

$$
\tau(A) \geq \frac{1}{2}\left\{a_{i_{0} i_{0}}+a_{j_{0} j_{0}}-\left[\left(a_{i_{0} i_{0}}-a_{j_{0} j_{0}}\right)^{2}+4\left(\sum_{k=1, k \neq i_{0}}^{n}\left|a_{i_{0} k}\right|\right)\left(\sum_{k=1, k \neq j_{0}}^{n}\left|a_{j_{0} k}\right|\right)\right]^{\frac{1}{2}}\right\}
$$

Hence,

$$
\tau(A) \geq \min _{i \neq j} \frac{1}{2}\left\{a_{i i}+a_{j j}-\left[\left(a_{i i}-a_{j j}\right)^{2}+4\left(\sum_{k=1, k \neq i}^{n}\left|a_{i k}\right|\right)\left(\sum_{k=1, k \neq j}^{n}\left|a_{j k}\right|\right)\right]^{\frac{1}{2}}\right\}
$$

Theorem 6. If $A=\left(a_{i j}\right), B=\left(b_{i j}\right) \in \mathcal{M}_{n}, n \geq 2$, then

$$
\begin{align*}
& \tau(A \star B) \\
\geq & \min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \alpha_{i} \alpha_{j}\left(b_{i i}-\tau(B)\right)\left(b_{j j}-\tau(B)\right)\right]^{\frac{1}{2}}\right\} . \tag{12}
\end{align*}
$$

where $\alpha_{i}=\max _{k \neq i}\left\{\left|a_{i k}\right|\right\}, \forall i \in N$.
Proof. In this proof, two cases will be discussed in the following.
Case 1. If $A$ and $B$ are irreducible, then $A \star B$ is irreducible, and $B^{-1}$ is nonnegative and irreducible. By Lemma 1, there exists a positive vector $v=\left(v_{1}, \ldots, v_{n}\right)^{T}$ such that

$$
B v=\tau(B) v
$$

Hence, we have

$$
b_{i i} v_{i}-\sum_{j \neq i}\left|b_{i j}\right| v_{j}=\tau(B) v_{i}, \quad \forall i \in N
$$

i.e.,

$$
\begin{equation*}
\frac{\sum_{j \neq i}\left|b_{i j}\right| v_{j}}{v_{i}}=b_{i i}-\tau(B), \quad \forall i \in N . \tag{13}
\end{equation*}
$$

Define a positive diagonal matrix $V=\left(v_{1}, \ldots, v_{n}\right)^{T}$. Let $\widetilde{B}=\left(\tilde{b}_{i j}\right)=V^{-1} B V$, then we get

$$
\widetilde{B}=\left(\tilde{b}_{i j}\right)=V^{-1} B V=\left[\begin{array}{cccc}
a_{11} & \frac{a_{12} v_{2}}{v_{1}} & \ldots & \frac{a_{1 n} v_{n}}{v_{1}} \\
\frac{a_{21} v_{1}}{v_{2}} & a_{22} & \ldots & \frac{a_{2 n} v_{n}}{v_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{a_{n 1} v_{1}}{v_{n}} & \frac{a_{n 2} v_{2}}{v_{n}} & \ldots & a_{n n}
\end{array}\right] .
$$

According to Lemma 2, we have

$$
V^{-1}(A \star B) V=A \star\left(V^{-1} B V\right)=A \star \widetilde{B}
$$

Hence, $\tau(A \star B)=\tau(A \star \widetilde{B})$.
Let us denote $\alpha_{i}=\max _{k \neq i}\left\{\left|a_{i k}\right|\right\}, \forall i \in N$. Since $A$ is an irreducible nonnegative matrix, $\alpha_{i}>0, \forall i \in N$. By Lemma 4 and the equality (13), we can obtain

$$
\begin{aligned}
\tau(A \star B) \geq & \min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}\right.\right. \\
& \left.\left.+4\left(\sum_{k=1, k \neq i}^{n} \frac{\left|a_{i k} b_{i k} v_{k}\right|}{v_{i}}\right)\left(\sum_{k=1, k \neq j}^{n} \frac{\left|a_{j k} b_{j k} v_{k}\right|}{v_{j}}\right)\right]^{\frac{1}{2}}\right\} \\
\geq & \min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+4 \alpha_{i} \alpha_{j}\left(\sum_{k=1, k \neq i}^{n} \frac{\left|b_{i k}\right| v_{k}}{v_{i}}\right)\left(\sum_{k=1, k \neq j}^{n} \frac{\left|b_{j k}\right| v_{k}}{v_{j}}\right)\right]^{\frac{1}{2}}\right\} \\
= & \min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}\right.\right. \\
& \left.\left.+4 \alpha_{i} \alpha_{j}\left(b_{i i}-\tau(B)\right)\left(b_{j j}-\tau(B)\right)\right]^{\frac{1}{2}}\right\} .
\end{aligned}
$$

Case 2. If either $A$ or $B$ is reducible, then $A \star B$ must be reducible. Let $T=\left(t_{i j}\right)$ be the permutation matrix such that $t_{12}=t_{23}=\cdots=t_{n-1, n}=t_{n, 1}=1$ and the remaining $t_{i j}=0$. Then there exists a positive real number $\epsilon$ such that $A-\epsilon T$ and $B-\epsilon T$ are two irreducible $M$-matrices. Apply the first case on them and then use continuity argument and to complete the proof.

Remark 3. If $a_{i i} \geq \tau(A)+\alpha_{i}$ for all $i=1, \ldots, n$, then $\left(a_{i i}-\tau(A)\right)\left(a_{j j}-\tau(A)\right) \geq$ $\alpha_{i} \alpha_{j}$ for all $1 \leq i \neq j \leq n$, i.e., the bound of (12) is the better than the one of (7).

Since the Fan product is commutative, the following result can be immediately obtained.

Theorem 7. If $A=\left(a_{i j}\right), B=\left(b_{i j}\right) \in \mathcal{M}_{n}, n \geq 2$, then

$$
\begin{align*}
\tau(A \star B) \geq & \min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}\right.\right. \\
& \left.\left.+4 \beta_{i} \beta_{j}\left(a_{i i}-\tau(A)\right)\left(a_{j j}-\tau(A)\right)\right]^{\frac{1}{2}}\right\} \tag{14}
\end{align*}
$$

where $\beta_{i}=\max _{k \neq i}\left\{\left|b_{i k}\right|\right\}, \forall i \in N$.
According to Theorem 6 and Theorem 7, the following theorem can be immediately obtained.

Theorem 8. If $A=\left(a_{i j}\right), B=\left(b_{i j}\right) \in \mathcal{M}_{n}, n \geq 2$, then

$$
\begin{aligned}
& \tau(A \star B) \\
\geq & \max \left\{\min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \alpha_{i} \alpha_{j}\left(b_{i i}-\tau(B)\right)\left(b_{j j}-\tau(B)\right)\right]^{\frac{1}{2}}\right\},\right. \\
& \left.\min _{i \neq j} \frac{1}{2}\left\{a_{i i} b_{i i}+a_{j j} b_{j j}-\left[\left(a_{i i} b_{i i}-a_{j j} b_{j j}\right)^{2}+4 \beta_{i} \beta_{j}\left(a_{i i}-\tau(A)\right)\left(a_{j j}-\tau(A)\right)\right]^{\frac{1}{2}}\right\}\right\} .
\end{aligned}
$$

where $\alpha_{i}=\max _{k \neq i}\left\{\left|a_{i k}\right|\right\}, \beta_{i}=\max _{k \neq i}\left\{\left|b_{i k}\right|\right\}, \forall i \in N$.
Remark 4. Similar to Remark 1, we can prove that the result of Theorem 8 is sharper than one of Theorem 4.

## 3. Examples

In this section, we will consider two examples for validating our results.
Example 1. Consider two $3 \times 3$ nonnegative matrices as follows.

$$
A=\left[\begin{array}{lll}
4 & 1 & 2 \\
1 & 5 & 1 \\
0 & 2 & 1
\end{array}\right], \quad B=\left[\begin{array}{lll}
2 & 1 & 1 \\
1 & 2 & 1 \\
2 & 1 & 2
\end{array}\right]
$$

By direct calculation, $\rho(A \circ B)=10.7568$. According to inequalities (1) and (4), we have

$$
\rho(A \circ B) \leq 12.3852
$$

and

$$
\rho(A \circ B) \leq 11.3278
$$

respectively.
Example 2. Consider two $3 \times 3 M$-matrices as follows.

$$
A=\left[\begin{array}{ccc}
2 & -1 & 0 \\
0 & 1 & -0.5 \\
-0.5 & -1 & 2
\end{array}\right], \quad B=\left[\begin{array}{ccc}
1 & -0.25 & -0.25 \\
-0.5 & 1 & -0.25 \\
-0.25 & -0.5 & 1
\end{array}\right]
$$

By direct calculation, $\tau(A \star B)=0.9377$. According to Theorem 4 and Theorem 8, we have

$$
\tau(A \star B) \geq 0.7701
$$

and

$$
\tau(A \star B) \geq 0.8536
$$

respectively.
From the two examples above, we can conclude our results are better than the relevant ones. The bounds for eigenvalues have definitely improved.
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