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Abstract. In this paper, we study nonhomogeneous Schrödinger-Poisson systems

$$
\left\{\begin{array}{lr}
-\Delta u+u+K(x) \phi(x) u=a(x) f(u)+h(x), & x \in \mathbb{R}^{3} \\
-\Delta \phi=K(x) u^{2}, & x \in \mathbb{R}^{3}
\end{array}\right.
$$

where $f(t)$ is either asymptotically linear or asymptotically 3-linear with respect to $t$ at infinity. Under appropriate assumptions on $K, a, f$ and $h$, the existence of two positive solutions of the above system is obtained by using the Ekeland's variational principle and the Mountain Pass Theorem in critical point theory.

## 1. Introduction and Main Results

In this paper, we are concerned with the existence of two positive solutions for the following nonhomogeneous Schrödinger-Poisson system

$$
\left\{\begin{array}{lc}
-\Delta u+u+K(x) \phi(x) u=a(x) f(u)+h(x), & x \in \mathbb{R}^{3}  \tag{1}\\
-\Delta \phi=K(x) u^{2}, & x \in \mathbb{R}^{3} \\
u>0, & x \in \mathbb{R}^{3}
\end{array}\right.
$$

where $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, h, \geq(\not \equiv) 0, a$ is a nonnegative function, the function $f \in C\left(\mathbb{R}, \mathbb{R}^{+}\right)$and $F$ is the primitive function of $f$ with $F(t)=\int_{0}^{t} f(s) d s$. This

[^0]system arises in an interesting physical model which describes the interaction of a charged particle with electrostatic field (we refer the reader to [4] and the references therein for more details on the physical aspects). In particular, if we are looking for electrostatic-type solutions, we just have to solve system (1).

When $K \equiv 0$, system (1) becomes into a single equation

$$
\begin{equation*}
-\Delta u+u=a(x) f(u)+h(x) . \tag{2}
\end{equation*}
$$

Problem (2) with $h(x) \equiv 0$ (homogeneous) has been studied extensively in the last decade, see $[13,17,18,19,24]$ and so on. In these mentioned papers, the condition: $f(t) / t$ is nondecreasing in $t \geq 0$ is usually assumed to prove that the $(P S)$ sequence is bounded. In the case of $h(x) \not \equiv 0$ (nonhomogeneous), Zhu in [28] proved that problem (2) has at least two positive solutions in $\mathbb{R}^{N}$ with $a(x)=1$ and $f(t)=$ $t^{p}\left(p \in\left(1,2^{*}-1\right)\right.$ if $h(x)$ is small in some sense. After [28], there has been quite a lot of interesting existence results of positive solutions to problem (2) in $\mathbb{R}^{N}$, see $[7,9,14,27]$ and the references herein, the results in these papers are on the base of assuming that $f(t)$ satisfies usual Ambrosetti-Rabinowitz $(A R)$ condition in [2]:

$$
\begin{equation*}
\text { (AR) } 0<F(t)=\int_{0}^{t} f(s) d s \leq \theta t f(t), \text { for } t>0 \tag{3}
\end{equation*}
$$

and some $\theta \in\left(0, \frac{1}{2}\right)$. Wang and Zhou in [26] obtained the existence of two positive solutions for problem (2) in $\mathbb{R}^{N}(N \geq 3)$, for suitable $a$ and $h$ under the conditions (f1)-(f3) (seen in Theorem 1.1). From all above papers, we find that methods used in the homogenous case are difficult to apply to the nonhomogenous case of $h(x) \not \equiv 0$. However, in this paper, we shall obtain solutions for nonhomogeneous SchrödingerPoisson systems. Moreover, these systems have the asymptotical nonlinearity: the asymptotically linear or the asymptotically 3 -linear at infinity. Clearly, the nonlinearity assumed in the following main results satisfies the $(A R)$ condition as in (3) with $\theta=\frac{1}{4}$.

When $K \not \equiv 0$, Cerami and Vaira in [8] studied system (1) with $f(t)=|t|^{p-1} u(p \in$ $(3,5))$ and $h(x) \equiv 0$ (homogeneous) and obtained the existence of positive ground state solutions by minimizing $I$ restricted to the Nehari manifold when $K$ and $a$ satisfy different assumptions, respectively. Sun, Chen and Nieto in [23] also studied system (1) with general $f$ which is asymptotically linear at infinity $\left(\lim _{t \rightarrow+\infty} \frac{f(t)}{t}=l<+\infty\right)$ and obtain the existence of positive ground state solution under suitable $K$ and $a$ by Mountain Pass Theorem. Wang and Zhou in [25] studied Schrödinger-Poisson systems with external potential, parameter $\lambda$ and $f(x, t)$ which is asymptotically linear with respect to $t$ at infinity

$$
\left\{\begin{array}{lc}
-\Delta u+V(x) u+\lambda \phi(x) u=f(x, u), & x \in \mathbb{R}^{3}  \tag{4}\\
-\Delta \phi=u^{2}, \lim _{|x| \rightarrow+\infty} \phi(x)=0 & x \in \mathbb{R}^{3},
\end{array}\right.
$$

and obtained a positive solution for small $\lambda$ and not obtained any nontrivial solution for $\lambda$ large. Zhu in [29] generalized system (4) with autonomous nonlinearity $f(t)$ to system (4) with non-autonomous nonlinearity $K(x) f(t)$ and obtained the same results as in [25] with the vanishing potential at infinity. Later, Zhu in [30] studied system (4) with $V(x)=\beta$ and asymptotically linear nonlinearity $f(x, t) t$ where $f(x, t)$ tends to $p(x)$ and $q(x) \in L^{\infty}\left(\mathbb{R}^{3}\right)$, respectively, as $t \rightarrow 0$ and $t \rightarrow+\infty$ and obtained existence and nonexistence results depending on the parameters $\beta$ and $\lambda$. Furthermore, there are abundant results with respect to Schrödinger-Poisson systems, see $[1,3,6,11,12$, $21,22]$ and so on. But there are few results for system (1) with $K \not \equiv 0, h(x) \not \equiv 0$ (nonhomogeneous) and asymptotically linear or 3-linear at infinity. So I think it is worth to study. To our best knowledge, this is the first paper which consider this type of problem.

Now, we firstly give some notations. For any $1 \leq s \leq+\infty$, we denote by $\|\cdot\|_{s}$ the usual norm of the Lebesgue space $L^{s}\left(\mathbb{R}^{3}\right) . H^{1}\left(\mathbb{R}^{3}\right)$ is the usual Sobolev space endowed with the standard product and norm

$$
(u, v)=\int_{\mathbb{R}^{3}}(\nabla u \cdot \nabla v+u v) d x, \quad\|u\|:=\left(\int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+|u|^{2}\right) d x\right)^{\frac{1}{2}}
$$

$D^{1,2}\left(\mathbb{R}^{3}\right)$ is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ with respect to the norm

$$
\|u\|_{D^{1,2}\left(\mathbb{R}^{3}\right)}:=\left(\int_{\mathbb{R}^{3}}|\nabla u|^{2} d x\right)^{\frac{1}{2}}
$$

Here, we state our main results as follows.

Theorem 1.1. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, h \geq(\not \equiv) 0$, and the following conditions hold:
$(f 1) f \in C\left(\mathbb{R}, \mathbb{R}^{+}\right), f(0)=0$, and $f(t) \equiv 0$ for $t<0$.
(f2) $\lim _{t \rightarrow 0} \frac{f(t)}{t}=0$.
(f3) $\lim _{t \rightarrow+\infty} \frac{f(t)}{t}=l$ with $0<l<+\infty$.
(A1) $a(x)$ is a positive continuous function and there exists $R_{0}>0$ such that

$$
\sup \{f(t) / t: t>0\}<\inf \left\{1 / a(x):|x| \geq R_{0}\right\}
$$

(A2) There exists a constant $\beta \in(0,1)$ such that

$$
\begin{aligned}
(1-\beta) l>\mu^{*}:= & \inf \left\{\int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+u^{2}\right) d x: u \in H^{1}\left(\mathbb{R}^{3}, \mathbb{R}^{+}\right), \int_{\mathbb{R}^{3}} a(x) F(u) d x \geq \frac{l}{2}\right. \\
& \left.\int_{\mathbb{R}^{3}} K(x) \phi_{u}(x) u^{2} d x<2 \beta l\right\}
\end{aligned}
$$

Then there exists $m>0$ such that system (1) has at least two positive solutions $u_{0}, u_{1} \in H^{1}\left(\mathbb{R}^{3}\right)$ satisfying $I\left(u_{0}\right)<0$ and $I\left(u_{1}\right)>0$ if $\|h\|_{2}<m$.

Remark 1.1. In this paper, $K \not \equiv 0$ and $h(x) \not \equiv 0$, system (1) is nonhomogeneous and the existence of two positive solutions for system (1) has been proved in our Theorem 1.1. Note that the first local minimum solution exists due to the homogeneous term which is looked a small perturbation because $\|h\|_{2}<m$. Moreover, the second solution $u_{1}$ is the mountain pass solution with the positive energy. Furthermore, functions $K, a, f$ which satisfy the above conditions of Theorem 1.1 exist. For example, for any $R_{0}>0$ and $r>0$, taking $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{3},[0,1]\right)$ such that $\psi(x)=1$ if $|x| \leq r$, $\psi(x)=0$ if $|x| \geq 2 r$ and $|\nabla \psi(x)| \leq \frac{C}{r}$ for all $x \in \mathbb{R}^{3}$, where $C>0$ is an arbitrary constant independent of $x$, and $K \in L^{2}\left(\mathbb{R}^{3}\right)$ such that $K(x) \geq 0$ for all $x \in \mathbb{R}^{3}$, $K(x) \not \equiv 0$ and $\|K\|_{2}^{2} \leq \frac{9}{2 \times 32^{2} \pi^{2}} S^{-2} \bar{S}^{-4} R_{0}^{-2}\left(C^{2}+R_{0}^{2}\right)^{-2}$, where $S, \bar{S}$ are also seen in Section 2. Let

$$
a(x)= \begin{cases}1000 /(1+|x|), & \text { if }|x| \leq \frac{R_{0}}{2} \\ 1 /\left(1+R_{0}\right), & \text { if }|x| \geq R_{0}\end{cases}
$$

and

$$
f(t)= \begin{cases}R_{0} t^{2} /(1+t), & \text { if } t>0 \\ 0, & \text { if } t \leq 0\end{cases}
$$

These functions are also seen in Remark 1.1 of [23].
Theorem 1.2. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right)$, $a \in L^{3}\left(\mathbb{R}^{3}\right)$. Let $K$, $h$ and $a \geq(\not \equiv) 0$. Assume (f1), (f2) and the following conditions hold:
(f4) $\lim _{t \rightarrow+\infty} \frac{f(t)}{t^{3}}=l$ with $0<l<+\infty$.
(f5) $\frac{F(t)}{t^{4}}$ is nondecreasing for $t>0$.
(A3) There exists a constant $\beta \in(0,1)$ such that

$$
\begin{aligned}
(1-\beta) l>\mu^{*}:= & \inf \\
\{ & \left\{\int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+u^{2}\right) d x: u \in H^{1}\left(\mathbb{R}^{3}, \mathbb{R}^{+}\right), \int_{\mathbb{R}^{3}} a(x) u^{4} d x \geq 1,\right. \\
& \left.\int_{\mathbb{R}^{3}} K(x) \phi_{u}(x) u^{2} d x<\beta l\right\} .
\end{aligned}
$$

Then there exists $m>0$ such that system (1) has at least two positive solutions $u_{0}, u_{1} \in H^{1}\left(\mathbb{R}^{3}\right)$ satisfying $I\left(u_{0}\right)<0$ and $I\left(u_{1}\right)>0$ if $\|h\|_{2}<m$.

Remark 1.2. In Theorem 1.2, $f$ is superlinear at zero and asymptotical 3-linear at infinity, of course, is also superlinear at infinity. We usual need the $(A R)$ condition as in (3) with $\theta \in\left(0, \frac{1}{4}\right)$, to deal with this superlinear case( seen [10] and the references herein). But here, (f5) only satisfies condition (3) with $\theta=\frac{1}{4} \notin\left(0, \frac{1}{4}\right)$. Furthermore,
since $f$ is asymptotical 3 -linear at infinity, (A1) is not meaning. We try to replaced (A1) by (A4) as follows:
(A4) $a(x)$ is a positive continuous function and there exists $R_{0}>0$ such that

$$
\sup \left\{f(t) / t^{3}: t>0\right\}<\inf \left\{1 / a(x):|x| \geq R_{0}\right\}
$$

We find that other conditions are needed to prove our result. So, I can't consider (A4). In order to obtain the compact result: $\int_{|x| \geq R}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) d x \leq \varepsilon$, we assume that $a \in L^{3}\left(\mathbb{R}^{3}\right)$ and $a \geq(\not \equiv) 0$.

Remark 1.3. It is not difficult to find some functions $K, a, f$ satisfying conditions of Theorem 1.2. For example, for any $r>0$, taking $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{3},[0,1]\right)$ such that $\psi(x)=1$ if $|x| \leq r, \psi(x)=0$ if $|x| \geq 2 r$ and $|\nabla \psi(x)| \leq \frac{C}{r}$ for all $x \in \mathbb{R}^{3}$, where $C>0$ is an arbitrary constant independent of $x$, and $K \in L^{2}\left(\mathbb{R}^{3}\right)$ such that $K(x) \geq 0$ for all $x \in \mathbb{R}^{3}, K(x) \not \equiv 0$ and $\|K\|_{2}^{2} \leq \frac{9}{2 \times 32^{2} \pi^{2}} S^{-2} \bar{S}^{-4} R_{0}^{-2}\left(C^{2}+R_{0}^{2}\right)^{-2}$. Setting $a(x)=\frac{3 \sqrt[3]{1+R_{0}}}{4 \pi R_{0}^{3}} \frac{1}{\sqrt[3]{1+|x|}}$ if $|x| \leq r, a(x)=0$ if $|x| \geq r$. Let $f(t)=t^{3}$ if $t \geq 0$ and $f(t)=0$ if $t<0$. Clearly, $f$ satisfies (f1), (f2), (f4) and (f5) and $l=1 \in(0,+\infty)$. Taking $\beta=\frac{1}{2}$. Furthermore, for any $r<R_{0}$, we have

$$
\begin{align*}
\int_{\mathbb{R}^{3}} a(x) \psi(x)^{4} d x & \geq \frac{3 \sqrt[3]{1+R_{0}}}{4 \pi R_{0}^{3}} \int_{|x| \leq r} \frac{1}{\sqrt[3]{1+|x|}} d x \\
& \geq \frac{3 \sqrt[3]{1+R_{0}}}{4 \pi R_{0}^{3}} \frac{1}{\sqrt[3]{1+R_{0}}} \int_{|x| \leq R_{0}} d x \\
& =\frac{3 \sqrt[3]{1+R_{0}}}{4 \pi R_{0}^{3}} \frac{1}{\sqrt[3]{1+R_{0}}} \frac{4 \pi}{3} R_{0}^{3}=1,  \tag{5}\\
\int_{\mathbb{R}^{3}}\left(|\nabla \psi|^{2}+|\psi|^{2}\right) d x & \leq \int_{|x| \leq 2 r} \frac{C^{2}}{r^{2}} d x+\int_{|x| \leq 2 r} d x \\
& \leq\left(1+\frac{C^{2}}{r^{2}}\right) \frac{32 \pi}{3} r^{3} \\
& =\frac{32 \pi}{3} r\left(C^{2}+r^{2}\right) .
\end{align*}
$$

This and (11) in section 2 yield

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} K(x) \phi_{\psi} \psi^{2} d x & \leq S^{2} \bar{S}^{4}\|K\|_{2}^{2}\|\psi\|^{4} \\
& \leq S^{2} \bar{S}^{4}\|K\|_{2}^{2} \frac{32^{2} \pi^{2}}{9} r^{2}\left(C^{2}+r^{2}\right)^{2} \\
& \leq S^{2} \bar{S}^{4}\|K\|_{2}^{2} \frac{32^{2} \pi^{2}}{9} R_{0}^{2}\left(C^{2}+R_{0}^{2}\right)^{2} \\
& \leq \beta l=\frac{1}{2} .
\end{aligned}
$$

Taking $R_{0}=1, r=\frac{1}{8} R_{0}=\frac{1}{8}$ and $C=\frac{r}{4}=\frac{1}{32}$. Moreover, in view of the definition of $\mu^{*}$ and (5), one has

$$
\mu^{*} \leq \int_{\mathbb{R}^{3}}\left(|\nabla \psi|^{2}+|\psi|^{2}\right) d x \leq \frac{32 \pi}{3} r\left(C^{2}+r^{2}\right)<\frac{R_{0}}{2}=(1-\beta) l .
$$

So, condition (A3) holds.
As we know, in order to obtain two different solutions, for the asymptotically linear case, the method is standard. Precisely, similar to [27], by the Ekeland's variational principle [15], it is not difficult to get a weak solution $u_{0}$ for $\|h\|_{2}$ suitably small. Moreover, $u_{0}$ is the local minimizer of $I$ and $I\left(u_{0}\right)<0$. However, under our assumptions, it seems difficult to get the Mountain Pass solution (different from the local minimum solution) of (1) by applying the Mountain Pass Theorem as the mentioned references because $h(x) \geq(\not \equiv) 0$, the nonlinearity is asymptotical and the working space is $H^{1}\left(\mathbb{R}^{3}\right)$. We have to find new ways to show that a Cerami sequence is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$. Once a Cerami sequence is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$, the usual strategy is try to show this sequence converges to a solution different from $u_{0}$, but this seems not so easy because the imbedding of $H^{1}\left(\mathbb{R}^{3}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{3}\right)(p \in(2,6))$ is not compact. In fact, firstly, this difficulty can be avoided by restricting $I$ to the subspace of $H^{1}\left(\mathbb{R}^{3}\right)$ such as radially functions subspace usually denoted by $H_{r}^{1}\left(\mathbb{R}^{3}\right)$, see $[1,3,8,11,21,22]$. Especially, many authors avoid the lack of the compactness by the external potential $V(x)$, some conditions are assumed on $V(x)$ to make the working space which is a subspace of $H^{1}\left(\mathbb{R}^{3}\right)$ have compactness imbeddings, see [10, 21, 23, 29]. However, for the asymptotically case, we have to find another method to verify Cerami condition. Motivated by [26, 23], we consider system (1) with the following two asymptotical cases at infinity: asymptotically linear and asymptotically 3-linear in this paper, respectively. Secondly, in order to recover the compactness, we establish the equi-absolutely-continuity at infinity: $\int_{|x| \geq R}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) d x \leq \varepsilon$ which is also called the compactness result in this paper.

This paper is organized as follows. In section 2, some important preliminaries are listed out. In sections 3 and 4, we manage to give proofs of Theorems 1.1 and 1.2. In the following discussion, we denote various positive constants as $C$ or $C_{i}(i=0,1,2,3, \ldots)$ for convenience.

## 2. Preliminaries

System (1) has a variational structure. Indeed we consider the functional

$$
\mathcal{J}: H^{1}\left(\mathbb{R}^{3}\right) \times D^{1,2}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}
$$

defined by
$\mathcal{J}(u, \phi)=\frac{1}{2}\|u\|^{2}-\frac{1}{4} \int_{\mathbb{R}^{3}}|\nabla \phi|^{2} d x+\frac{1}{2} \int_{\mathbb{R}^{3}} K(x) \phi u^{2} d x-\int_{\mathbb{R}^{3}} a(x) F(u) d x-\int_{\mathbb{R}^{3}} h(x) u d x$.

Evidently, the action functional $\mathcal{J}$ belongs to $C^{1}\left(H^{1}\left(\mathbb{R}^{3}\right) \times D^{1,2}\left(\mathbb{R}^{3}\right), \mathbb{R}\right)$ and the partial derivatives in $(u, \phi)$ are given, for $\xi \in H^{1}\left(\mathbb{R}^{3}\right)$ and $\eta \in D^{1,2}\left(\mathbb{R}^{3}\right)$, by

$$
\begin{aligned}
\left\langle\frac{\partial \mathcal{J}}{\partial u}(u, \phi), \xi\right\rangle & =\int_{\mathbb{R}^{3}}(\nabla u \cdot \nabla \xi+u \xi+K(x) \phi u \xi-a(x) f(u) \xi-h(x) \xi) d x, \\
\left\langle\frac{\partial \mathcal{J}}{\partial \phi}(u, \phi), \eta\right\rangle & =\frac{1}{2} \int_{\mathbb{R}^{3}}\left(-\nabla \phi \cdot \nabla \eta+K(x) u^{2} \eta\right) d x .
\end{aligned}
$$

Thus, the pair $(u, \phi)$ is a weak solution of system (1) if and only if it is a critical point of $\mathcal{J}$ in $H^{1}\left(\mathbb{R}^{3}\right) \times D^{1,2}\left(\mathbb{R}^{3}\right)$. Clearly, the action functional $\mathcal{J}$ exhibits a strong indefiniteness, namely it is unbounded both from below and from above on infinite dimensional subspaces. This indefiniteness can be removed using the reduction method described in [5], by which we are led to study a one variable functional that does not present such a strongly indefinite nature.

For all $u$ in $H^{1}\left(\mathbb{R}^{3}\right)$, the Lax-Milgram theorem (see [16]) implies that there exists a unique $\phi_{u} \in D^{1,2}\left(\mathbb{R}^{3}\right)$ such that $-\Delta \phi_{u}=K(x) u^{2}$ in a weak sense. Then, insert $\phi_{u}$ into the first equation of (1), we have

$$
\begin{equation*}
-\Delta u+u+K(x) \phi_{u}(x) u=a(x) f(u)+h(x) . \tag{6}
\end{equation*}
$$

That is, system (1) can be easily transformed to a nonlinear Schrödinger equation (6) with a non-local term. Moreover, we can write an integral expression for $\phi_{u}$ in the explicit form:

$$
\begin{equation*}
\phi_{u}(x)=\int_{\mathbb{R}^{3}} \frac{K(y) u(y)^{2}}{|x-y|} d y \tag{7}
\end{equation*}
$$

for any $u \in H^{1}\left(\mathbb{R}^{3}\right)$. So, we can consider the functional $I: H^{1}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}$ defined by $I(u)=\mathcal{J}\left(u, \phi_{u}\right)$. After multiplying $-\Delta \phi_{u}=K(x) u^{2}$ by $\phi_{u}$ and integration by parts, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left|\nabla \phi_{u}\right|^{2} d x=\int_{\mathbb{R}^{3}} K(x) \phi_{u}(x) u^{2} d x . \tag{8}
\end{equation*}
$$

Therefore, the reduced functional takes the form

$$
\begin{aligned}
& \widetilde{I}(u) \\
& =\frac{1}{2}\|u\|^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{u}(x) u^{2} d x-\int_{\mathbb{R}^{3}} a(x) F(u) d x-\int_{\mathbb{R}^{3}} h(x) u d x, \quad u \in H^{1}\left(\mathbb{R}^{3}\right) .
\end{aligned}
$$

Using the reduction method, this indefiniteness for $\mathcal{J}$ can be removed and we are led to study a one variable functional $\widetilde{I}$ that does not present such a strongly indefinite nature structure.

Recall the Sobolev 's inequalities with the best constant $S$ and $\bar{S}$

$$
\begin{equation*}
\|v\|_{6} \leq S\|v\|_{D^{1,2}\left(\mathbb{R}^{3}\right)}, \quad\|v\|_{6} \leq \bar{S}\|v\|, \tag{9}
\end{equation*}
$$

together with (8) and the Hölder's inequality, we have

$$
\begin{aligned}
\left\|\phi_{u}\right\|_{D^{1,2}\left(\mathbb{R}^{3}\right)}^{2} & =\int_{\mathbb{R}^{3}} K(x) \phi_{u}(x) u^{2} d x \\
& \leq\|K\|_{2}\left\|u^{2}\right\|_{3}\left\|\phi_{u}\right\|_{6} \\
& =\|K\|_{2}\|u\|_{6}^{2}\left\|\phi_{u}\right\|_{6} \\
& \leq S \bar{S}^{2}\|K\|_{2}\|u\|^{2}\left\|\phi_{u}\right\|_{D^{1,2}\left(R^{3}\right)} .
\end{aligned}
$$

This yields

$$
\begin{equation*}
\left\|\phi_{u}\right\|_{D^{1,2}\left(\mathbb{R}^{3}\right)} \leq S \bar{S}^{2}\|K\|_{2}\|u\|^{2}, \quad\left\|\phi_{u}\right\|_{6} \leq S\left\|\phi_{u}\right\|_{D^{1,2}\left(R^{3}\right)} \leq S^{2} \bar{S}^{2}\|K\|_{2}\|u\|^{2} . \tag{10}
\end{equation*}
$$

Therefore, by the Hölder's inequality, (10) and (9) we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} K(x) \phi_{u}(x) u(x)^{2} d x \\
\leq & \|K\|_{2}\|u\|_{6}^{2}\left\|\phi_{u}\right\|_{6}  \tag{11}\\
\leq & S^{2} \bar{S}^{4}\|K\|_{2}^{2}\|u\|^{4} \\
:= & C_{0}\|u\|^{4} .
\end{align*}
$$

In this paper, we shall look for the positive solution of problem (1). By assumption (f1), we know that to seek a nonnegative weak solution of problem (1) is equivalent to finding a nonzero critical point of the following functional $I$ on $H^{1}\left(\mathbb{R}^{3}\right)$ defined by

$$
\begin{equation*}
I(u)=\frac{1}{2}\|u\|^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{u}(x)\left(u^{+}\right)^{2} d x-\int_{\mathbb{R}^{3}} a(x) F\left(u^{+}\right) d x-\int_{\mathbb{R}^{3}} h(x) u d x, \tag{12}
\end{equation*}
$$

where $u^{+}=\max \{u, 0\}$. Combining (10), (11), (f1)-(f3), and Lemma 3.3 in [23], $I$ is well defined. Furthermore, $I$ is $C^{1}$ and we have

$$
\left\langle I^{\prime}(u), v\right\rangle=\int_{\mathbb{R}^{3}}\left(\nabla u \cdot \nabla v+u v+K(x) \phi_{u}(x) u^{+} v-a(x) f\left(u^{+}\right) v-h(x) v\right) d x .
$$

Hence, if $u \in H^{1}\left(\mathbb{R}^{3}\right)$ is a nonzero critical point of $I$, then $\left(u, \phi_{u}\right)$ with $\phi_{u}$ as in (7), is a nonnegative solution of (1). In fact, by (f1) and $h \geq 0$, we have $\left\langle I^{\prime}(u), u^{-}\right\rangle=$ $-\left\|u^{-}\right\|^{2}-\int_{\mathbb{R}^{3}} h(x) u^{-} d x=0$, where $u^{-}=\max \{-u, 0\}$. This yields that $u^{-}=0$, then $u=u^{+}-u^{-}=u^{+} \geq 0$. By the strong maximum principle, the nonzero critical point of $I$ is the positive solution for problem (1).

In the following sections, we shall discuss system (1) with the two cases: asymptotically linear case and asymptotically cubic case at infinity, respectively.

## 3. The Asymptotically Linear Case

In this section, we prove that system (1) has a mountain pass type solution and a local minimum solution. For this purpose, we use a variant version of Mountain Pass Theorem [15], which allows us to find a so-called Cerami type ( $P S$ ) sequence (Cerami sequence, in short). The properties of this kind of Cerami sequence are very helpful in showing its boundedness in the asymptotically case. The following lemmas will show that $I$ defined in (12) has the so-called mountain pass geometry.

Lemma 3.1. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K \geq(\not \equiv) 0,(f 1)-(f 3)$ and (A1) hold. Then there exist $\rho, \alpha, m>0$ such that $\left.I(u)\right|_{\|u\|=\rho} \geq \alpha>0$ for $\|h\|_{2}<m$.

Proof. For any $\varepsilon>0$, it follows from (f1)-(f3) that there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
|f(t)| \leq \varepsilon|t|+C_{\varepsilon}|t|^{5} \text { for all } t \in \mathbb{R} . \tag{13}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
|F(t)| \leq \frac{1}{2} \varepsilon|t|^{2}+\frac{C_{\varepsilon}}{6}|t|^{6} \text { for all } t \in \mathbb{R} \tag{14}
\end{equation*}
$$

Furthermore, by (f1)-(f3) and (A1), there exists $C_{1}>0$ such that

$$
\begin{equation*}
a(x) \leq C_{1} \text { for all } x \in \mathbb{R}^{3} . \tag{15}
\end{equation*}
$$

According to (14), (15) and (9), we deduce

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{3}} a(x) F\left(u^{+}\right) d x\right| & \leq \frac{\varepsilon C_{1}}{2} \int_{\mathbb{R}^{3}}\left|u^{+}\right|^{2} d x+\frac{C_{1} C_{\varepsilon}}{6} \int_{\mathbb{R}^{3}}\left|u^{+}\right|^{6} d x \\
& \leq \frac{\varepsilon C_{1}}{2}\left\|u^{+}\right\|^{2}+C_{2}\left\|u^{+}\right\|^{6} \\
& \leq \frac{\varepsilon C_{1}}{2}\|u\|^{2}+C_{2}\|u\|^{6},
\end{aligned}
$$

where $C_{2}=\frac{C_{1} C_{6} \bar{S}^{6}}{6}$. Together with (7), $K \geq(\not \equiv) 0, h \in L^{2}\left(\mathbb{R}^{3}\right)$ and the Hölder inequality, one has

$$
\begin{align*}
I(u) & \geq \frac{1}{2}\|u\|^{2}-\frac{\varepsilon C_{1}}{2}\|u\|^{2}-C_{2}\|u\|^{6}-\|h\|_{2}\|u\|_{2} \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{\varepsilon C_{1}}{2}\|u\|^{2}-C_{2}\|u\|^{6}-\|h\|_{2}\|u\|  \tag{16}\\
& \geq\|u\|\left(\frac{1-\varepsilon C_{1}}{2}\|u\|-C_{2}\|u\|^{5}-\|h\|_{2}\right) .
\end{align*}
$$

Taking $\varepsilon=\frac{1}{2 C_{1}}$ and setting $g(t)=\frac{1}{4} t-C_{2} t^{5}$ for $t \geq 0$, we see that there exists $\rho=\left(\frac{1}{20 C_{2}}\right)^{\frac{1}{4}}$ such that $\max _{t \geq 0} g(t)=g(\rho):=m>0$. Then it follows from (16) that there exists $\alpha>0$ such that $\left.I(u)\right|_{\|u\|=\rho} \geq \alpha>0$ for $\|h\|_{2}<m$. Of course, $\rho$ can be chosen small enough, we can obtain the same result: there exist $\alpha>0, m>0$ such that $\left.I(u)\right|_{\|u\|=\rho} \geq \alpha>0$ for $\|h\|_{2}<m$.

Lemma 3.2. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, h \geq(\not \equiv) 0$, (f1)-(f3) and (A1)-(A2) hold. Then there exists $v \in H^{1}\left(\mathbb{R}^{3}\right)$ with $\|v\|>\rho, \rho$ is given by Lemma 3.1, such that $I(v)<0$.

Proof. By (A2) and $h \geq(\not \equiv) 0$, in view of the definition of $\mu^{*}$ and $(1-\beta) l>\mu^{*}$, there is a nonnegative function $v \in H^{1}\left(\mathbb{R}^{3}\right)$ such that

$$
\int_{\mathbb{R}^{3}} a(x) F(v) d x>\frac{l}{2}, \int_{\mathbb{R}^{3}} K(x) \phi_{v} v^{2} d x<2 \beta l, \int_{\mathbb{R}^{3}} h(x) v d x \geq 0
$$

and $\mu^{*} \leq\|v\|^{2}<(1-\beta) l$. Then, we have

$$
\begin{aligned}
I(v) & =\frac{1}{2}\|v\|^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{v}(x) v^{2} d x-\int_{\mathbb{R}^{3}} a(x) F(v) d x-\int_{\mathbb{R}^{3}} h(x) v d x \\
& \leq \frac{1}{2}\|v\|^{2}+\frac{1}{4} \times 2 \beta l-\frac{l}{2} \\
& =\frac{1}{2}\left(\|v\|^{2}-(1-\beta) l\right)<0
\end{aligned}
$$

Choosing $\rho>0$ small enough in Lemma 3.1 such that $\|v\|>\rho$, then this Lemma is proved.

From Lemmas 3.1, 3.2 and Mountain Pass Lemma in [15], taking $\alpha$ as in Lemma 3.1 and $v$ as in Lemma 3.2, there is a Cerami sequence $\left\{u_{n}\right\} \subset H^{1}\left(\mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}}\left(1+\left\|u_{n}\right\|\right) \rightarrow 0 \quad \text { and } \quad I\left(u_{n}\right) \rightarrow c \geq \alpha>0 \text { as } n \rightarrow \infty \tag{17}
\end{equation*}
$$

here, $H^{-1}$ denotes the dual space of $H^{1}\left(\mathbb{R}^{3}\right)$ and $c$ denotes by

$$
c=\inf _{\gamma \in \tau} \max _{t \in[0,1]} I(\gamma(t))
$$

where

$$
\tau=\left\{\gamma \in\left([0,1], H^{1}\left(\mathbb{R}^{3}\right)\right) \mid \gamma(0)=0, \gamma(1)=v\right\}
$$

In the following, we shall prove that $I$ satisfies the Cerami condition, that is, the Cerami sequence $\left\{u_{n}\right\}$ has a convergence subsequence.

Lemma 3.3. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, h \geq(\not \equiv) 0$, (fl)-(f3) and (A1) hold. Then $\left\{u_{n}\right\}$ defined in (17) is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$.

Proof. By contradiction, let $\left\|u_{n}\right\| \rightarrow \infty$. Define $w_{n}=u_{n}\left\|u_{n}\right\|^{-1}$. Clearly, $\left\{w_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$ and there is a $w \in H^{1}\left(\mathbb{R}^{3}\right)$ such that, up to a subsequence,

$$
\left\{\begin{array}{l}
w_{n} \rightarrow w \text { weakly in } H^{1}\left(\mathbb{R}^{3}\right), \\
w_{n} \rightarrow w \text { a.e. in } \mathbb{R}^{3}, \\
w_{n} \rightarrow w \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{3}\right)
\end{array}\right.
$$

as $n \rightarrow \infty$. Therefore, we obtain that $w_{n}^{ \pm}=u_{n}^{ \pm}\left\|u_{n}\right\|^{-1}$ and

$$
\left\{\begin{array}{l}
w_{n}^{ \pm} \rightharpoonup w^{ \pm} \text {weakly in } H^{1}\left(\mathbb{R}^{3}\right) \\
w_{n}^{ \pm} \rightarrow w^{ \pm} \text {a.e. in } \mathbb{R}^{3}, \\
w_{n}^{ \pm} \rightarrow w^{ \pm} \text {strongly in } L_{l o c}^{2}\left(\mathbb{R}^{3}\right)
\end{array}\right.
$$

as $n \rightarrow \infty$.
Firstly, we claim that $w$ is nontrivial, that is $w \not \equiv 0$. Otherwise, if $w \equiv 0$, the Sobolev embedding implies that $w_{n} \rightarrow 0$ strongly in $L^{2}\left(B_{R_{0}}\right), R_{0}$ is given by (A1). By (fl)-(f3), there exists $C_{3}>0$ such that

$$
\begin{equation*}
\frac{f(t)}{t} \leq C_{3} \text { for all } t \in R \tag{18}
\end{equation*}
$$

Then, by (15) and (18), for all $n \in N$, we have
$0 \leq \int_{|x|<R_{0}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x \leq C_{1} C_{3} \int_{|x|<R_{0}}\left(w_{n}^{+}\right)^{2} d x \leq C_{1} C_{3} \int_{|x|<R_{0}} w_{n}^{2} d x \rightarrow 0$.
This yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{|x|<R_{0}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x=0 \tag{19}
\end{equation*}
$$

Furthermore, by (A1), there exists a constant $\theta \in(0,1)$ such that

$$
\begin{equation*}
\sup \{f(t) / t: t>0\} \leq \theta \inf \left\{1 / a(x):|x| \geq R_{0}\right\} \tag{20}
\end{equation*}
$$

Then, for all $n \in N$, we have

$$
\begin{equation*}
\int_{|x| \geq R_{0}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x \leq \theta \int_{|x| \geq R_{0}}\left(w_{n}^{+}\right)^{2} d x \leq \theta\left\|w_{n}\right\|^{2}=\theta<1 . \tag{21}
\end{equation*}
$$

Combining (19) and (21), we obtain

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{3}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x<1 . \tag{22}
\end{equation*}
$$

By (17), we get

$$
\begin{equation*}
0 \leq\left|\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right| \leq\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}}\left\|u_{n}\right\| \leq\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}}\left(1+\left\|u_{n}\right\|\right) \rightarrow 0 \tag{23}
\end{equation*}
$$

as $n \rightarrow \infty$. Together with $\left\|u_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$, it follows that

$$
\frac{\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle}{\left\|u_{n}\right\|^{2}}=o(1)
$$

that is,

$$
\begin{aligned}
o(1) & =\left\|w_{n}\right\|^{2}+\int_{\mathbb{R}^{3}} K(x) \phi_{w_{n}}\left(u_{n}^{+}\right)^{2} d x-\int_{\mathbb{R}^{3}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x \\
& \geq 1-\int_{\mathbb{R}^{3}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x
\end{aligned}
$$

where, and in what follows, $o(1)$ denotes a quantity which goes to zero as $n \rightarrow \infty$. Therefore, we deduce that

$$
\int_{\mathbb{R}^{3}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x+o(1) \geq 1,
$$

which contradicts (22). So, $w \not \equiv 0$.
Furthermore, because $\left\|u_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$, it follows from (23) that

$$
\frac{\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle}{\left\|u_{n}\right\|^{4}}=o(1)
$$

that is,

$$
o(1)=\frac{1}{\left\|u_{n}\right\|^{2}}+\int_{\mathbb{R}^{3}} K(x) \phi_{w_{n}}\left(w_{n}^{+}\right)^{2} d x-\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\mathbb{R}^{3}} a(x) \frac{f\left(u_{n}^{+}\right)}{u_{n}^{+}}\left(w_{n}^{+}\right)^{2} d x .
$$

Together with (15) and (18), one has

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} K(x) \phi_{w_{n}}\left(w_{n}^{+}\right)^{2} d x=o(1) . \tag{24}
\end{equation*}
$$

By the same method of Lemma 3.3 in [23], we can prove

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} K(x) \phi_{w_{n}}\left(w_{n}^{+}\right)^{2} d x=\int_{\mathbb{R}^{3}} K(x) \phi_{w}\left(w^{+}\right)^{2} d x+o(1) . \tag{25}
\end{equation*}
$$

Here we omit its proof. (24) and (25) show that

$$
\int_{\mathbb{R}^{3}} K(x) \phi_{w}\left(w^{+}\right)^{2} d x=0
$$

which implies $w^{+} \equiv 0$. By (23), (f1), $h \in L^{2}\left(\mathbb{R}^{3}\right)$ and $\left\|u_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$, we obtain

$$
0=\lim _{n \rightarrow \infty} \frac{\left\langle I^{\prime}\left(u_{n}\right), u_{n}^{-}\right\rangle}{\left\|u_{n}\right\|^{2}}=-\lim _{n \rightarrow \infty}\left\|w_{n}^{-}\right\|^{2}
$$

This and $w_{n}^{-} \rightharpoonup w^{-}$weakly in $H^{1}\left(\mathbb{R}^{3}\right)$ imply that $w^{-}=0$. Thus $w=w^{+}-w^{-}=0$. That is a contradiction. Therefore, $\left\{u_{n}\right\}$ is a bounded in $H^{1}\left(\mathbb{R}^{3}\right)$.

From the idea of Lemma 3.4 in [23] or Lemma 2.1 in [26], we have the following Lemma. The proof of this Lemma follows from Lemma 3.4 in [23](also seen Lemma 2.1 in [26]). Here we write it for the completeness because this Lemma plays a key role to prove our Theorem 1.1.

Lemma 3.4. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, h \geq(\not \equiv) 0$, (f1)-(f3), and (A1) hold. Then for any $\varepsilon>0$, there exist $R(\varepsilon)>R_{0}$ and $n(\varepsilon)>0$ such that $\left\{u_{n}\right\}$ defined in (17) satisfies $\int_{|x| \geq R}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) d x \leq \varepsilon$ for $n>n(\varepsilon)$ and $R \geq R(\varepsilon)$.

Proof. Let $\xi_{R}: \mathbb{R}^{3} \rightarrow[0,1]$ be a smooth function such that

$$
\xi_{R}(x)= \begin{cases}0, & 0 \leq|x| \leq R / 2  \tag{26}\\ 1, & |x| \geq R\end{cases}
$$

Moreover, there exists a constant $C_{4}$ independent of $R$ such that

$$
\begin{equation*}
\left|\nabla \xi_{R}(x)\right| \leq \frac{C_{4}}{R} \text { for all } x \in \mathbb{R}^{3} \tag{27}
\end{equation*}
$$

Then, for all $n \in N$ and $R \geq R_{0}$, by (26), (27) and the Hölder inequality, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}}\left|\nabla\left(u_{n} \xi_{R}\right)\right|^{2} d x \\
\leq & \int_{\mathbb{R}^{3}}\left|\nabla u_{n}\right|^{2}\left|\xi_{R}\right|^{2} d x+\int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2}\left|\nabla \xi_{R}\right|^{2} d x+2 \int_{\mathbb{R}^{3}}\left|u_{n}\right|\left|\xi_{R}\right|\left|\nabla u_{n}\right|\left|\nabla \xi_{R}\right| d x \\
\leq & \int_{R / 2<|x|<R}\left|\nabla u_{n}\right|^{2} d x+\int_{|x|>R}\left|\nabla u_{n}\right|^{2} d x+\frac{C_{4}^{2}}{R^{2}} \int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2} d x \\
& +2\left(\int_{\mathbb{R}^{3}}\left|\nabla u_{n}\right|^{2}\left|\xi_{R}^{2}\right| d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2}\left|\nabla \xi_{R}\right|^{2} d x\right)^{\frac{1}{2}} \\
\leq & \int_{R / 2<|x|<R}\left|\nabla u_{n}\right|^{2} d x+\int_{|x|>R}\left|\nabla u_{n}\right|^{2} d x+\frac{C_{4}^{2}}{R^{2}} \int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2} d x \\
& +2\left(\int_{R / 2<|x|<R}\left|\nabla u_{n}\right|^{2} d x+\int_{|x|>R}\left|\nabla u_{n}\right|^{2} d x\right)^{\frac{1}{2}}\left(\frac{C_{4}^{2}}{R^{2}} \int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2} d x\right)^{\frac{1}{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left(2+\frac{C_{4}^{2}}{R^{2}}+\frac{2 \sqrt{2} C_{4}}{R}\right)\left\|u_{n}\right\|^{2} \\
& \leq\left(2+\frac{C_{4}^{2}}{R_{0}^{2}}+\frac{2 \sqrt{2} C_{4}}{R_{0}}\right)\left\|u_{n}\right\|^{2}
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\left\|u_{n} \xi_{R}\right\| \leq C_{5}\left\|u_{n}\right\| \tag{28}
\end{equation*}
$$

for all $n \in N$ and $R \geq R_{0}$, where $C_{5}=\left(3+\frac{C_{4}^{2}}{R_{0}^{2}}+\frac{2 \sqrt{2} C_{4}}{R_{0}}\right)^{\frac{1}{2}}$. From Lemma 3.3, we know that $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$. Together with (17), we obtain that $I^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H^{-1}\left(\mathbb{R}^{3}\right)$. Moreover, for $\varepsilon>0$, there exists $n(\varepsilon)>0$ such that

$$
\left\langle I^{\prime}\left(u_{n}\right), \xi_{R} u_{n}\right\rangle \leq C_{5}\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}\left(R^{3}\right)}\left\|u_{n}\right\| \leq \frac{\varepsilon}{4}
$$

for $n>n(\varepsilon)$ and $R>R_{0}$. Note that

$$
\begin{aligned}
\left\langle I^{\prime}\left(u_{n}\right), \xi_{R} u_{n}\right\rangle= & \int_{\mathbb{R}^{3}}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) \xi_{R} d x+\int_{\mathbb{R}^{3}} u_{n} \nabla u_{n} \cdot \nabla \xi_{R} d x \\
& +\int_{\mathbb{R}^{3}} K(x) \phi_{u_{n}}(x)\left(u_{n}^{+}\right)^{2} \xi_{R} d x \\
& -\int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} \xi_{R} d x-\int_{\mathbb{R}^{3}} h(x) u_{n} \xi_{R} d x \\
\leq & \frac{\varepsilon}{4}
\end{aligned}
$$

This yields

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}\left[\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) \xi_{R}+u_{n} \nabla u_{n} \cdot \nabla \xi_{R}\right] d x \\
(29) \leq & \int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} \xi_{R} d x+\int_{\mathbb{R}^{3}} h(x) u_{n} \xi_{R} d x-\int_{\mathbb{R}^{3}} K(x) \phi_{u_{n}}(x)\left(u_{n}^{+}\right)^{2} \xi_{R} d x+\frac{\varepsilon}{4}  \tag{29}\\
\leq & \int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} \xi_{R} d x+\int_{\mathbb{R}^{3}} h(x) u_{n} \xi_{R} d x+\frac{\varepsilon}{4} .
\end{align*}
$$

By (20), we have

$$
a(x) f\left(u_{n}^{+}\right) u_{n}^{+} \leq \theta\left(u_{n}^{+}\right)^{2} \text { for } \theta \in(0,1) \text { and }|x| \geq R_{0}
$$

This yields

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} \xi_{R} d x \leq \theta \int_{\mathbb{R}^{3}}\left(u_{n}^{+}\right)^{2} \xi_{R} d x \leq \theta \int_{\mathbb{R}^{3}} u_{n}^{2} \xi_{R} d x \tag{30}
\end{equation*}
$$

for all $n \in N$ and $|x| \geq R_{0}$. For any $\varepsilon>0$, there exists $R(\varepsilon) \geq R_{0}$ such that

$$
\begin{equation*}
\frac{1}{R^{2}} \leq \frac{4 \varepsilon^{2}}{C_{4}^{2}} \text { for all } R>R(\varepsilon) \tag{31}
\end{equation*}
$$

Because $h \in L^{2}\left(\mathbb{R}^{3}\right), h \geq 0$, there exists $\bar{\rho}=\bar{\rho}(\varepsilon)$ such that

$$
\begin{equation*}
\|h\|_{2, \mathbb{R}^{3} \backslash B_{\rho}(0)}<\varepsilon, \quad \forall \rho \geq \bar{\rho} . \tag{32}
\end{equation*}
$$

By the Hölder inequality, (32), (26) and $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} h(x) u_{n} \xi_{R} d x \leq\left\|h(x) \xi_{R}\right\|_{2}\left\|u_{n}\right\|_{2}  \tag{33}\\
\leq & \|h(x)\|_{2,|x|>R / 2}\left\|u_{n}\right\|_{2} \leq \frac{\varepsilon}{4} \text { for all } R>R(\varepsilon) .
\end{align*}
$$

By the Young inequality, (27) and (31), for all $n \in N$ and $R>R(\varepsilon)$, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}\left|u_{n} \nabla u_{n} \cdot \nabla \xi_{R}\right| d x \\
= & \int_{\mathbb{R}^{3}} \sqrt{2 \varepsilon}\left|\nabla u_{n}\right| \frac{1}{\sqrt{2 \varepsilon}}\left|u_{n}\right|\left|\nabla \xi_{R}\right| d x \\
\leq & \varepsilon \int_{\mathbb{R}^{3}}\left|\nabla u_{n}\right|^{2} d x+\frac{1}{4 \varepsilon} \int_{|x| \leq R}\left|u_{n}\right|^{2} \frac{C_{4}^{2}}{R^{2}} d x  \tag{34}\\
\leq & \varepsilon \int_{\mathbb{R}^{3}}\left|\nabla u_{n}\right|^{2} d x+\varepsilon \int_{|x| \leq R}\left|u_{n}\right|^{2} d x \\
\leq & \varepsilon\left\|u_{n}\right\|^{2} .
\end{align*}
$$

Combining (29), (30), (33) and (34), there exists $C_{6}>0$ such that

$$
\int_{\mathbb{R}^{3}}\left(\left|\nabla u_{n}\right|^{2}+(1-\theta)\left|u_{n}\right|^{2}\right) \xi_{R} d x \leq \frac{\varepsilon}{2}+\varepsilon\left\|u_{n}\right\|^{2} \leq C_{6} \varepsilon \text { for all } R>R(\varepsilon) .
$$

Noting that $C_{6}$ is independent of $\varepsilon$. So, for any $\varepsilon>0$, we can choose $R(\varepsilon)>R_{0}$ and $n(\varepsilon)>0$ such that $\int_{|x| \geq R}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) d x \leq \varepsilon$ holds.

Lemma 3.5. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, h \geq(\not \equiv) 0$, (f1)-(f3), and (A1)-(A2) hold. Then the sequence $\left\{u_{n}\right\}$ in (17) has a convergent subsequence. Moreover, $u$ is a positive solution of problem (1) and $I(u)>0$.

Proof. By Lemma 3.3, the sequence $\left\{u_{n}\right\}$ in (17) is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$. We may assume that, up to a subsequence, such that $u_{n} \rightharpoonup u$ weakly in $H^{1}\left(\mathbb{R}^{3}\right), u_{n} \rightarrow u$ a.e.
in $\mathbb{R}^{3}$ and $u_{n} \rightarrow u$ strongly in $L_{l o c}^{2}\left(\mathbb{R}^{3}\right)$ for some $u \in H^{1}\left(\mathbb{R}^{3}\right)$. Now, we shall show that $\left\|u_{n}\right\| \rightarrow\|u\|$ as $n \rightarrow \infty$.

By (17), we have

$$
\begin{aligned}
& \left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
= & \int_{\mathbb{R}^{3}}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}+K(x) \phi_{u_{n}}(x)\left(u_{n}^{+}\right)^{2}-a(x) f\left(u_{n}^{+}\right) u_{n}^{+}-h(x) u_{n}\right) d x=o(1),
\end{aligned}
$$

and

$$
\begin{align*}
& \left\langle I^{\prime}\left(u_{n}\right), u\right\rangle \\
= & \int_{\mathbb{R}^{3}}\left(\nabla u_{n} \cdot \nabla u+u_{n} u+K(x) \phi_{u_{n}}(x) u_{n}^{+} u-a(x) f\left(u_{n}^{+}\right) u^{+}-h(x) u\right) d x=o(1) . \tag{36}
\end{align*}
$$

Since $u_{n} \rightharpoonup u$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(\nabla u_{n} \cdot \nabla u+u_{n} u\right) d x=\int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+|u|^{2}\right) d x+o(1) . \tag{37}
\end{equation*}
$$

By the same argument of proof of Theorem 3.1 in [23], we have the following equalities:

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} d x=\int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u^{+} d x+o(1) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} K(x) \phi_{u_{n}}(x)\left(u_{n}^{+}\right)^{2} d x=\int_{\mathbb{R}^{3}} K(x) \phi_{u_{n}}(x) u_{n}^{+} u d x+o(1) . \tag{39}
\end{equation*}
$$

Moreover, $h \in L^{2}\left(\mathbb{R}^{3}\right)$ imply that for any $\varepsilon>0$ there exists $\bar{\rho}=\bar{\rho}(\varepsilon)$ such that

$$
\begin{equation*}
\|h\|_{2, \mathbb{R}^{3} \backslash B_{\rho}(0)}<\varepsilon, \quad \forall \rho \geq \bar{\rho} \tag{40}
\end{equation*}
$$

Since $h \in L^{2}\left(\mathbb{R}^{3}\right)$, the Hölder inequaltiy, $u_{n} \rightarrow u$ strongly in $L_{l o c}^{2}\left(\mathbb{R}^{3}\right)$ and (40), we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}} h(x) u_{n} d x-\int_{\mathbb{R}^{3}} h(x) u d x \\
\leq & \int_{\mathbb{R}^{3} \backslash B_{\rho}(0)}\left|h(x)\left(u_{n}-u\right)\right| d x+\int_{B_{\rho}(0)}\left|h(x)\left(u_{n}-u\right)\right| d x \\
\leq & \|h(x)\|_{2, \mathbb{R}^{3} \backslash B_{\rho}(0)}\left\|u_{n}-u\right\|_{2, \mathbb{R}^{3} \backslash B_{\rho}(0)}+\|h(x)\|_{2, B_{\rho}(0)}\left\|u_{n}-u\right\|_{2, B_{\rho}(0)} \\
\leq & \varepsilon\left\|u_{n}-u\right\|_{2, \mathbb{R}^{3} \backslash B_{\rho}(0)}+\varepsilon\left\|u_{n}-u\right\|_{2, B_{\rho}(0)} \\
\leq & C_{6} \varepsilon .
\end{aligned}
$$

This yields

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} h(x) u_{n} d x=\int_{\mathbb{R}^{3}} h(x) u d x+o(1) . \tag{41}
\end{equation*}
$$

By (35)-(39) and (41), we obtain

$$
\int_{\mathbb{R}^{3}}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right) d x-\int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+|u|^{2}\right) d x=o(1) .
$$

This yields that $\left\|u_{n}\right\| \rightarrow\|u\|$ as $n \rightarrow \infty$ and $u$ is a nonzero critical point of $I$ in $H^{1}\left(\mathbb{R}^{3}\right)$ and $I(u)=c>0$ by Mountain Pass Theorem in [15]. Therefore, $u$ is a positive solution of problem (1).

Now, we give local properties of the variational functional $I$, which is required by using Ekeland's variational principle.

Lemma 3.6. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), K, a, h \geq(\not \equiv) 0$, (fl)-(f3) and (Al) hold. If $\|h\|_{2}<m$, then there exists $u_{0} \in H^{1}\left(\mathbb{R}^{3}\right)$ such that

$$
I\left(u_{0}\right)=\inf \left\{I(u): u \in \bar{B}_{\rho}\right\}<0, \text { where } B_{\rho}=\left\{u \in H^{1}\left(\mathbb{R}^{3}\right):\|u\|<\rho\right\},
$$

$m, \rho$ are given by Lemma 3.1 and $u_{0}$ is a positive solution of system (1).
Proof. Because $h \in L^{2}\left(\mathbb{R}^{3}\right), h \geq(\not \equiv) 0$, we can choose a nonnegative function $\varphi \in H^{1}\left(\mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} h(x) \varphi d x>0 . \tag{42}
\end{equation*}
$$

Together with (11), (f1), $a \geq(\not \equiv) 0$ and (42), for $t>0$, we have

$$
\begin{aligned}
I(t \varphi) & =\frac{t^{2}}{2}\|\varphi\|^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{t \varphi}(x)(t \varphi)^{2} d x-\int_{\mathbb{R}^{3}} a(x) F(t \varphi) d x-\int_{\mathbb{R}^{3}} h(x) t \varphi d x \\
& \leq \frac{t^{2}}{2}\|\varphi\|^{2}+\frac{t^{4}}{4} C_{0}\|\varphi\|^{4}-t \int_{\mathbb{R}^{3}} h(x) \varphi d x \\
& \leq 0
\end{aligned}
$$

for $t>0$ small enough. Thus there exists $u$ small enough such that $I(u)<0$. By Lemma 3.1, we deduce that

$$
c_{0}:=\inf _{u \in \bar{B}_{\rho}} I(u)<0<\inf _{u \in \partial \bar{B}_{\rho}} I(u) .
$$

By applying Ekeland's variational principle (Theorem 4.1 in [20]) in $\bar{B}_{\rho}$, there is a minimizing sequence $\left\{u_{n}\right\} \subset \bar{B}_{\rho}$ such that
(i) $c_{0} \leq I\left(u_{n}\right)<c_{0}+\frac{1}{n}$,
(ii) $I(w) \geq I\left(u_{n}\right)-\frac{1}{n}\left\|w-u_{n}\right\|$ for all $w \in \bar{B}_{\rho}$.

Clearly, $\left\{u_{n}\right\}$ is a bounded $(P S)$ sequence of $I$. Then, by a standard procedure, Lemmas 3.4 and 3.5 imply that there exists $u_{0} \in H^{1}\left(\mathbb{R}^{3}\right)$ such that $I^{\prime}\left(u_{0}\right)=0$, $I\left(u_{0}\right)=c_{0}<0$. Moreover, $I\left(u_{0}\right)=c_{0}<0$ implies that $u_{0} \neq 0$. Therefore, $u_{0}$ is a nonzero critical point of $I$, thus $u_{0}$ is a positive solution of problem (1). So this Lemma is proved.

Proof of Theorem 1.1. By Lemmas 3.1-3.6, we know that system (1) has two different positive solutions $u_{0}$ and $u$. Moreover, $I\left(u_{0}\right)=c_{0}<0$ and $I(u)>0$.

## 4. Asymptotically 3-Linear Case

To obtain two positive solutions of system (1) with asymptotically 3 -linear at infinity, we also use the same method as Theorem 1.1. I can obtain corresponding results by suitably modifying the proofs of Lemmas 3.1-3.6 as follows. Here, some proofs of the following Lemmas which are the same as ones of Lemmas 3.1-3.6 are omitted.

Lemma 4.1. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), a \in L^{3}\left(\mathbb{R}^{3}\right), K, a \geq(\not \equiv) 0, h \geq 0$. Assume that (f1), (f2) and (f4) hold. Then there exist $\widetilde{\rho}, \widetilde{\alpha}, \widetilde{m}>0$ such that $\left.I(u)\right|_{\|u\|=\widetilde{\rho}} \geq \widetilde{\alpha}>0$ for $\|h\|_{2}<\widetilde{m}$.

Proof. For any $\varepsilon>0$, it follows from (f1), (f2) and (f4) that there exists $C_{\varepsilon}^{\prime}>0$ such that

$$
\begin{equation*}
|f(t)| \leq \varepsilon|t|+C_{\varepsilon}^{\prime}|t|^{3} \text { for all } t \in \mathbb{R} \tag{43}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
|F(t)| \leq \frac{1}{2} \varepsilon|t|^{2}+\frac{C_{\varepsilon}^{\prime}}{4}|t|^{4} \text { for all } t \in \mathbb{R} \tag{44}
\end{equation*}
$$

According to (44), $a \in L^{3}\left(\mathbb{R}^{3}\right), a(x) \geq(\not \equiv) 0$, the Hölder inequality, and Sobolev imbedding theorem, we deduce

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{3}} a(x) F\left(u^{+}\right) d x\right| & \leq \frac{\varepsilon}{2} \int_{\mathbb{R}^{3}} a(x)\left|u^{+}\right|^{2} d x+\frac{C_{\varepsilon}^{\prime}}{4} \int_{\mathbb{R}^{3}} a(x)\left|u^{+}\right|^{4} d x \\
& \leq \frac{\varepsilon}{2} \int_{\mathbb{R}^{3}} a(x)|u|^{2} d x+\frac{C_{\varepsilon}^{\prime}}{4} \int_{\mathbb{R}^{3}} a(x)|u|^{4} d x \\
& \leq \frac{\varepsilon}{2}\|a(x)\|_{3}\|u\|_{3}^{2}+\frac{C_{\varepsilon}^{\prime}}{4}\|a(x)\|_{3}\|u\|_{6}^{4} \\
& \leq \frac{\varepsilon C_{7}}{2}\|u\|^{2}+C_{8}\|u\|^{4}
\end{aligned}
$$

for some $C_{7}, C_{8}>0$. Together with (7), $h \in L^{2}\left(\mathbb{R}^{3}\right)$ and the Hölder inequality, one has

$$
\begin{align*}
I(u) & =\frac{1}{2}\|u\|^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{u}(x)\left(u^{+}\right)^{2} d x-\int_{\mathbb{R}^{3}} a(x) F\left(u^{+}\right) d x-\int_{\mathbb{R}^{3}} h(x) u d x \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{\varepsilon C_{7}}{2}\|u\|^{2}-C_{8}\|u\|^{4}-\|h\|_{2}\|u\|  \tag{45}\\
& \geq\|u\|\left(\frac{1-\varepsilon C_{7}}{2}\|u\|-C_{8}\|u\|^{3}-\|h\|_{2}\right) .
\end{align*}
$$

Taking $\varepsilon=\frac{1}{2 C_{7}}$ and setting $\widetilde{g}(t)=\frac{1}{4} t-C_{8} t^{3}$ for $t \geq 0$, we see there exists $\rho=$ $\left(\frac{1}{12 C_{8}}\right)^{\frac{1}{2}}$ such that $\max _{t \geq 0} \widetilde{g}(t)=\widetilde{g}(\rho):=\widetilde{m}$. Then it follows from (45) that there exists $\widetilde{\alpha}>0$ such that $\left.I(u)\right|_{\|u\|=\widetilde{\rho}} \geq \widetilde{\alpha}>0$ for $\|h\|_{2}<\widetilde{m}$. We also choose $\widetilde{\rho}$ small enough to obtain the same result.

Lemma 4.2. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right)$, $a \in L^{3}\left(\mathbb{R}^{3}\right), K, a \geq(\not \equiv) 0, h \geq 0$, (f1), (f2), (f4) and (A3) hold. Then there exists $\widetilde{v} \in H^{1}\left(\mathbb{R}^{3}\right)$ with $\|\widetilde{v}\|>\widetilde{\rho}, \widetilde{\rho}$ is given by Lemma 4.1, such that $I(\widetilde{v})<0$.

Proof. By (A3), in view of the definition of $\mu^{*}$ and $(1-\beta) l>\mu^{*}$, there is a nonnegative function $\widetilde{v} \in H^{1}\left(\mathbb{R}^{3}\right)$ such that

$$
\int_{\mathbb{R}^{3}} a(x) \widetilde{v}^{4} d x \geq 1, \int_{\mathbb{R}^{3}} K(x) \phi \widetilde{v} \widetilde{v}^{2} d x<\beta l, \int_{\mathbb{R}^{3}} h(x) \widetilde{v} d x>0
$$

and $\mu^{*} \leq\|\widetilde{v}\|^{2}<(1-\beta) l$. Together with (f4), we have

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} \frac{I(t \widetilde{v})}{t^{4}} \\
= & \lim _{t \rightarrow+\infty}\left(\frac{1}{2 t^{2}}\|\widetilde{v}\|^{2}+\frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{\tilde{v}}(x) \widetilde{v}^{2} d x-\int_{\mathbb{R}^{3}} a(x) \widetilde{v}^{4} \frac{F(t \widetilde{v})}{(t \widetilde{v})^{4}} d x-\frac{1}{t^{3}} \int_{\mathbb{R}^{3}} h(x) \widetilde{v} d x\right) \\
= & \frac{1}{4} \int_{\mathbb{R}^{3}} K(x) \phi_{\widetilde{v}}(x) \widetilde{v}^{2} d x-\frac{l}{4} \\
\leq & \frac{\beta l-l}{4} \\
< & 0 .
\end{aligned}
$$

Choosing $\widetilde{\rho}>0$ small enough in Lemma 4.1 such that $\|v\|>\widetilde{\rho}$, then this Lemma is proved.

From Lemmas 4.1, 4.2 and Mountain Pass Lemma in [15], there is a sequence $\left\{u_{n}\right\} \subset H^{1}\left(\mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}}\left(1+\left\|u_{n}\right\|\right) \rightarrow 0 \quad \text { and } \quad I\left(u_{n}\right) \rightarrow \widetilde{c} \geq \widetilde{\alpha}>0 \text { as } n \rightarrow \infty, \tag{46}
\end{equation*}
$$

where $\widetilde{c}$ denotes by

$$
\widetilde{c}=\inf _{\gamma \in \tau} \max _{t \in[0,1]} I(\gamma(t))
$$

where

$$
\tau=\left\{\gamma \in\left([0,1], H^{1}\left(\mathbb{R}^{3}\right)\right) \mid \gamma(0)=0, \gamma(1)=\widetilde{v}\right\}
$$

In the following, we shall prove that sequence $\left\{u_{n}\right\}$ has a convergence subsequence.
Lemma 4.3. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), a \in L^{3}\left(\mathbb{R}^{3}\right), K, a \geq(\not \equiv) 0, h \geq 0$, $(f 1),(f 2)$ and $(f 5)$ hold. Then $\left\{u_{n}\right\}$ defined in (46) is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$.

Proof. By (46), we have

$$
\left|\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right| \leq\left\|I^{\prime}\left(u_{n}\right)\right\|\left\|u_{n}\right\| \leq\left(1+\left\|u_{n}\right\|\right)\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}} \rightarrow 0
$$

as $n \rightarrow \infty$. From (f1) and (f5), we obtain

$$
f(t) t-4 F(t) \geq 0 \quad \text { for all } t \in \mathbb{R}
$$

Thus, we deduce

$$
\begin{align*}
1+\widetilde{c} & \geq I\left(u_{n}\right)-\frac{1}{4}\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& =\frac{1}{4}\left\|u_{n}\right\|^{2}+\int_{\mathbb{R}^{3}} a(x)\left[\frac{1}{4} f\left(u_{n}^{+}\right) u_{n}^{+}-F\left(u_{n}^{+}\right)\right] d x-\frac{3}{4} \int_{\mathbb{R}^{3}} h(x) u_{n} d x \\
& \geq \frac{1}{4}\left\|u_{n}\right\|^{2}-\frac{3}{4}\|h(x)\|_{2}\left\|u_{n}\right\|_{2}  \tag{47}\\
& \geq \frac{1}{4}\left\|u_{n}\right\|^{2}-\frac{3}{4}\|h(x)\|_{2}\left\|u_{n}\right\|
\end{align*}
$$

for $n$ large enough. This yields that $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$, since $\|h\|_{2}<\widetilde{m}$.
Lemma 4.4. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), a \in L^{3}\left(\mathbb{R}^{3}\right), K, a \geq(\not \equiv) 0, h \geq 0$, (f1), (f2), (f4) and (f5) hold. Then for any $\varepsilon>0$, there exist $R(\varepsilon)>R_{0}$ and $n(\varepsilon)>0$ such that $\left\{u_{n}\right\}$ defined in (46) satisfies $\int_{|x| \geq R}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) d x \leq \varepsilon$ for $n>\widetilde{n}(\varepsilon)$ and $R \geq \widetilde{R}(\varepsilon)$.

Proof. Since $a \in L^{3}\left(\mathbb{R}^{3}\right)$ and $a(x) \geq(\not \equiv) 0$, there exists $\bar{r}=\bar{r}(\varepsilon)>0$ such that

$$
\begin{equation*}
\|a(x)\|_{3, \mathbb{R}^{3} \backslash B_{r}(0)}<\varepsilon \text { for all } \forall r>\bar{r} \tag{48}
\end{equation*}
$$

Let $\xi_{R}: \mathbb{R}^{3} \rightarrow[0,1]$ be a smooth function defined by (26) and (27). By the same method of Lemma 3.4, we also obtain

$$
\left\|u_{n} \xi_{R}\right\| \leq C_{9}\left\|u_{n}\right\|
$$

for all $n \in N$ and $R \geq \widetilde{R}_{0}(\varepsilon)>2 \bar{r}$. Moreover, for $\varepsilon>0$, there exists $\widetilde{n}(\varepsilon)>0$ such that

$$
\left\langle I^{\prime}\left(u_{n}\right), \xi_{R} u_{n}\right\rangle \leq C_{9}\left\|I^{\prime}\left(u_{n}\right)\right\|_{H^{-1}\left(R^{3}\right)}\left\|u_{n}\right\| \leq \frac{\varepsilon}{4}
$$

for $n>\widetilde{n}(\varepsilon)$ and $R>\widetilde{R}_{0}(\varepsilon)>2 \bar{r}$. By (43), the Hölder inequality, Sobolev imbedding inequalities, (48) and the boundedness of $u_{n}$, we have

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} \xi_{R} d x \\
\leq & \varepsilon \int_{\mathbb{R}^{3}} a(x)\left(u_{n}^{+}\right)^{2} \xi_{R} d x+C_{\varepsilon}^{\prime} \int_{\mathbb{R}^{3}} a(x)\left(u_{n}^{+}\right)^{4} \xi_{R} d x \\
\leq & \varepsilon \int_{|x|>R / 2} a(x) u_{n}^{2} d x+C_{\varepsilon}^{\prime} \int_{|x|>R / 2} a(x) u_{n}^{4} d x  \tag{49}\\
\leq & \varepsilon\|a(x)\|_{3,|x|>R / 2}\left\|u_{n}\right\|_{3}^{2}+C_{\varepsilon}^{\prime}\|a(x)\|_{3,|x|>R / 2}\left\|u_{n}\right\|_{6}^{4} \\
\leq & \varepsilon\|a(x)\|_{3, \mathbb{R}^{3} \backslash B_{r}(0)}\left\|u_{n}\right\|^{2}+C_{\varepsilon}^{\prime}\|a(x)\|_{3, \mathbb{R}^{3} \backslash B_{r}(0)}\left\|u_{n}\right\|^{4} \\
\leq & \varepsilon
\end{align*}
$$

for all $n \in N$ and $|x| \geq \widetilde{R}_{0}(\varepsilon)>\bar{r}$.
Combining (29), (49), (33) and (34), there exists $C_{14}>0$ such that

$$
\int_{\mathbb{R}^{3}}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) \xi_{R} d x \leq \frac{3 \varepsilon}{4}+\varepsilon\left\|u_{n}\right\|^{2} \leq C_{14} \varepsilon \text { for all } R>R(\varepsilon) .
$$

Noting that $C_{14}$ is independent of $\varepsilon$. So, for any $\varepsilon>0$, we can choose $R(\varepsilon)>\widetilde{R}_{0}$ and $\widetilde{n}(\varepsilon)>0$ such that $\int_{|x| \geq R}\left(\left|\nabla u_{n}\right|^{2}+\left|u_{n}\right|^{2}\right) d x \leq \varepsilon$ holds.

Lemma 4.5. Suppose that $K, h \in L^{2}\left(\mathbb{R}^{3}\right), a(x) \in L^{3}\left(\mathbb{R}^{3}\right), K, a \geq(\not \equiv) 0, h \geq 0$, (f1), (f2), (f4), (f5) and (A3) hold. Then the sequence $\left\{u_{n}\right\}$ in (46) has a convergent subsequence. Moreover, I possesses a nonzero critical point $\widetilde{u}$ in $H^{1}\left(\mathbb{R}^{3}\right), I(\widetilde{u})>0$ and $\widetilde{u}$ is a positive solution of problem (1).

Proof. By Lemma 3.3, the sequence $\left\{u_{n}\right\}$ in (46) is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$. We may assume that, up to a subsequence $u_{n} \rightharpoonup \widetilde{u}$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$ for some $\widetilde{u} \in H^{1}\left(\mathbb{R}^{3}\right)$. Now, we shall show that $\left\|u_{n}\right\| \rightarrow\|\widetilde{u}\|$ as $n \rightarrow \infty$. Under the conditions of this Lemma, (37), (39) and (41) of Lemma 3.5 still hold. Now, we only need to prove that (38) still holds under conditions of Lemma 4.5. By Lemma 4.3, we know that $u_{n}$ is bounded and weakly converge to $\widetilde{u}$ in $H^{1}\left(\mathbb{R}^{3}\right)$. Together with Hölder inequality, (43) and Sobolev inequalities, we obtain

$$
\begin{aligned}
& \int_{|x| \geq \tilde{R}(\varepsilon)} a(x) f\left(u_{n}^{+}\right) u_{n}^{+} d x-\int_{|x| \geq \widetilde{R}(\varepsilon)} a(x) f\left(u_{n}^{+}\right) \widetilde{u}^{+} d x \\
= & \int_{|x| \geq \tilde{R}(\varepsilon)} a(x) f\left(u_{n}^{+}\right)\left(u_{n}^{+}-\widetilde{u}^{+}\right) d x \\
\leq & \int_{|x| \geq \widetilde{R}(\varepsilon)}\left|a(x) f\left(u_{n}^{+}\right)\right|\left|u_{n}-\widetilde{u}\right| d x \\
\leq & \left(\int_{|x| \geq R(\varepsilon)}\left|f\left(u_{n}^{+}\right)\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{|x| \geq R(\varepsilon)} a(x)^{2}\left|u_{n}-\widetilde{u}\right|^{2} d x\right)^{\frac{1}{2}} \\
\leq & \left(\int_{|x| \geq R(\varepsilon)}\left(\varepsilon\left|u_{n}\right|^{2}+2 \varepsilon C_{\varepsilon}^{\prime}\left|u_{n}\right|^{4}+C_{\varepsilon}^{\prime} \varepsilon^{2}\left|u_{n}\right|^{6}\right) d x\right)^{\frac{1}{2}} \\
& \left(\int_{|x| \geq R(\varepsilon)}\left|u_{n}-\widetilde{u}\right|^{6} d x\right)\|a(x)\|_{3, \mathbb{R}^{3} \backslash B_{r}(0)} \\
\leq & C_{15} \varepsilon .
\end{aligned}
$$

This and the compactness of embedding $H^{1}\left(\mathbb{R}^{3}\right) \hookrightarrow L_{\text {loc }}^{2}\left(\mathbb{R}^{3}\right)$ imply (38). Combining (35), (36), (37), (38), (39) and (41), we have

$$
\int_{\mathbb{R}^{3}}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right) d x-\int_{\mathbb{R}^{3}}\left(|\nabla \widetilde{u}|^{2}+|\widetilde{\mid}|^{2}\right) d x=o(1) .
$$

This yields that $\left\|u_{n}\right\| \rightarrow\|\widetilde{u}\|$ as $n \rightarrow \infty$ and $\widetilde{u}$ is a nonzero critical point of $I$ in $H^{1}\left(\mathbb{R}^{3}\right)$ and $I(\widetilde{u})=\widetilde{c}>0$ by Mountain Pass Theorem in [15]. Therefore, $\widetilde{u}$ is a positive solution of problem (1).

Proof of Theorem 1.2. By the same method of Lemma 3.6, we can obtain system (1) has a local minimum positive solution $\widetilde{u}_{0}$ and $I\left(\widetilde{u}_{0}\right)<0$. By Lemmas 4.1-4.5, we know that system (1) has a mountain pass solution and $I(\widetilde{u})>0$. Thus this Theorem is proved.
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