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#### Abstract

In this paper, we study the dynamics of a stochastic fractional reactiondiffusion equation with multiplicative noise in three spatial dimension. By proving the well-posedness and conducting a priori estimates for the solutions of the considered equation we obtain simultaneously the existence and the regularity of random attractors of the random dynamical systems for the equation. The main approach here is to establish an abstract result on existence of bi-spatial random attractors for random dynamical systems. Moreover, we also give estimate of the Hausdorff dimension in $L^{2}$ space for the obtained random attractor.


## 1. Introduction

In this paper we investigate the well-posedness and dynamics of the following stochastic fractional reaction-diffusion equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\lambda u+(-\Delta)^{\alpha} u=f(u)+g(x)+\beta u \circ \frac{d W}{d t}, \quad x \in \mathbb{R}^{3}, t>0 \tag{1.1}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}, \quad x \in \mathbb{R}^{3} \tag{1.2}
\end{equation*}
$$

and the periodic boundary condition

$$
\begin{equation*}
u\left(x+2 \pi e_{i}, t\right)=u(x, t), \quad x \in \mathbb{R}^{3}, t>0, i=1,2,3, \tag{1.3}
\end{equation*}
$$

where $e_{i}(i=1,2,3)$ is an orthonormal basis of $\mathbb{R}^{3} . \lambda, \alpha$ and $\beta$ are positive constants with $\alpha \in(1 / 2,1), g \in L^{2}\left(\mathbb{R}^{3}\right)$ is a given function, $W$ is a two-sided real-valued Wiener process
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on a probability space to be specified later, and $f$ is a nonlinear function satisfying the following conditions:

$$
\begin{gather*}
f(s) s \leq-\beta_{1}|s|^{p}+\gamma_{1},  \tag{1.4}\\
|f(s)| \leq \beta_{2}|s|^{p-1}+\gamma_{2},  \tag{1.5}\\
\left|f^{\prime}(s)\right| \leq \beta_{3}, \tag{1.6}
\end{gather*}
$$

where $p>1, \beta_{i}(i=1,2,3)$ and $\gamma_{j}(j=1,2)$ are positive numbers.
As pointed out in [2] , some research puts forward that classical diffusion equations are inadequate to model many real situations. For instance, a particle plume spreads faster than that predicted by the classical model, and may exhibit significant self-organization phenomena or asymmetry, see details in 21. In this case, these situations are called anomalous diffusion. One popular model for anomalous diffusion is the fractional diffusion equation, where the usual second derivative operator in space, i.e., the Laplacian operator $-\Delta$, is replaced by a fractional derivative operator of order $0<\alpha<2$ as $(-\Delta)^{\alpha}$. In fact, the fractions of the Laplacian are the infinitesimal generators of Lèvy stable diffusion processes and appear not only in anomalous diffusions in plasma, but also in some flames propagation and chemical reactions in liquids, population dynamics, geophysical fluid dynamics. Meanwhile, some stochastic perturbations should be included to obtain a more realistic model and to better understand the dynamical behavior of the phenomena being studied. In many cases one may represent the micro effects by random perturbations in the dynamics of the macro observable through multiplicative or additive noise in the governing equation. In these cases, one may reformulate the equation as a random dynamical system. A key step to study a stochastic partial differential equation is to examine the asymptotic behavior of the random dynamical systems generated by its solutions. Some fundamental advances in this direction can be found, for example, in papers 9,10 by Crauel et al. where they developed the theory of random attractors in a manner which closely parallels the deterministic case [23. Also, Debussche [11] proved that the Hausdorff dimension of the random attractor could be estimated by using global Lyapunov exponents.

Particularly, in (13) Guo and Zhou have investigated a stochastic fractional reactiondiffusion equation with Wiener noise on a bounded domain. They proved there the wellposedness, existence and uniqueness of an invariant measure as well as the strong law of large numbers and the convergence to equilibrium. While in 15 Lu et al. have studied the dynamics of the 3D-fractional Gizburg-Landau equation, and obtained a global attractor with finite Hausdorff dimension. In addition, Lu et al. have established in (16) the existence result of random attractor in $L^{2}\left(\mathbb{R}^{n}\right)$ of a stochastic fractional power dissipative equations with additive noise. We would like to mention the work in $[3,5,6,17,24,25$ on general stochastic reaction-diffusion equations for our references.

In the present note we are interested in the dynamics of solutions to the stochastic fractional reaction-diffusion equation (1.1)-(1.3) with multiplicative noise, since, to our best knowledge, there is little work on the topic for this kind of systems. We shall discuss the existence and uniqueness of random attractors for the associated dynamical system not only in $L^{2}(D)$ but also in more regular spaces $H^{1}(D)$ and $H^{2 \alpha}(D)$ with $1 / 2<\alpha<1$. We stress that, by employing the bi-spacial attractors technique as in [14 we may achieve the existence of the bi-spatial random attractors in various spaces at the same time. Moreover, by using the method introduced by [11] we will investigate the Hausdorff dimension of the obtained attractor and give an estimate for its Hausdorff dimension. Clearly, our work here extends somewhat that in Ref. [16] and it can also be regarded as a development of those for classical stochastic reaction-diffusion equations mentioned above.

The paper is organized as follows. In Section 2, we introduce some preliminaries, concepts and basic theory for random dynamical systems as well as some notations related to fractional derivative equations and fractional Sobolev spaces. In Section 3, we transfer the stochastic equation into a deterministic one only with random parameters and discuss the well-posedness of solutions to the considered fractional equation. Then a priori estimates of solutions is conducted in Section 4. Following that, in Section 5, we explore the existence and regularity of bi-spatial random attractor via establishing an abstract results about the existence of bi-spatial random attractor for general random dynamical systems. Finally, in Section 6, we estimate the Hausdorff dimension of the random attractor in $L^{2}$ space.

## 2. Preliminaries

In this section, we introduce some basic concepts related to (bi-spatial) random attractors of stochastic dynamical systems, for more details about these concepts we refer to [1, 7, 9 , 10, 14, 22, 23.

Let $\left(X,\|\cdot\|_{X}\right)$ be a separable Hilbert space with the Borel $\sigma$-algebra $\mathcal{B}(X)$, and $\left\{\theta_{t}\right.$ : $\Omega \rightarrow \Omega, t \in \mathbb{R}\}$ be a family of measure preserving transformations of a probability space $(\Omega, \mathcal{F}, P)$.

Definition 2.1. $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ is called a metric dynamical system if $\theta: \mathbb{R} \times \Omega \rightarrow \Omega$ is $(\mathcal{B}(\mathbb{R}) \times \mathcal{F}, \mathcal{F})$-measurable, $\theta_{0}$ is the identity on $\Omega, \theta_{t+s}=\theta_{t} \circ \theta_{s}$ for all $t, s \in \mathbb{R}$, and $P\left(\theta_{t}(\cdot)\right)=P(\cdot)$ for all $t \in \mathbb{R}$.

Definition 2.2. A random dynamical system (RDS) on $X$ over a metric dynamical system $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ is a mapping

$$
\varphi: \mathbb{R}^{+} \times \Omega \times X \rightarrow X, \quad(t, \omega, x) \mapsto \varphi(t, \omega) x
$$

which is $\left(\mathcal{B}\left(\mathbb{R}^{+}\right) \times \mathcal{F} \times \mathcal{B}(X), \mathcal{B}(X)\right)$-measurable and satisfies for $P$-a.e. $\omega \in \Omega$,
(i) $\varphi(0, \omega)=\operatorname{Id}_{X}$ on $X$;
(ii) $\varphi(t+s, \omega)=\varphi\left(t, \theta_{s} \omega\right) \circ \varphi(s, \omega)$ for all $t, s \in \mathbb{R}^{+}$(called cocycle property).

An $\operatorname{RDS} \varphi$ is said to be continuous if $\varphi(t, \omega): X \rightarrow X$ is continuous for all $t \in \mathbb{R}^{+}$.
Definition 2.3. A set-valued map $B: \Omega \rightarrow 2^{X}$ is called a random set in $X$ if the mapping $\omega \mapsto \operatorname{dist}(x, B(\omega))$ is $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$-measurable for all $x \in X$. A random set $B: \Omega \rightarrow 2^{X}$ is called a random closed set if $B(\omega)$ is nonempty and closed for each $\omega \in \Omega$.

Definition 2.4. A random set $B: \Omega \rightarrow 2^{X}$ is called a bounded random set if there is a random variable $r(\omega) \in[0, \infty), \omega \in \Omega$, such that

$$
d(B(\omega)):=\sup \left\{\|x\|_{X}: x \in B(\omega)\right\} \leq r(\omega) \quad \text { for all } \omega \in \Omega
$$

A bounded random set $B$ is said to be tempered with respect to $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ if for $P$-a.e., $\omega \in \Omega$,

$$
\lim _{t \rightarrow+\infty} e^{-\mu t} d\left(B\left(\theta_{-t} \omega\right)\right)=0 \quad \text { for all } \mu>0
$$

Definition 2.5. Let $\mathcal{D}$ be the collection of random sets in $X$. Then a random set $B \in \mathcal{D}$ is called a $\mathcal{D}$-random absorbing set for an $\operatorname{RDS} \varphi$ if for any random set $D \in \mathcal{D}$ and $P$-a.e. $\omega \in \Omega$, there exists a $T_{D}(\omega)>0$ such that

$$
\varphi\left(t, \theta_{-t} \omega\right) D\left(\theta_{-t} \omega\right) \subset B(\omega) \quad \text { for all } t \geq T_{D}(\omega)
$$

Definition 2.6. Let $\mathcal{D}$ be the collection of random sets in $X$. Then $\varphi$ is said to be $\mathcal{D}$ asymptotically compact in $X$ if for $P$-a.e. $\omega \in \Omega,\left\{\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) x_{n}\right\}_{n=1}^{\infty}$ has a convergent subsequence in $X$ whenever $t_{n} \rightarrow+\infty$, and $x_{n} \in D\left(\theta_{-t_{n}} \omega\right)$ with $\{D(\omega)\}_{\omega \in \Omega} \in \mathcal{D}$.

In addition, a collection $\mathcal{D}$ of random sets in $X$ is called inclusion closed if whenever $E$ is a random set, and $F$ is in $\mathcal{D}$ with $E(\omega) \subset F(\omega)$ for all $\omega \in \Omega$, then $E$ must belong to $\mathcal{D}$. A collection $\mathcal{D}$ of random sets in $X$ is said to be universe if it is inclusion-closed.

Next we turn to introduce the concepts of bi-spatial random attractors. Suppose that $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ are two sparable Banach spaces. In what follows, one may think that $X$ (called an initial space) contains all initial data and $Y$ (called an terminate space) contains all values of solutions for a stochastic PDE. Both $X$ and $Y$ may not be embedded in any direction. We assume that $(X, Y)$ are limit-identical in the following sense:

$$
x_{n} \in X \cap Y, \quad\left\|x_{n}-x_{0}\right\|_{X} \rightarrow 0 \quad \text { and } \quad\left\|x_{n}-y_{0}\right\|_{Y} \rightarrow 0 \quad \text { imply } \quad x_{0}=y_{0} \in X \cap Y
$$

Define $\|x\|_{X \cap Y}=\|x\|_{X}+\|x\|_{Y}$ for any $x \in X \cap Y$, then it is easy to prove that ( $X \cap Y$, $\|\cdot\|_{X \cap Y}$ ) is a normed linear space (but it may not be complete). In fact, it was proved in (14 that

Lemma 2.7. Let $X$ and $Y$ be two Banach spaces. Then $\left(X \cap Y,\|\cdot\|_{X \cap Y}\right)$ is a Banach space if and only if $(X, Y)$ is a limit-identical pair. Moreover, suppose $(X, Y)$ is limitidentical and $A \subset X \cap Y$, then $A$ is compact in $X \cap Y$ if and only if $A$ is compact in $X$ and $Y$ respectively.

In this paper, a RDS $\varphi$ on $X$ is assumed to take its values (except the values of $\varphi(0, \omega)$ ) in the terminate space $Y$, that is,

$$
\begin{equation*}
\varphi(t, \omega) X \subset Y \quad \text { for all } t>0, P \text {-a.e., } \omega \in \Omega \text {. } \tag{2.1}
\end{equation*}
$$

We now introduce the definition of bi-spatial random attractors. Assume that $\mathcal{D}$ be a universe of bounded set-mappings in $X$.

Definition 2.8. Let $\varphi$ be a RDS on $X$ taking its values in $Y$. Then a set mapping $\mathcal{A}: \Omega \rightarrow 2^{X \cap Y}$ is said to be an $(\mathcal{D}-)(X, Y)$-random attractor for $\varphi$ if
(i) $\mathcal{A}$ is a random set in $X$ and $\mathcal{A}(\omega) \subset \mathcal{K}(\omega)$ for some $\mathcal{K} \in \mathcal{D}$.
(ii) $\mathcal{A}(\omega)$ is compact in $Y$.
(iii) $\mathcal{A}(\omega)$ is invariant under the system $\varphi$, i.e.,

$$
\varphi(t, \omega) \mathcal{A}(\omega)=\mathcal{A}\left(\theta_{t} \omega\right) \quad \text { for all } t \geq 0
$$

(iv) $\mathcal{A}$ is an attracting set in $Y$ in the sense that, for every $B \in \mathcal{D}$,

$$
\lim _{t \rightarrow+\infty} \operatorname{dist}_{Y}\left(\varphi\left(t, \theta_{-t} \omega\right) B\left(\theta_{-t} \omega\right), \mathcal{A}(\omega)\right)=0
$$

where $\operatorname{dist}_{Y}(\cdot, \cdot)$ denotes the Hausdorff semi-distance under the norm of $Y$ defined as, for two nonempty sets $A, B \subset Y$,

$$
\operatorname{dist}_{Y}(A, B):=\sup _{a \in A} \operatorname{dist}_{Y}(a, B)=\sup _{a \in A} \inf _{b \in B}\|a-b\|_{Y}
$$

Remark 2.9. As it was pointed out in [8], if a $\operatorname{RDS} \varphi$ possesses a random attractor in a universe $\mathcal{D}$, then the random attractor is unique in $\mathcal{D}$.

We shall establish an abstract result on existence of bi-spacial random attractors for a RDS in Subsection 5.1, by which we may investigate the existence and regularity of the RDS associated to the considered equation. Another aim of this paper is to study the Hausdorff dimension of obtained random attractor by applying the following proposition (see 11]).

Proposition 2.10. Let $\mathcal{A}(\omega)$ be a compact measurable set which is invariant under a random map $\varphi(\omega), \omega \in \Omega$, for some ergodic metric dynamical system $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$. Assume that the following conditions are satisfied.
(i) $\varphi(\omega)$ is a.s. uniformly differentiable on $\mathcal{A}(\omega)$, that is, for every $u, u+h \in \mathcal{A}(\omega)$ there exists $D \varphi(\omega, u)$ in $\mathscr{L}(X)$, the space of the bounded linear operators from $X$ to $X$, such that

$$
\|\varphi(\omega)(u+h)-\varphi(\omega) u-D \varphi(\omega, u) h\| \leq \bar{k}(\omega)\|h\|^{1+\delta}
$$

where $\delta>0$ and $\bar{k}(\omega)$ is a random variable satisfying $\bar{k}(\omega) \geq 1$ and the expectation $E(\ln \bar{k})<\infty$.
(ii) For some $d \in \mathbb{N}$, there is a random variable $\bar{\omega}_{d}(\omega)$ with $E\left(\ln \left(\bar{\omega}_{d}\right)\right)<0$ such that $\omega_{d}(D \varphi(\omega, u)) \leq \bar{\omega}_{d}(\omega)$ for all $u \in \mathcal{A}(\omega)$, where

$$
\omega_{d}(D \varphi(\omega, u))=\alpha_{1}(D \varphi(\omega, u)) \cdots \alpha_{d}(D \varphi(\omega, u))
$$

and
(iii) There is a random variable $\overline{\alpha_{1}}(\omega) \geq 1$ with $E\left(\ln \overline{\alpha_{1}}\right)<\infty$ such that $\alpha_{1}(D \varphi(\omega, u)) \leq$ $\overline{\alpha_{1}}(\omega)$ for any $u \in \mathcal{A}(\omega)$.

Then the Hausdorff dimension $\operatorname{dim}_{H}(\mathcal{A}(\omega))$ of $\mathcal{A}(\omega)$ is a.s. less than $d$.
Finally, we recollect here some notations related to fractional derivative equations and fractional Sobolev spaces. First, we present the definition and the property of $(-\triangle)^{\alpha}$ through the Fourier series (see [20]). If $u$ is a periodic function, it can be expressed by a Fourier series $u=\sum_{k \in \mathbb{Z}^{3}} u_{k} e^{i k x}$ with $u_{k}$ the Fourier coefficients. It then follows that $u_{x_{i}}=\sum_{k \in \mathbb{Z}^{3}} i k_{i} u_{k} e^{i k x}(i=1,2,3)$, and $(-\triangle)^{\alpha}$ is defined by

$$
(-\triangle)^{\alpha} u=\sum_{k \in \mathbb{Z}^{3}}|k|^{2 \alpha} u_{k} e^{i k x},
$$

where $\triangle=\partial^{2} / \partial x_{1}^{2}+\partial^{2} / \partial x_{2}^{2}+\partial^{2} / \partial x_{3}^{2}$.
Let $D=[0,2 \pi] \times[0,2 \pi] \times[0,2 \pi] \subset \mathbb{R}^{3}$ and let $H^{\alpha}=H^{\alpha}(D)$ denote the Sobolev space of order $\alpha$ with the norm:

$$
\|u\|_{H^{\alpha}(D)}=\left(\sum_{k \in \mathbb{Z}^{3}}|k|^{2 \alpha}\left|u_{k}\right|^{2}+\sum_{k \in \mathbb{Z}^{3}}\left|u_{k}\right|^{2}\right)^{1 / 2}=\left(\left\|(-\triangle)^{\alpha} u\right\|^{2}+\|u\|^{2}\right)^{1 / 2}
$$

We denote by $H_{p}^{\alpha}$ those functions that are $2 \pi$-periodic in all the coordinate variables and, when restricted to $D$, lie in $H^{\alpha}(D)$. Throughout the whole paper, we denote by $(\cdot, \cdot)$ the usual inner product of $L^{2}(D)$, by $\|\cdot\|_{H^{m}}$ the norm of the Sobolev space $H^{m}(D)$, and $\|\cdot\|_{m}=\|\cdot\|_{L^{m}(D)}(m=1,2, \ldots, \infty)$.

By virtue of the definition of $(-\triangle)^{\alpha}$, we have the following formula for integration by parts.

Lemma 2.11. 12 If $f, g \in H_{p}^{2 \alpha}(D)$, then there holds

$$
\int_{D}(-\triangle)^{\alpha} f \cdot g d x=\int_{D}(-\triangle)^{\alpha_{1}} f \cdot(-\triangle)^{\alpha_{2}} g d x
$$

where $\alpha_{1}, \alpha_{2}$ are nonnegative constants satisfying $\alpha_{1}+\alpha_{2}=\alpha$.
In addition, the following Gagliardo-Nirenberg inequality (see [18]) will be used later.
Lemma 2.12. Suppose that $\Omega \subset \mathbb{R}^{n}$ is a bounded domain with smooth boundary. Let $u \in L^{q}(\Omega)$ and its derivatives of the order $m, D^{m} u$ belong to $L^{r}(\Omega)$, where $1 \leq q, r \leq \infty$. Then for the derivatives $D^{j} u, 0 \leq j<m$, there holds

$$
\begin{equation*}
\left\|D^{j} u\right\|_{L^{p}} \leq c\left(\left\|D^{m} u\right\|_{L^{r}}+\|u\|_{L^{q}}\right)^{\theta}\|u\|_{L^{q}}^{1-\theta} \tag{2.2}
\end{equation*}
$$

where

$$
\frac{1}{p}=\frac{j}{n}+\theta\left(\frac{1}{r}-\frac{m}{n}\right)+(1-\theta) \frac{1}{q}
$$

for all $\theta$ in the interval

$$
\frac{j}{m} \leq \theta \leq 1
$$

Here the constant $c>0$ depends only on $n, m, j, q, r$ and $\theta$, with the two exceptional cases:
(i) If $j=0, r m<n$ and $q=\infty$, then we make the additional assumption that either $u$ tends to zero at infinity or $u \in L^{\widetilde{q}}$ for some $\widetilde{q}>0$.
(ii) If $1<r<\infty$ and $m-j-n / r$ is a nonnegative integer, then inequality (2.2) holds only for $j / m \leq \theta<1$.

As we can see that (1.1) is a stochastic PDE which should be understood in the sense of Stravonich. To study this equation we need to transfer the stochastic fractional reactiondiffusion equation (1.1) into a deterministic one with random parameters. Thanks to the special linear multiplicative noise, the equation (1.1) can be reduced to an equation with random coefficients by Ornstein-Ulenbeck transformation.

We consider the probability space $(\Omega, \mathcal{F}, P)$ where

$$
\Omega=\{\omega \in C(\mathbb{R}, \mathbb{R}): \omega(0)=0\}
$$

$\mathcal{F}$ is the Borel $\sigma$-algebra induced by the compact-open topology of $\Omega$, and $P$ the corresponding Wiener measure on $(\Omega, \mathcal{F})$. Defined a shift on $\Omega$ by

$$
\theta_{t} \omega(\cdot)=\omega(\cdot+t)-\omega(t), \quad \omega \in \Omega, t \in \mathbb{R}
$$

Then $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ is an ergodic metric dynamical system. We identify $W(t)$ with $\omega(t)$, i.e., $\omega(t)=W(t, \omega), t \in \mathbb{R}$.

We now introduce the stationary process

$$
z(t, \omega)=z\left(\theta_{t} \omega\right)=-\int_{-\infty}^{0} e^{\tau}\left(\theta_{t} \omega\right)(\tau) d \tau, \quad t \in \mathbb{R}
$$

which satisfies the stochastic differential equation:

$$
d z+z d t=d W(t)
$$

Moreover, for any $t, s \in \mathbb{R}$,

$$
z\left(t, \theta_{s} \omega\right)=z(t+s, \omega), \quad P \text {-a.s. }
$$

Here the exceptional set may be a priori depending on $t$ and $s$. In fact, we suppose that $z$ has a continuous modification. Once this modification is chosen, the exceptional set is independent of $t$. It is known that the random variable $z(\omega)$ is tempered (see [1]), there exists a $\theta_{t}$-invariant set $\widetilde{\Omega} \subset \Omega$ of full $P$ measure such that for every $\omega \in \widetilde{\Omega}, z\left(\theta_{t} \omega\right)$ is continuous in $t$, and

$$
\lim _{t \rightarrow \pm \infty} \frac{\left|z\left(\theta_{t} \omega\right)\right|}{|t|}=0 \quad \text { for all } \omega \in \widetilde{\Omega}
$$

and

$$
\lim _{t \rightarrow \pm \infty} \frac{1}{t} \int_{0}^{t} z\left(\theta_{t} \omega\right) d t=0 \quad \text { for all } \omega \in \widetilde{\Omega}
$$

In the sequel, we will write $\widetilde{\Omega}$ as $\Omega$ for convenience.
Then, by setting the unknown $v(t)$ as $v(t)=e^{-\beta z\left(\theta_{t} \omega\right)} u(t)$, we may transfer (1.1)-1.3) to obtain the following random differential equation

$$
\begin{equation*}
\frac{\partial v}{\partial t}+(-\Delta)^{\alpha} v+\lambda v=e^{-\beta z\left(\theta_{t} \omega\right)} f(u)+e^{-\beta z\left(\theta_{t} \omega\right)} g(x)+\beta z\left(\theta_{t} \omega\right) v, \quad x \in \mathbb{R}^{3}, t>0 \tag{2.3}
\end{equation*}
$$ with the initial data

$$
\begin{equation*}
v(x, 0)=v_{0}, \quad x \in \mathbb{R}^{3} \tag{2.4}
\end{equation*}
$$

and the periodic boundary condition

$$
\begin{equation*}
v\left(x+2 \pi e_{i}, t\right)=v(x, t), \quad x \in \mathbb{R}^{3}, t>0, i=1,2,3 \tag{2.5}
\end{equation*}
$$

Thus, from now on, we shall carry on our discussion mainly for the system 2.3 - 2.5 which is clearly equivalent for (1.1)-(1.3).

## 3. Existence and uniqueness of solutions

As the initial task, in this section, we establish the existence and uniqueness of weak solutions to the problem (2.3)-2.5 by applying the classical Faedo-Galerkin method. Throughout this section $T>0$ is a fixed time. We start by stating two lemmas to be used below.

Lemma 3.1. 23 Let $X_{0}, X$ and $X_{1}$ be three Banach spaces with $X_{0} \subset X \subset X_{1}$ and $X_{i}$ $(i=0,1)$ are reflexive. Assume that $X_{0}$ is compactly embedded in $X$. Let

$$
W=\left\{u \in L^{p_{0}}\left(0, T ; X_{0}\right): u^{\prime}=\frac{d u}{d t} \in L^{p_{1}}\left(0, T ; X_{1}\right)\right\}
$$

where $1<p_{i}<\infty, i=0,1$. Then with the norm

$$
\|u\|_{L^{p_{0}\left(0, T ; X_{0}\right)}}+\left\|u^{\prime}\right\|_{L^{p_{1}}\left(0, T ; X_{1}\right)},
$$

$W$ is compactly embedded in $L^{p_{0}}(0, T ; X)$.
Lemma 3.2. [19] Let $V, H$ be Hilbert spaces, $V^{*}$ is the dual of $V$ with $V \subset \subset H=H^{*} \subset$ $V^{*}$. Suppose that

$$
u \in L^{2}(0, T ; V) \quad \text { and } \quad \frac{d u}{d t} \in L^{2}\left(0, T, V^{*}\right)
$$

Then $u \in C([0, T] ; H)$.
Now, we present the result of existence and uniqueness of solution to (2.3)-2.5).
Theorem 3.3. Suppose that $v_{0} \in L^{2}(D)$, and $f$ satisfies 1.4 - 1.6 . Then there exists a unique global solution $v=v(x, t)$ to (2.3) such that

$$
v \in L^{\infty}\left(0, T ; L^{2}(D) \cap H^{\alpha}(D)\right), \quad v^{\prime} \in L^{\infty}\left(0, T ; H^{-\alpha}(D)\right) \quad \text { and } \quad v \in C\left([0, T] ; L^{2}(D)\right) .
$$

In particular, if $v_{0} \in H^{\alpha}(D)$, then
$v \in L^{\infty}\left(0, T ; H^{\alpha}(D) \cap H^{\alpha+1}(D)\right), \quad v^{\prime} \in L^{\infty}\left(0, T ; H^{-\alpha}(D)\right) \quad$ and $\quad v \in C\left([0, T] ; H^{\alpha}(D)\right)$.
Proof. We first prove the existence of solutions making use of the Faedo-Galerkin method.
Let $\left\{e_{k}, k=1,2, \ldots\right\}$ be the orthonormal basis of $L^{2}(D)$. Given a positive integer $m$, one can find a function $v_{m}=v_{m}(\cdot, t)$ of the form

$$
\begin{equation*}
v_{m}=\sum_{k=1}^{m} d_{m}^{k}(t) e_{k}, \tag{3.1}
\end{equation*}
$$

where the coefficients $d_{m}^{k}(t)$, for $0 \leq t \leq T, k=1,2, \ldots, m$, are chosen so that

$$
\begin{align*}
& \left(\frac{d v_{m}}{d t}, e_{k}\right)+\left((-\Delta)^{\alpha} v_{m}, e_{k}\right)+\lambda\left(v_{m}, e_{k}\right)  \tag{3.2}\\
= & e^{-\beta z}\left(f\left(u_{m}\right), e_{k}\right)+e^{-\beta z}\left(g, e_{k}\right)+\beta z\left(v_{m}, e_{k}\right)
\end{align*}
$$

and

$$
\begin{equation*}
v_{m}(0)=v_{0 m} \in X_{m}=\operatorname{span}\left\{e_{k}\right\}_{k=1}^{m}, \quad v_{0 m} \rightarrow v_{0} \quad \text { in } L^{2}(D) \text { as } m \rightarrow \infty \tag{3.3}
\end{equation*}
$$

Note that (3.2) is a system of nonlinear ODE subject to the initial condition (3.3). From (1.6), we know that the nonlinear term is Lipschtiz in $X_{m}$. According to standard existence theory for nonlinear differential equations, there exists a unique solution of 3.2 - 3.3 for $0 \leq t \leq t_{m}$. Next we shall show that we can take $t_{m}=T$ independent of $m$. To this end, we first prove that $v_{m}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{2}(D)\right)$. Multiply (3.2) by $d_{m}^{k}(t)$, sum for $k$ from 1 to $m$, and recall (3.1) to get

$$
\left(\frac{d v_{m}}{d t}, v_{m}\right)+\left((-\Delta)^{\alpha} v_{m}, v_{m}\right)+\lambda\left(v_{m}, v_{m}\right)=e^{-\beta z}\left(f\left(u_{m}\right), v_{m}\right)+e^{-\beta z}\left(g, v_{m}\right)+\beta z\left(v_{m}, v_{m}\right)
$$

Then integrating by parts, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|v_{m}\right\|^{2}+\left\|(-\Delta)^{\alpha / 2} v_{m}\right\|^{2}+\lambda\left\|v_{m}\right\|^{2}  \tag{3.4}\\
= & \beta z\left\|v_{m}\right\|^{2}+e^{-\beta z} \int_{D} f\left(u_{m}\right) v_{m} d x+e^{-\beta z} \int_{D} g v_{m} d x .
\end{align*}
$$

Applying (1.4), we deduce that

$$
\begin{equation*}
e^{-\beta z} \int_{D} f\left(u_{m}\right) v_{m} d x \leq-\beta_{1} e^{-2 \beta z}\left\|u_{m}\right\|_{p}^{p}+\gamma_{1}|D| e^{-2 \beta z} \tag{3.5}
\end{equation*}
$$

and by Young's inequality, we have

$$
\begin{equation*}
e^{-\beta z} \int_{D} g v_{m} d x \leq \frac{\lambda}{4}\left\|v_{m}\right\|^{2}+\frac{\|g\|^{2}}{\lambda} e^{-2 \beta z} . \tag{3.6}
\end{equation*}
$$

Thus it follows from (3.4)-(3.6) that

$$
\begin{aligned}
& \frac{d}{d t}\left\|v_{m}\right\|^{2}+2\left\|(-\Delta)^{\alpha / 2} v_{m}\right\|^{2}+\frac{3 \lambda}{2}\left\|v_{m}\right\|^{2}+2 \beta_{1} e^{-2 \beta z}\left\|u_{m}\right\|_{p}^{p} \\
\leq & 2 \beta z\left\|v_{m}\right\|^{2}+2 \gamma_{1}|D| e^{-\beta z}+\frac{2\|g\|^{2}}{\lambda} e^{-2 \beta z}
\end{aligned}
$$

By Grownall lemma, we obtain that

$$
\begin{align*}
& \left\|v_{m}\left(t, \omega, v_{0 m}(\omega)\right)\right\|^{2}+2 \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r}\left\|(-\Delta)^{\alpha / 2} v_{m}\left(s, \omega, v_{0 m}(\omega)\right)\right\|^{2} d s \\
& +\frac{\lambda}{2} \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r}\left\|v_{m}\left(s, \omega, v_{0 m}(\omega)\right)\right\|^{2} d s \\
& +2 \beta_{1} \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r+(p-2) \beta z\left(\theta_{s} \omega\right)}\left\|v_{m}\left(s, \omega, v_{0 m}(\omega)\right)\right\|_{p}^{p} d s  \tag{3.7}\\
& \leq e^{-\lambda t+2 \beta \int_{0}^{t} z\left(\theta_{r} \omega\right) d r}\left\|v_{0}(\omega)\right\|^{2} \\
& +2\left(\gamma_{1}|D|+\frac{1}{\lambda}\|g\|^{2}\right) \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s .
\end{align*}
$$

Note that $z\left(\theta_{t} \omega\right)$ is continuous in $t$ for fixed $\omega$. Therefore, for every $\omega \in \Omega$ and $T>0$, we obtain from (3.7) that

$$
\begin{equation*}
\left\{v_{m}\right\}_{m=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; L^{2}(D)\right) \cap L^{2}\left(0, T ; H^{\alpha}(D)\right) \cap L^{p}\left(0, T ; L^{p}(D)\right) \tag{3.8}
\end{equation*}
$$

Following exactly the same arguments as in the proofs of Lemma 4.4 (see details there), we can also get that

$$
\begin{equation*}
\left\|(-\Delta)^{\alpha} v_{m}\right\|^{2} \leq C(\omega) \tag{3.9}
\end{equation*}
$$

So, from Sobolev embedding theorem, (3.9) implies

$$
\begin{equation*}
\left\{v_{m}\right\}_{m=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; H^{\alpha}(D)\right) \tag{3.10}
\end{equation*}
$$

In addition, by 1.5), we have

$$
\int_{0}^{T} \int_{D}\left|f\left(e^{\beta z} v_{m}\right)\right|^{q} d x d t \leq c \int_{0}^{T} \int_{D}\left|v_{m}\right|^{p} d x d t+\widetilde{c}
$$

with $1 / q+1 / p=1$, which along with (3.8) shows that

$$
\left\{f\left(e^{-\beta z} v_{m}\right)\right\}_{m=1}^{\infty} \text { is bounded in } L^{q}\left(0, T ; L^{q}(D)\right)
$$

Now we prove that $v_{m}^{\prime} \in L^{\infty}\left(0, T ; H^{-\alpha}(D)\right)$. Indeed, for all $\varphi \in H^{\alpha}(D)$, we have

$$
\begin{equation*}
\left(v_{m}^{\prime}, \varphi\right)=-\left((-\Delta)^{\alpha} v_{m}, \varphi\right)-\lambda\left(v_{m}, \varphi\right)+\beta z\left(v_{m}, \varphi\right)+e^{-\beta z}\left(f\left(u_{m}\right), \varphi\right)+e^{-\beta z}(g, \varphi) \tag{3.11}
\end{equation*}
$$

From (1.5), together with Hölder inequality and Gagliardo-Nirenberg inequality, (3.11) implies that

$$
\begin{align*}
\left|\left(v_{m}^{\prime}, \varphi\right)\right| \leq & \left\|(-\Delta)^{\alpha / 2} v_{m}\right\|\left\|(-\Delta)^{\alpha / 2} \varphi\right\|+\lambda\left\|v_{m}\right\|\|\varphi\|+\beta|z|\left\|v_{m}\right\|\|\varphi\| \\
& +\beta_{2} e^{(p-2) \beta z}\left\|v_{m}\right\|_{L^{p}}^{p-1}\|\varphi\|_{L^{p}}+\gamma_{2} e^{-\beta z}\|\varphi\|+e^{-\beta z}\|g\|\|\varphi\|  \tag{3.12}\\
\leq & c\left(\left\|(-\Delta)^{\alpha / 2} \varphi\right\|+\|\varphi\|_{L^{p}}+\|\varphi\|\right)
\end{align*}
$$

where we have used the fact that $z\left(\theta_{t} \omega\right)$ is continuous in $t$, so that $z\left(\theta_{t} \omega\right)$ is bounded on $[0, T]$ for any fixed $T$. By Sobolev embedding theorem, we see that

$$
\|\varphi\|_{L^{p}} \leq c\left\|(-\Delta)^{\alpha / 2} \varphi\right\| \quad \text { and } \quad\|\varphi\| \leq \widetilde{c}\left\|(-\Delta)^{\alpha / 2} \varphi\right\|
$$

Thus, substituting it into (3.12) gives that

$$
\left|\left(v_{m}^{\prime}, \varphi\right)\right| \leq c\left\|(-\Delta)^{\alpha / 2} \varphi\right\|, \quad \forall \varphi \in H^{\alpha}(D)
$$

which implies

$$
\begin{equation*}
v_{m}^{\prime} \in L^{\infty}\left(0, T ; H^{-\alpha}(D)\right) \tag{3.13}
\end{equation*}
$$

Therefore, by (3.9) and (3.13), we deduce that there exists a subsequence of $v_{m_{l}}$ of $v_{m}$, such that

$$
\begin{equation*}
v_{m_{l}} \xrightarrow{w^{*}} v \text { in } L^{\infty}\left(0, T ; H^{2 \alpha}(D)\right), \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{m_{l}}^{\prime} \xrightarrow{w^{*}} v^{\prime} \text { in } L^{\infty}\left(0, T ; H^{-\alpha}(D)\right), \tag{3.15}
\end{equation*}
$$

for some $v \in L^{\infty}\left(0, T ; H^{-\alpha}(D)\right)$.
On the other hand, from (3.10) and (3.13), we infer that

$$
\begin{equation*}
v_{m} \text { is bounded in } L^{2}\left(0, T ; H^{\alpha}(D)\right) \text { and } v_{m}^{\prime} \text { is bounded in } L^{2}\left(0, T ; H^{-\alpha}(D)\right) \tag{3.16}
\end{equation*}
$$

Let $W=\left\{v: v \in L^{2}\left(0, T ; H^{\alpha}(D)\right), v^{\prime} \in L^{2}\left(0, T ; H^{-\alpha}(D)\right)\right\}$. Since $H^{\alpha}(D)$ is compactly embedded in $L^{2}(D), W$ is compactly embedded in $L^{2}\left(0, T ; L^{2}(D)\right)$ due to Lemma 3.1. Then, without loss of generality, we have that $v_{m_{l}}$ satisfies

$$
\begin{equation*}
v_{m_{l}} \rightarrow v \text { strongly in } L^{2}\left(0, T ; L^{2}(D)\right) \text { a.e. } \tag{3.17}
\end{equation*}
$$

So by (3.17) and the continuity of $f$, we can verify that

$$
\begin{equation*}
f\left(e^{-\beta z} v_{m_{l}}\right) \rightarrow f\left(e^{-\beta z} v\right) \text { weakly in } L^{q}\left(0, T ; L^{q}(D)\right) . \tag{3.18}
\end{equation*}
$$

By (3.2) we deduce that

$$
\begin{align*}
\left(v_{m_{l}}^{\prime}, e_{k}\right)= & -\left((-\Delta)^{\alpha} v_{m_{l}}, e_{k}\right)-\lambda\left(v_{m_{l}}, e_{k}\right)+\beta z\left(v_{m_{l}}, e_{k}\right)  \tag{3.19}\\
& +e^{-\beta z}\left(f\left(u_{m_{l}}\right), e_{k}\right)+e^{-\beta z}\left(g, e_{k}\right)
\end{align*}
$$

Now applying (3.14), (3.15) and (3.18) to (3.19) yields that

$$
\left(v_{t}, e_{k}\right)=-\left((-\Delta)^{\alpha} v, e_{k}\right)-\lambda\left(v, e_{k}\right)+\beta z\left(v, e_{k}\right)+e^{-\beta z}\left(f(u), e_{k}\right)+e^{-\beta z}\left(g, e_{k}\right)
$$

This equality holds for any fixed $k$. Hence, by the density of the basis $e_{k}$, we get

$$
\left(v_{t}, \varphi\right)+\left((-\Delta)^{\alpha} v, \varphi\right)+\lambda(v, \varphi)=\beta z(v, \varphi)+e^{-\beta z}(f(u), \varphi)+e^{-\beta z}(g, \varphi), \quad \forall \varphi \in H^{\alpha}(D)
$$

By (3.8), 3.16) and Lemma 3.2, we obtain that $v_{m_{l}} \in C\left([0, T] ; L^{2}(D)\right)$. Then,

$$
v_{m_{l}}(0) \rightarrow v(0) \text { weakly in } L^{2}(D)
$$

But from (3.3), we have

$$
v_{m_{l}}(0) \rightarrow v_{0} \text { weakly in } L^{2}(D)
$$

Therefore, $v(0)=v_{0}$.

Next we show the uniqueness of the solutions.
Assume that there are solutions $v_{1}$ and $v_{2}$ to the problem (2.3)-2.5). Let $\widetilde{w}=v_{1}-v_{2}$. Then, we get

$$
\begin{equation*}
\frac{\partial \widetilde{w}}{\partial t}+(-\Delta)^{\alpha} \widetilde{w}+\lambda \widetilde{w}=\beta z \widetilde{w}+e^{-\beta z}\left(f\left(e^{\beta z} v_{1}\right)-f\left(e^{\beta z} v_{2}\right)\right) \tag{3.20}
\end{equation*}
$$

with $\widetilde{w}(0)=0$. Take the inner product of (3.20) with $\widetilde{w}$ in $L^{2}(D)$ to find

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\widetilde{w}\|^{2}+\left\|(-\Delta)^{\alpha / 2} \widetilde{w}\right\|^{2}+\lambda\|\widetilde{w}\|^{2}=\beta z\|\widetilde{w}\|^{2}+e^{-\beta z}\left(f\left(e^{\beta z} v_{1}\right)-f\left(e^{\beta z} v_{2}\right), \widetilde{w}\right) \tag{3.21}
\end{equation*}
$$

From condition (1.6), we have

$$
e^{-\beta z}\left(f\left(e^{\beta z} v_{1}\right)-f\left(e^{\beta z} v_{2}\right), \widetilde{w}\right) \leq \beta_{3}\|\widetilde{w}\|^{2} .
$$

Then (3.21) implies that

$$
\frac{d}{d t}\|\widetilde{w}\|^{2}+2\left\|(-\Delta)^{\alpha / 2} \widetilde{w}\right\|^{2}+2 \lambda\|\widetilde{w}\|^{2} \leq 2\left(\beta z+\beta_{3}\right)\|\widetilde{w}\|^{2}
$$

By Gronwall inequality, for all $t \in[0, T]$, we get that

$$
\|\widetilde{w}(t)\|^{2} \leq e^{2 \int_{0}^{t} \beta_{3}+\beta z\left(\theta_{s} \omega\right) d s}\|\widetilde{w}(0)\|^{2}=0
$$

So $\widetilde{w}=0$. The proof is completed.
From Theorem 3.3, we know that (2.3) has a unique solution $v\left(\cdot, \omega, v_{0}\right) \in C([0, \infty)$, $\left.L^{2}(D)\right)$ with $v\left(0, \omega, v_{0}\right)=v_{0}(\omega)$. Moreover, we have that $v\left(t, \omega, v_{0}\right)$ is unique and continuous with respect to $v_{0}$ in $L^{2}(D)$ for all $t \geq 0$. We define a mapping $\varphi: \mathbb{R}^{+} \times \Omega \times L^{2}(D) \rightarrow$ $L^{2}(D)$ by

$$
\begin{equation*}
\varphi(t, \omega) v_{0}=v\left(t, \omega, v_{0}\right) \quad \text { for all } v_{0} \in L^{2}(D), t \geq 0 \text { and } \omega \in \Omega . \tag{3.22}
\end{equation*}
$$

Then $\varphi$ is a continuous random dynamical system associated with the problem (2.3)-2.5) in $L^{2}(D)$.

Let $u\left(t, \omega, u_{0}\right)=e^{\beta z\left(\theta_{t} \omega\right)} v\left(t, \omega, v_{0}\right)$. Then the process $u$ is the solution of problem (1.1)-(1.3). We now define a mapping $\phi: \mathbb{R}^{+} \times \Omega \times L^{2}(D) \rightarrow L^{2}(D)$ by

$$
\phi(t, \omega) u_{0}=u\left(t, \omega, u_{0}\right)=e^{\beta z\left(\theta_{t} \omega\right)} v\left(t, \omega, e^{-\beta z(\omega)} u_{0}\right),
$$

for $u_{0} \in L^{2}(D), t \geq 0$, and for all $\omega \in \Omega$. It is easy to check that $\phi$ satisfies the two conditions in Definition 2.2. Therefore, $\phi$ is a continuous random dynamical system associated with the problem (1.1)-(1.3) on $L^{2}(D)$.

Observe that, the two random dynamical systems $\varphi$ and $\phi$ are equivalent, so $\phi$ has a random attractor if and only if $\varphi$ possesses one. Hence, in the sequel, we only need to study the dynamics for the random dynamical system $\varphi$.

## 4. A priori estimates

To study the dynamics for the random dynamical system $\varphi$ we have to conduct a priori estimates of the solutions to problem (2.3)-2.5), this is exactly the goal of this section. The estimates established here are necessary for proving the asymptotical compactness of the corresponding random dynamical system $\varphi$. In what follows, we always assume that $\mathcal{D}$ is the collection of all tempered random subsets in $L^{2}(D)$ and $g \in H^{1}\left(\mathbb{R}^{3}\right)$. And for brevity, we write $\int_{D} f d x$ as $\int f$ and use $c$ and $c_{i}(i=1,2, \ldots)$ to denote different positive constants which may change their values from line to line or even in the same lines.

Lemma 4.1. Assume that (1.4)-(1.6) hold. Let $B=\{B(\omega)\} \in \mathcal{D}, v_{0}(\omega) \in B(\omega)$ and $R_{0}>0$ be fixed. Then for $P$-a.e. $\omega \in \Omega$, there exists $T_{0 B}(\omega)>0$ such that for any $t \geq T_{0 B}(\omega)$, one has

$$
\left\|v\left(t, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2} \leq R_{0}^{2}
$$

Proof. Taking the inner product of 2.3 with $v$ in $L^{2}(D)$ to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v\|^{2}+\left\|(-\Delta)^{\alpha / 2} v\right\|^{2}+\lambda\|v\|^{2}=\beta z\|v\|^{2}+e^{-\beta z}(f, v)+e^{-\beta z}(g, v) \tag{4.1}
\end{equation*}
$$

By (1.4), we have

$$
\begin{equation*}
e^{-\beta z}(f, v) \leq-\beta_{1} e^{-2 \beta z}\|u\|_{p}^{p}+\gamma_{1}|D| e^{-2 \beta z} \tag{4.2}
\end{equation*}
$$

and using Young's inequality, we find

$$
\begin{equation*}
e^{-\beta z}(g, v) \leq \frac{\lambda}{4}\|v\|^{2}+\frac{e^{-2 \beta z}}{\lambda}\|g\|^{2} \tag{4.3}
\end{equation*}
$$

Substituting (4.2) and (4.3) into (4.1) to get

$$
\begin{align*}
& \frac{d}{d t}\|v\|^{2}+2\left\|(-\Delta)^{\alpha / 2} v\right\|^{2}+\frac{3 \lambda}{2}\|v\|^{2}+2 \beta_{1} e^{-2 \beta z}\|u\|_{p}^{p} \\
\leq & 2 \beta z\|v\|^{2}+2 \gamma_{1}|D| e^{-2 \beta z}+\frac{2 e^{-2 \beta z}}{\lambda}\|g\|^{2} \tag{4.4}
\end{align*}
$$

Multiplying (4.4) by $e^{\lambda t-2 \beta} \int_{0}^{t} z\left(\theta_{r} \omega\right) d r$ and integrating over $[0, t]$ yield that

$$
\begin{align*}
& \left\|v\left(t, \omega, v_{0}(\omega)\right)\right\|^{2}+2 \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r}\left\|(-\Delta)^{\alpha / 2} v\left(s, \omega, v_{0}(\omega)\right)\right\|^{2} d s \\
& \quad+2 \beta_{1} \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)}\left\|u\left(s, \omega, u_{0}(\omega)\right)\right\|_{p}^{p} d s  \tag{4.5}\\
& \leq e^{-\lambda t+2 \beta \int_{0}^{t} z\left(\theta_{r} \omega\right) d r}\left\|v_{0}(\omega)\right\|^{2} \\
& \quad+2\left(\gamma_{1}|D|+\frac{1}{\lambda}\|g\|^{2}\right) \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s .
\end{align*}
$$

Replacing $\omega$ by $\theta_{-t} \omega$, then we deduce from (4.5),

$$
\begin{align*}
& \left\|v\left(t, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2} \\
& +2 \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r-t} \omega\right) d r}\left\|(-\Delta)^{\alpha / 2} v\left(s, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2} d s \\
& +2 \beta_{1} \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r-t} \omega\right) d r-2 \beta z\left(\theta_{s-t} \omega\right)}\left\|u\left(s, \theta_{-t} \omega, u_{0}\left(\theta_{-t} \omega\right)\right)\right\|_{p}^{p} d s \\
\leq & e^{-\lambda t+2 \beta \int_{0}^{t} z\left(\theta_{r-t} \omega\right) d r}\left\|v_{0}\left(\theta_{-t} \omega\right)\right\|^{2}  \tag{4.6}\\
& +2\left(\gamma_{1}|D|+\frac{1}{\lambda}\|g\|^{2}\right) \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r-t} \omega\right) d r-2 \beta z\left(\theta_{s-t} \omega\right)} d s \\
= & e^{-\lambda t+2 \beta \int_{-t}^{0} z\left(\theta_{r} \omega\right) d r}\left\|v_{0}\left(\theta_{-t} \omega\right)\right\|^{2} \\
& +2\left(\gamma_{1}|D|+\frac{1}{\lambda}\|g\|^{2}\right) \int_{-t}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s .
\end{align*}
$$

Since $\{B(\omega)\} \in \mathcal{D}$ is tempered, for any $v_{0}\left(\theta_{-t} \omega\right) \in B\left(\theta_{-t} \omega\right)$, we see that

$$
\lim _{t \rightarrow+\infty} e^{-\lambda t+2 \beta \int_{-t}^{0} z\left(\theta_{r} \omega\right) d r}\left\|v_{0}\left(\theta_{-t} \omega\right)\right\|^{2}=\lim _{t \rightarrow+\infty} e^{-\lambda t+2 \beta \int_{-t}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{t} \omega\right)}=0
$$

Therefore, there exist $R_{0}>0$ and $T_{0 B}(\omega)>0$ such that for any $t \geq T_{0 B}(\omega)$,

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} e^{-\lambda t+2 \beta \int_{-t}^{0} z\left(\theta_{r} \omega\right) d r}\left\|v_{0}\left(\theta_{-t} \omega\right)\right\|^{2} \\
& +2\left(\gamma_{1}|D|+\frac{1}{\lambda}\|g\|^{2}\right) \int_{-t}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s \\
\leq & R_{0}^{2}
\end{aligned}
$$

which along with 4.6) shows that, for any $t \geq T_{0 B}(\omega)$,

$$
\begin{aligned}
& \left\|v\left(t, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2}+2 \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r-t} \omega\right) d r}\left\|(-\Delta)^{\alpha / 2} v\left(s, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2} d s \\
& +2 \beta_{1} \int_{0}^{t} e^{\lambda(s-t)+2 \beta \int_{s}^{t} z\left(\theta_{r-t} \omega\right) d r-2 \beta z\left(\theta_{s-t} \omega\right)}\left\|u\left(s, \theta_{-t} \omega, u_{0}\left(\theta_{-t} \omega\right)\right)\right\|_{p}^{p} d s \\
& \leq R_{0}^{2} .
\end{aligned}
$$

The proof is completed.
Lemma 4.2. Assume that (1.4)-1.6) hold. Then for $P$-a.e. $\omega \in \Omega$, there exists $T_{1 B}(\omega)>$ $T_{0 B}(\omega)>0$ such that for any $t \geq T_{1 B}(\omega)$, we have

$$
\left\|\nabla v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \leq R_{1}^{2}(\omega)
$$

where $R_{1}^{2}(\omega)=c_{1}^{\prime} R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r d s+\frac{2\|\nabla g\|^{2}}{\lambda} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right) d s$ for some $c_{1}^{\prime}>0$.

Proof. Taking the inner product of 2.3 with $-\Delta v$ in $L^{2}(D)$, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\nabla v\|^{2}+\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+\lambda\|\nabla v\|^{2}  \tag{4.7}\\
= & \beta z\|\nabla v\|^{2}+e^{-\beta z}(f(u),-\Delta v)+e^{-\beta z}(g,-\Delta v) .
\end{align*}
$$

By condition (1.6), it can be seen that

$$
\begin{equation*}
e^{-\beta z}(f(u),-\Delta v)=e^{-\beta z} \int f^{\prime}(u) \nabla u \cdot \nabla v \leq \beta_{3}\|\nabla v\|^{2} \tag{4.8}
\end{equation*}
$$

And from Young's inequality, it is easy to get

$$
\begin{equation*}
e^{-\beta z}(g,-\Delta v) \leq \frac{\lambda}{4}\|\nabla v\|^{2}+\frac{e^{-2 \beta z}}{\lambda}\|\nabla g\|^{2} \tag{4.9}
\end{equation*}
$$

So, it follows from (4.7)-4.9) that

$$
\begin{equation*}
\frac{d}{d t}\|\nabla v\|^{2}+2\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+\frac{3 \lambda}{2}\|\nabla v\|^{2} \leq 2 \beta z\|\nabla v\|^{2}+2 \beta_{3}\|\nabla v\|^{2}+\frac{2 e^{-2 \beta z}}{\lambda}\|\nabla g\|^{2} \tag{4.10}
\end{equation*}
$$

Take $t \geq T_{0 B}(\omega)$, multiply 4.10) by $e^{\lambda t-2 \beta \int_{0}^{t} z\left(\theta_{s} \omega\right) d s}$ and integrate over $[s, t+1]$ with $s \in[t, t+1]$, then integrate the resulting inequality over $[t, t+1]$ with respect to $s$, we then have

$$
\begin{align*}
& \left\|\nabla v\left(t+1, \omega, v_{0}(\omega)\right)\right\|^{2} \\
& +2 \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r}\left\|(-\Delta)^{(1+\alpha) / 2} v\left(s, \omega, v_{0}(\omega)\right)\right\|^{2} d s \\
\leq & \left(2 \beta_{3}+1\right) \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r}\left\|\nabla v\left(s, \omega, v_{0}(\omega)\right)\right\|^{2} d s  \tag{4.11}\\
& +\frac{2\|\nabla g\|^{2}}{\lambda} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s .
\end{align*}
$$

Using the Gagliardo-Nirenberg inequality in Lemma 2.12, we find that

$$
\begin{aligned}
\left(2 \beta_{3}+1\right)\|\nabla v\|^{2} & \leq c_{1}\left(2 \beta_{3}+1\right)\left(\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|+\|v\|\right)^{2 /(1+\alpha)}\|v\|^{2 \alpha /(1+\alpha)} \\
& \leq\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+c_{1}^{\prime}\|v\|^{2}
\end{aligned}
$$

where $c_{1}^{\prime}=\left(c_{1}\left(2 \beta_{3}+1\right)\right)^{(1+\alpha) / \alpha}\left(\frac{2}{1+\alpha}\right)^{1 / \alpha} \cdot \frac{\alpha}{1+\alpha}+1$.
Substituting $\omega$ by $\theta_{-t-1} \omega$ in 4.11) and combining above inequality, we get

$$
\begin{align*}
& \left\|\nabla v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \\
\leq & c_{1}^{\prime} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r}\left\|v\left(s, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} d s  \tag{4.12}\\
& +\frac{2\|\nabla g\|^{2}}{\lambda} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r-2 \beta z\left(\theta_{s-t-1} \omega\right)} d s .
\end{align*}
$$

Since $t \geq T_{0 B}(\omega)$, by Lemma 4.1, one has

$$
\begin{align*}
& c_{1}^{\prime} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r}\left\|v\left(s, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} d s \\
\leq & c_{1}^{\prime} R_{0}^{2} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r} d s \\
= & c_{1}^{\prime} R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s+t+1}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r} d s  \tag{4.13}\\
= & c_{1}^{\prime} R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r} d s .
\end{align*}
$$

In addition,

$$
\begin{align*}
& \frac{2\|\nabla g\|^{2}}{\lambda} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r-2 \beta z\left(\theta_{s-t-1} \omega\right)} d s  \tag{4.14}\\
\leq & \frac{2\|\nabla g\|^{2}}{\lambda} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s .
\end{align*}
$$

Then, from (4.12)-(4.14), we obtain

$$
\left\|\nabla v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \leq R_{1}^{2}(\omega)
$$

where $R_{1}^{2}(\omega)=c_{1}^{\prime} R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r} d s+\frac{2\|\nabla g\|^{2}}{\lambda} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right) d s$, which completes the proof.

Lemma 4.3. Assume that (1.4)-1.6) hold. Then for $P$-a.e. $\omega \in \Omega$, there exists $T_{2 B}(\omega)>$ $T_{1 B}(\omega)>0$ such that for any $t \geq T_{2 B}(\omega)$, we have

$$
\left\|(-\Delta)^{(1+\alpha) / 2} v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \leq R_{2}^{2}(\omega)
$$

where $R_{2}^{2}(\omega)=R_{0}^{2}\left(c_{2}^{\prime}+c_{3}^{\prime}\right) \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r d s+2\|\nabla g\|^{2} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s$ with constants $c_{2}^{\prime}, c_{3}^{\prime}>0$.

Proof. Take the inner product of (2.3) with $(-\Delta)^{1+\alpha} v$ in $L^{2}(D)$ to find

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+\left\|(-\Delta)^{1 / 2+\alpha}\right\|^{2}+\lambda\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}  \tag{4.15}\\
= & \beta z\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+e^{-\beta z}\left(f(u),(-\Delta)^{1+\alpha} v\right)+e^{-\beta z}\left(g,(-\Delta)^{1+\alpha} v\right)
\end{align*}
$$

By (1.6) as well as Young's inequality, we obtain

$$
\begin{equation*}
e^{-\beta z}\left(f(u),(-\Delta)^{1+\alpha} v\right) \leq \beta_{3}\|\nabla v\| \cdot\left\|(-\Delta)^{1 / 2+\alpha} v\right\| \leq \frac{1}{4}\left\|(-\Delta)^{1 / 2+\alpha} v\right\|^{2}+\beta_{3}^{2}\|\nabla v\|^{2} \tag{4.16}
\end{equation*}
$$ and

$$
\begin{equation*}
e^{-\beta z}\left(g,(-\Delta)^{1+\alpha} v\right) \leq \frac{1}{4}\left\|(-\Delta)^{1 / 2+\alpha} v\right\|^{2}+e^{-2 \beta z}\|\nabla g\|^{2} \tag{4.17}
\end{equation*}
$$

Then it follows from 4.15-4.17) that

$$
\begin{align*}
& \frac{d}{d t}\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+\left\|(-\Delta)^{1 / 2+\alpha} v\right\|^{2}+2 \lambda\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}  \tag{4.18}\\
\leq & 2 \beta z\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2}+2 \beta_{3}^{2}\|\nabla v\|^{2}+2 e^{-2 \beta z}\|\nabla g\|^{2}
\end{align*}
$$

Take $t>T_{2 B}(\omega)>T_{1 B}(\omega)$, multiply 4.18) by $e^{\lambda t-2 \beta \int_{0}^{t} z\left(\theta_{s} \omega\right) d s}$ and integrate over $[s, t+1]$ with $s \in[t, t+1]$, then integrate the resulting inequality over $[t, t+1]$ with respect to $s$, we get

$$
\begin{align*}
& \left\|(-\Delta)^{(1+\alpha) / 2} v\left(t+1, \omega, v_{0}(\omega)\right)\right\|^{2} \\
& +\int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r}\left\|(-\Delta)^{1 / 2+\alpha} v\left(s, \omega, v_{0}(\omega)\right)\right\|^{2} d s \\
\leq & \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r}\left\|(-\Delta)^{(1+\alpha) / 2} v\left(s, \omega, v_{0}(\omega)\right)\right\|^{2} d s  \tag{4.19}\\
& +2 \beta_{3}^{2} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r}\left\|\nabla v\left(s, \omega, v_{0}(\omega)\right)\right\|^{2} d s \\
& +2\|\nabla g\|^{2} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s .
\end{align*}
$$

On the other hand, by the Gagliardo-Nirenberg inequality, we obtain

$$
\begin{align*}
\left\|(-\Delta)^{(1+\alpha) / 2} v\right\|^{2} & \leq c_{2}\left(\left\|(-\Delta)^{1 / 2+\alpha} v\right\|+\|v\|\right)^{(2+2 \alpha) /(1+2 \alpha)} \cdot\|v\|^{2 \alpha /(1+2 \alpha)}  \tag{4.20}\\
& \leq \frac{1}{2}\left\|(-\Delta)^{1 / 2+\alpha} v\right\|^{2}+c_{2}^{\prime}\|v\|^{2}
\end{align*}
$$

where $c_{2}^{\prime}=\frac{\alpha}{1+2 \alpha}\left(\frac{4(1+\alpha)}{1+2 \alpha}\right)^{(1+\alpha) / \alpha} c_{2}^{(1+2 \alpha) / \alpha}+\frac{1}{2}$. Similarly, we have

$$
\begin{align*}
2 \beta_{3}^{2}\|\nabla v\|^{2} & \leq 2 \beta_{3}^{2} c_{3}\left(\left\|(-\Delta)^{1 / 2+\alpha} v\right\|+\|v\|\right)^{2 /(1+2 \alpha)} \cdot\|v\|^{4 \alpha /(1+2 \alpha)}  \tag{4.21}\\
& \leq \frac{1}{2}\left\|(-\Delta)^{1 / 2+\alpha} v\right\|^{2}+c_{3}^{\prime}\|v\|^{2},
\end{align*}
$$

where $c_{3}^{\prime}=\frac{2 \alpha}{1+2 \alpha}\left(\frac{4}{1+2 \alpha}\right)^{1 /(2 \alpha)}\left(2 \beta_{3}^{2} c_{3}\right)^{(1+2 \alpha) /(2 \alpha)}+\frac{1}{2}$.
Substituting 4.20 and 4.21 into 4.19, and replacing $\omega$ by $\theta_{-t-1} \omega$, we get

$$
\begin{aligned}
& \left\|(-\Delta)^{(1+\alpha) / 2} v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \\
\leq & \left(c_{2}^{\prime}+c_{3}^{\prime}\right) \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{t}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r}\left\|v\left(s, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} d s \\
& +2\|\nabla g\|^{2} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{t}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r-2 \beta z\left(\theta_{s-t-1} \omega\right)} d s \\
\leq & R_{0}^{2}\left(c_{2}^{\prime}+c_{3}^{\prime}\right) \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{s}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r} d s
\end{aligned}
$$

$$
\begin{aligned}
& +2\|\nabla g\|^{2} \int_{t}^{t+1} e^{\lambda(s-t-1)+2 \beta \int_{t}^{t+1} z\left(\theta_{r-t-1} \omega\right) d r-2 \beta z\left(\theta_{s-t-1} \omega\right)} d s \\
\leq & \left(c_{2}^{\prime}+c_{3}^{\prime}\right) R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r} d s+2\|\nabla g\|^{2} \int_{-1}^{0} e^{\lambda s+2 \beta \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right)} d s \\
:= & R_{2}^{2}(\omega) .
\end{aligned}
$$

Then the proof is completed.
Lemma 4.4. Assume that (1.4)-1.6) hold. Then for $P$-a.e. $\omega \in \Omega$, there exists $T_{3 B}(\omega)>$ $T_{2 B}(\omega)>0$ such that for any $t \geq T_{3 B}(\omega)$, we have

$$
\left\|(-\Delta)^{\alpha} v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \leq R_{3}^{2}(\omega)
$$

where $R_{3}^{2}(\omega)=c R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r d s+2\|\nabla g\|^{2} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right) d s$.
Proof. Multiply (2.3) by $(-\Delta)^{2 \alpha} v$ and integrate in $L^{2}(D)$ to obtain

$$
\begin{align*}
& \frac{d}{d t}\left\|(-\Delta)^{\alpha} v\right\|^{2}+2\left\|(-\Delta)^{3 \alpha / 2} v\right\|^{2}+2 \lambda\left\|(-\Delta)^{\alpha} v\right\|^{2}  \tag{4.22}\\
= & 2 e^{-\beta z}\left(f(u),(-\Delta)^{2 \alpha} v\right)+2 e^{-\beta z}\left(g,(-\Delta)^{2 \alpha} v\right)+2 \beta z\left\|(-\Delta)^{\alpha} v\right\|^{2} .
\end{align*}
$$

Using condition (1.6), Gigliardo-Nirenberg inequality and Young's inequality again, we see

$$
\begin{align*}
& 2 e^{-\beta z}\left(f(u),(-\Delta)^{2 \alpha} v\right) \\
= & 2 e^{-\beta z}\left(f^{\prime}(u) \nabla u,(-\Delta)^{2 \alpha-1 / 2} v\right)=2\left(f^{\prime}(u) \nabla v,(-\Delta)^{2 \alpha-1 / 2} v\right) \\
\leq & 2 \beta_{3}\|\nabla v\|\left\|(-\Delta)^{2 \alpha-1 / 2} v\right\| \leq \beta_{3}^{2}\|\nabla v\|^{2}+\left\|(-\Delta)^{2 \alpha-1 / 2} v\right\|^{2} \\
\leq & c_{4}\left(\left\|(-\Delta)^{3 \alpha / 2} v\right\|+\|v\|\right)^{2 /(3 \alpha)}\|v\|^{2(3 \alpha-1) /(3 \alpha)}  \tag{4.23}\\
& +c_{5}\left(\left\|(-\Delta)^{3 \alpha / 2} v\right\|+\|v\|\right)^{2(4 \alpha-1) /(3 \alpha)}\|v\|^{2(1-\alpha) /(3 \alpha)} \\
\leq & \frac{1}{2}\left\|(-\Delta)^{3 \alpha / 2} v\right\|^{2}+c\|v\|^{2},
\end{align*}
$$

and

$$
\begin{align*}
2 e^{-\beta z}\left(g,(-\Delta)^{2 \alpha} v\right) & \leq 2 e^{-\beta z}\|\nabla g\|\left\|(-\Delta)^{2 \alpha-1 / 2} v\right\| \\
& \leq e^{-2 \beta z}\|\nabla g\|^{2}+\frac{1}{2}\left\|(-\Delta)^{3 \alpha / 2} v\right\|^{2}+c\|v\|^{2} . \tag{4.24}
\end{align*}
$$

So it follows from (4.22)-(4.24) that

$$
\begin{aligned}
& \frac{d}{d t}\left\|(-\Delta)^{\alpha} v\right\|^{2}+\left\|(-\Delta)^{3 \alpha / 2} v\right\|^{2}+2 \lambda\left\|(-\Delta)^{\alpha} v\right\|^{2} \\
\leq & 2 \beta z\left\|(-\Delta)^{\alpha} v\right\|^{2}+c\|v\|^{2}+2 e^{-2 \beta z}\|\nabla g\|^{2} .
\end{aligned}
$$

By a similar process as performed in Lemma 4.3, we obtain that there exists $T_{3 B}(\omega)>$ $T_{2 B}(\omega)$ such that for any $t \geq T_{3 B}(\omega)$, we have

$$
\left\|(-\Delta)^{\alpha} v\left(t+1, \theta_{-t-1} \omega, v_{0}\left(\theta_{-t-1} \omega\right)\right)\right\|^{2} \leq R_{3}^{2}(\omega)
$$

where $R_{3}^{2}(\omega)=c R_{0}^{2} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r d s+2\|\nabla g\|^{2} \int_{-1}^{0} e^{\lambda s+2 \beta} \int_{s}^{0} z\left(\theta_{r} \omega\right) d r-2 \beta z\left(\theta_{s} \omega\right) d s$. This is the desired assertion.

## 5. Existence of random attractors

In this section we study the existence and uniqueness of random attractor in space $L^{2}(D)$ for the associated $\operatorname{RDS} \varphi$ (defined by (3.22) ) and its regularity as well, that is, we will show at the same time that the obtained random attractor in $L^{2}(D)$ is also actually in the spaces $H^{1}(D)$ and $H^{2 \alpha}(D)$. For this purpose, as we mentioned in Section 1, we first need to establish an abstract result on existence of the so-called bi-spacial random attractors.

### 5.1. An abstract result

Theorem 5.1. Let $(X, Y)$ be a limit-identical pair of Banach spaces and $\mathcal{D}$ be a universe in $X$. Assume that $\varphi$ is a continuous random dynamical system on $X$ over $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ taking its values in $Y$ in the sense of (2.1). Moreover,
(i) $\varphi$ has a closed and random absorbing set $K(K \in \mathcal{D})$ in $X$.
(ii) $\varphi$ is $\mathcal{D}$-asymptotically compact in $X$.
(iii) $\varphi$ is $\mathcal{D}$-asymptotically compact in $Y$.

Then $\varphi$ has a unique ( $X, Y$ )-random attractor $\mathcal{A}(\omega)$ given by

$$
\begin{equation*}
\mathcal{A}(\omega)=\bigcap_{\tau \geq 0} \bigcup_{\bigcup_{t \geq \tau} \varphi\left(t, \theta_{-t} \omega\right)\left(K\left(\theta_{-t} \omega\right) \cap Y\right)}{ }^{Y} . \tag{5.1}
\end{equation*}
$$

Proof. The proof is similar to that of Theorem 3.1 in [14], so we only sketch it here.
Let $\mathcal{K}_{1}(\omega)=K(\omega) \cap Y$. Since $\varphi$ is assumed to take its values in $Y, \mathcal{K}_{1}(\omega)$ is also a $\mathcal{D}$-absorbing set (but it may not be a closed set in $X$ ). By virtue of assumption (iii) and the definition of $\mathcal{A}(\omega)$, it is easy to prove that $\mathcal{A}(\omega)$ is compact in $Y$. So, to prove the existence of $(X, Y)$-random attractor for $\varphi$, we only need to verify the conditions (i), (iii) and (iv) in Definition 2.8.

First, we check the conditions (i) and (iii) by showing $\mathcal{A}=\mathcal{A}_{1}=\mathcal{A}_{X}$, where $\mathcal{A}_{X}$ (resp. $\mathcal{A}_{1}$ ) is the omega-limit set of $K$ (resp. $\mathcal{K}_{1}$ ) in $X$. Indeed, if $x \in \mathcal{A}_{1}(\omega)$, then there exist $t_{n} \rightarrow+\infty$ and a sequence $\left\{x_{n}\right\}$ with $x_{n} \in \mathcal{K}_{1}\left(\theta_{-t_{n}} \omega\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) x_{n}-x\right\|_{X}=0 \tag{5.2}
\end{equation*}
$$

Since $\varphi$ takes its values in $Y$ in the sense of (2.1), and $\varphi$ is $\mathcal{D}$-asymptotically compact in $Y$ by assumption (iii), there exist a subsequence $\varphi\left(t_{n_{j}}, \theta_{-t_{n_{j}}} \omega\right) x_{n_{j}}$ of $\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) x_{n}$ and a $y \in Y$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\varphi\left(t_{n_{j}}, \theta_{-t_{n_{j}}} \omega\right) x_{n_{j}}-y\right\|_{Y}=0 \tag{5.3}
\end{equation*}
$$

Hence, $y \in \mathcal{A}$, the omega-limit set of $\mathcal{K}_{1}$ in $Y$. Noting that $(X, Y)$-is assumed to be a limit-identical pair, we see from (5.2) and (5.3) that $x=y \in \mathcal{A}(\omega)$ and thus $\mathcal{A}_{1}(\omega) \subset \mathcal{A}(\omega)$. Conversely, by the assumption (ii), that is, $\varphi$ is $\mathcal{D}$-asymptotically compact in $X$, we can check similarly that $\mathcal{A}_{1}(\omega) \supset \mathcal{A}(\omega)$ also holds. Hence, $\mathcal{A}=\mathcal{A}_{1}$.

Next we prove $\mathcal{A}_{X}=\mathcal{A}_{1}$. Obviously, the omega-limits set $\mathcal{A}_{X}$ of $K$ in $X$ is a random attractor of $\varphi$ in $X$, and the $\mathcal{F}$-measurability of $\mathcal{A}_{X}$ follows from [4]. Let now $x \in \mathcal{A}_{X}(\omega)$. Then by the invariance of $\mathcal{A}_{X}$ we can write $x=\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) x_{n}$ for some $t_{n} \rightarrow+\infty$ and $x_{n} \in \mathcal{A}_{X}\left(\theta_{-t_{n}} \omega\right) \subset K\left(\theta_{-t_{n}} \omega\right)$. Since the absorbing set $\mathcal{K}_{1}$ absorbs $K$ (here we use $K \in \mathcal{D}$ ), there is a large time $T$ such that

$$
y_{n}:=\varphi\left(T, \theta_{-T} \theta_{T-t_{n}} \omega\right) x_{n} \in \mathcal{K}_{1}\left(\theta_{T-t_{n}} \omega\right) .
$$

By the cocycle property of $\varphi$, we have

$$
\varphi\left(t_{n}-T, \theta_{T-t_{n}} \omega\right) y_{n}=\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) x_{n}=x .
$$

Since $t_{n}-T \rightarrow+\infty$, we have $x \in \mathcal{A}_{1}(\omega)$, which indicates that $\mathcal{A}_{X}(\omega) \subset \mathcal{A}_{1}(\omega)$. On the other hand, it is obvious that $\mathcal{A}_{X}(\omega) \supset \mathcal{A}_{1}(\omega)$ since $K(\omega) \supset \mathcal{K}_{1}(\omega)$. So $\mathcal{A}_{1}=\mathcal{A}_{X}$ and thus $\mathcal{A}=\mathcal{A}_{1}=\mathcal{A}_{X}$. In particular, $\mathcal{A}$ is invariant and $\mathcal{F}$-measurable in $X$ such that $\mathcal{A} \subset K$ with $K \in \mathcal{D}$.

Then we turn to check the condition (iv) in Definition 2.8. Precisely, we prove the attracting of $\mathcal{A}$ in $Y$, namely, $\mathcal{A}$ attracts every element $D \in \mathcal{D}$ under the topology of $Y$. If it is not true, then there exist $\delta>0$ and $z_{n} \in D\left(\theta_{-t_{n}} \omega\right)$ with $t_{n} \rightarrow+\infty$ such that

$$
\begin{equation*}
d_{Y}\left(\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) z_{n}, \mathcal{A}(\omega)\right) \geq \delta \quad \text { for all } n \in \mathbb{N} \tag{5.4}
\end{equation*}
$$

Note that $\varphi$ is $\mathcal{D}$-asymptotically compact in $Y$, there is a $z \in Y$ such that up to a subsequence (relabeled by $\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) z_{n}$ )

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) z_{n}-z\right\|_{Y}=0 \tag{5.5}
\end{equation*}
$$

Because $\mathcal{K}_{1}$ is an absorbing set, there is a $T_{0}$ large enough such that

$$
\begin{equation*}
z_{n}^{\prime}:=\varphi\left(T_{0}, \theta_{-t_{n}} \omega\right) z_{n} \in \mathcal{K}_{1}\left(\theta_{-\left(t_{n}-T_{0}\right)} \omega\right) . \tag{5.6}
\end{equation*}
$$

Then, by the cocycle property of $\varphi$, we see from (5.5) and (5.6) that

$$
\varphi\left(t_{n}-T_{0}, \theta_{-\left(t_{n}-T_{0}\right)} \omega\right) z_{n}^{\prime}=\varphi\left(t_{n}, \theta_{-t_{n}} \omega\right) z_{n} \rightarrow z \quad \text { in } Y, \text { as } n \rightarrow \infty
$$

which implies $z \in \mathcal{A}(\omega)$. This contradicts (5.4), thus $\mathcal{A}$ attracts $D$.
Finally, we show the uniqueness of bi-spatial random attractor. Suppose that there is another $(X, Y)$-random attractor $\tilde{\mathcal{A}}$. From Definition 2.8, there is a $B \in \mathcal{D}$ such that $\widetilde{\mathcal{A}}(\omega) \subset B$. Then $\mathcal{A}$ attracts $\widetilde{\mathcal{A}}$, by the invariance of $\widetilde{\mathcal{A}}$, we deduce that

$$
\operatorname{dist}_{Y}(\widetilde{\mathcal{A}}(\omega), \mathcal{A}(\omega))=\operatorname{dist}_{Y}\left(\varphi\left(t, \theta_{-t} \omega\right) \widetilde{\mathcal{A}}\left(\theta_{-t} \omega\right), \mathcal{A}(\omega)\right) \rightarrow 0 \quad \text { as } t \rightarrow+\infty
$$

Therefore, $\operatorname{dist}_{Y}(\widetilde{\mathcal{A}}(\omega), \mathcal{A}(\omega))=0$, which implies that $\widetilde{\mathcal{A}}(\omega) \subset \mathcal{A}(\omega)$, and the inverse inclusion can be proved by a similarly process. Hence, $\widetilde{\mathcal{A}}=\mathcal{A}$.

Remark 5.2. (i) As pointed out in [14], the absorption is assumed under the topology of the initial space $X$ only. We do not need that the absorbing set is included in the terminate space. Therefore it is unnecessary to introduce a similar class as $\mathcal{D}$ in the terminate space. Besides, this work stresses that the existence of a bi-spatial random attractors is independent of continuity of $\operatorname{RDS} \varphi$ in the terminate space $Y$.
(ii) From the proofs of Theorem 5.1 and Lemma 2.7, it is easy to see that, for the RDS $\varphi$, the ( $X, Y$ )-random attractor (given by (5.1)) and the ( $X, X$ )-random attractor for a $\operatorname{RDS} \varphi$ are the same.

It is easy to see that the following result on existence of random attractors for a continuous RDS in space $X$, which can be found in [6], follows immediately from Theorem 5.1.

Corollary 5.3. Let $\varphi$ be a continuous random dynamical system on $X$ over $(\Omega, \mathcal{F}, P$, $\left.\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$. Suppose that $\{K(\omega)\}_{\omega \in \Omega} \in \mathcal{D}$ is a closed random absorbing set $K(\omega) \in \mathcal{D}$ of $\varphi$ and $\varphi$ is $\mathcal{D}$-asymptotically compact in $X$. Then the random dynamical system $\varphi$ has a unique random attractor $\mathcal{A}_{X}$ in $X$ which is given by

$$
\mathcal{A}_{X}(\omega)=\bigcap_{\tau \geq 0} \overline{\bigcup_{t \geq \tau} \varphi\left(t, \theta_{-t} \omega\right) K\left(\theta_{-t} \omega\right)}
$$

5.2. Existence and regularity of bi-spatial random attractor

We now study in this subsection the existence and uniqueness of bi-spatial random attractor of the random dynamical system associated with 1.1 - 1.3 by making use of Theorem 5.1 and the estimates obtained in Section 4 . We will obtain for RDS $\varphi$ the existence of $\left(L^{2}, L^{2}\right)$-random attractor, $\left(L^{2}, H^{1}\right)$-random attractor, $\left(L^{2}, H^{2 \alpha}\right)$-random attractor, respectively.

Theorem 5.4. Suppose that (1.4)-1.6) hold, then the random dynamical system $\phi$ generated by the problem (1.1)-1.3 has a unique $\left(L^{2}(D), L^{2}(D)\right)$-random attractor.

Proof. Set $B(\omega)=\left\{v_{0} \in L^{2}(D):\left\|v_{0}\right\|_{L^{2}(D)}^{2} \leq R\right\}$, by Lemma 4.1 we have

$$
\left\|\varphi\left(t, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2}=\left\|v\left(t, \theta_{-t} \omega, v_{0}\left(\theta_{-t} \omega\right)\right)\right\|^{2} \leq R_{0}^{2}
$$

Therefore, the set $\mathcal{K}(\omega)=\left\{v \in L^{2}(D):\|v\|_{L^{2}(D)}^{2} \leq R_{0}^{2}\right\} \in \mathcal{D}$ is a closed random absorbing set for the random dynamical system $\varphi$.

On the other hand, using Lemma 4.3 and the Sobolev compact embedding $H^{1+\alpha}(D) \hookrightarrow$ $L^{2}(D)$, we deduce that $\varphi$ is $\mathcal{D}$-asymptotically compact in $L^{2}(D)$, then from Corollary 5.3 it follows immediately that there exists a unique $\left(L^{2}(D), L^{2}(D)\right)$-random attractor for $\varphi$. Thus, by the equivalence between $\phi$ and $\varphi$, we obtain that the random dynamical system $\phi$ generated by (1.1) has a unique $\left(L^{2}(D), L^{2}(D)\right)$-random attractor.

Theorem 5.5. Under the condition of Theorem 5.4, the random dynamical system $\phi$ has a unique $\left(L^{2}(D), H^{1}(D)\right)$-random attractor.

Proof. From Theorem 5.4, we see that $\varphi$ has a closed random absorbing set $\mathcal{K}(\omega)(\in \mathcal{D})$ in $L^{2}(D)$, and $\varphi$ is $\mathcal{D}$-asymptotically compact in $X$. Meanwhile, by Lemmas 4.2, 4.3 and the Sobolev compact embedding $H^{1+\alpha}(D) \hookrightarrow H^{1}(D)$, we know that the random dynamical system $\varphi$ is also $\mathcal{D}$-asymptotically compact in $H^{1}(D)$. Thus, by Theorem 5.1. we obtain that $\varphi$ has a unique $\left(L^{2}(D), H^{1}(D)\right)$-random attractor. So, $\phi$ has a unique $\left(L^{2}(D), H^{1}(D)\right)$-random attractor as well.

Theorem 5.6. Under the condition of Theorem 5.4, the random dynamical system $\phi$ has a unique $\left(L^{2}(D), H^{2 \alpha}(D)\right)$-random attractor.

Proof. From Theorem 5.4, $\varphi$ has a closed random absorbing set $\mathcal{K}(\omega)(\in \mathcal{D})$ in $L^{2}(D)$, and $\varphi$ is $\mathcal{D}$-asymptotically compact in $X$. Moreover, by Lemma 4.4 and the Sobolev compact embedding $H^{1+\alpha}(D) \hookrightarrow H^{2 \alpha}(D)$, we see that random dynamical system $\varphi$ is $\mathcal{D}$-asymptotically compact in $H^{2 \alpha}(D)$. Thus, by Theorem 5.1 we infer that $\varphi$ has a $\left(L^{2}(D), H^{2 \alpha}(D)\right)$-random attractor. Therefore, $\phi$ has also a unique $\left(L^{2}(D), H^{2 \alpha}(D)\right)$ random attractor.

Remark 5.7. Clearly, by Remark 5.2 (ii), we see that the bi-spatial random attractors obtained in Theorems 5.45 .6 are the same. We denote the random attractor by $\mathcal{A}(\omega)$ below.
6. Hausdorff dimension of the random attractor $\mathcal{A}(\omega)$

In this section, we consider the problem of the Hausdorff dimension of the random attractor $\mathcal{A}(\omega)$ obtained in Section 5, more precisely, we will show that the Hausdorff dimension
of $\mathcal{A}(\omega)$ is finite. For this we impose the following additional condition on the nonlinear term $f$ :

$$
\begin{equation*}
\left|f^{\prime \prime}(u)\right| \leq \beta_{4} \tag{6.1}
\end{equation*}
$$

for some $\beta_{4}>0$.
We first rewrite (2.3) in the abstract form:

$$
\begin{equation*}
\frac{d v}{d t}=L(v) \tag{6.2}
\end{equation*}
$$

where

$$
L(v)=-(-\Delta)^{\alpha} v-\lambda v+e^{-\beta z} f\left(e^{\beta z} v\right)+e^{-\beta z} g+\beta z v
$$

Let $v(t)=\varphi(t, \omega) v_{0}$ be the solution to problem (2.3)-2.5) with $v_{0} \in \mathcal{A}(\omega)$ and put

$$
\varphi(\omega):=\varphi(1, \omega), \quad \phi(\omega):=\phi(1, \omega) .
$$

As one can see that, if $\varphi(\omega)$ is almost surely uniformly differentiable on $\mathcal{A}(\omega)$ with the Fréchet derivative $D \varphi(\omega, v)$ with $v \in \mathcal{A}(\omega)$, then so is $\phi(\omega)$ and $D \phi(\omega, u)=e^{\beta z(\omega)} D \varphi(\omega, v)$. Thus, instead of $\phi$, we shall verify the differentiability properties for $\varphi$.

Lemma 6.1. Assume that (1.6) and (6.1) hold. Let $\mathcal{A}(\omega)$ be the random attractor of $\varphi$. Then the mapping $\varphi$ is almost surely uniformly differentiable on $\mathcal{A}(\omega)$, that is, there exists a linear operator $D \varphi(\omega, v)$ in $\mathscr{L}\left(L^{2}(D)\right)$, such that if $v$ and $v+h$ are in $\mathcal{A}(\omega)$, there holds

$$
\|\varphi(\omega)(v+h)-\varphi(\omega) v-D \varphi(\omega, v) h\| \leq K(\omega)\|h\|^{1+\delta}
$$

where $\delta>0$ and $K(\omega)$ is a random variable satisfying

$$
K(\omega) \geq 1, \quad E(\ln K)<\infty, \quad \omega \in \Omega
$$

Moreover, for any $v_{0} \in \mathcal{A}(\omega), D \varphi\left(\omega, v_{0}\right) h=V(1)$, where $V$ is the solution of

$$
\begin{equation*}
\frac{d V}{d t}=L^{\prime}(v) V, \quad V(0)=h \tag{6.3}
\end{equation*}
$$

with $L^{\prime}(v) V=-(-\Delta)^{\alpha} V-\lambda V+f^{\prime}\left(e^{\beta z} v\right) V+\beta z V$ and $v(t)=e^{-\beta z\left(\theta_{t} \omega\right)} \phi(t, \omega) u_{0}$.
Proof. Let $w(t)=v_{1}(t)-v_{2}(t)-V(t)$, where $v_{1}(t), v_{2}(t)$ are two solutions of equation (6.2) with $v_{j}(0)=v_{j}^{0}, j=1,2, V(t)$ satisfies system (6.3) with $h=v_{1}^{0}-v_{2}^{0}$. Then $w(t)$ satisfies the equation

$$
\begin{equation*}
\frac{d w}{d t}=-(-\Delta)^{\alpha} w-\lambda w+\beta z w+\psi_{1}(t)+\psi_{2}(t), \quad w(0)=0 \tag{6.4}
\end{equation*}
$$

where $\psi_{1}(t)=e^{-\beta z}\left(f\left(u_{1}\right)-f\left(u_{2}\right)-f^{\prime}(u)\left(u_{1}-u_{2}\right)\right)$ and $\psi_{2}(t)=f^{\prime}(u) w$. Applying Taylor's formula for the function $f$ (which has bounded second derivatives due to (6.1)) at the point $u$, we deduce that

$$
\begin{equation*}
\left|\psi_{1}\right| \leq c_{1} e^{-\beta z\left(\theta_{t} \omega\right)}\left|u_{1}-u_{2}\right|^{2} \leq c_{1} e^{\beta z\left(\theta_{t} \omega\right)}\left|v_{1}-v_{2}\right|^{2} \tag{6.5}
\end{equation*}
$$

Now take the inner product of (6.4) with $w$ in $L^{2}(D)$ to obtain

$$
\frac{d}{d t}\|w\|^{2}+2\left\|(-\Delta)^{\alpha / 2} w\right\|^{2}+2 \lambda\|w\|^{2}=2 \beta z\|w\|^{2}+2\left(\psi_{1}, w\right)+2\left(\psi_{2}, w\right)
$$

From (6.5), we infer that

$$
2\left(\psi_{1}, w\right) \leq \frac{4 c_{1}^{2} e^{2 \beta z}}{\lambda}\left\|v_{1}-v_{2}\right\|^{4}+\lambda\|w\|^{2} .
$$

And (1.6) implies that

$$
2\left(\psi_{2}, w\right)=2\left(f^{\prime}(u) w, w\right) \leq 2 \beta_{3}\|w\|^{2}
$$

So,

$$
\frac{d}{d t}\|w\|^{2}+2\left\|(-\Delta)^{\alpha / 2} w\right\|^{2} \leq 2 \beta z\|w\|^{2}+2 \beta_{3}\|w\|^{2}+\frac{4 c_{1}^{2} e^{2 \beta z}}{\lambda}\left\|v_{1}-v_{2}\right\|^{4}
$$

Then by Gronwall lemma, we get that

$$
\begin{equation*}
\|w(1)\|^{2} \leq C_{1}(\omega)\left(\int_{0}^{1} e^{2 \beta z\left(\theta_{s} \omega\right)}\left\|v_{1}(s)-v_{2}(s)\right\|^{4} d s\right) \tag{6.6}
\end{equation*}
$$

where $C_{1}(\omega)=\frac{4 c_{1}^{2}}{\lambda} e^{2 \beta_{3}+2 \beta M}$ with $M=\max _{0 \leq t \leq 1} z\left(\theta_{t} \omega\right)$.
On the other hand, we have

$$
\frac{d}{d t}\left(v_{1}-v_{2}\right)+(-\Delta)^{\alpha}\left(v_{1}-v_{2}\right)+\lambda\left(v_{1}-v_{2}\right)=e^{-\beta z}\left(f\left(u_{1}\right)-f\left(u_{2}\right)\right)+\beta z\left(v_{1}-v_{2}\right) .
$$

Taking the inner product of above equality with $v_{1}-v_{2}$ in $L^{2}(D)$, we infer that

$$
\begin{align*}
& \frac{d}{d t}\left\|v_{1}-v_{2}\right\|^{2}+2\left\|(-\Delta)^{\alpha / 2}\left(v_{1}-v_{2}\right)\right\|^{2}+2 \lambda\left\|v_{1}-v_{2}\right\|^{2}  \tag{6.7}\\
= & 2 e^{-2 \beta z}\left(f\left(u_{1}\right)-f\left(u_{2}\right), u_{1}-u_{2}\right)+2 \beta z\left\|v_{1}-v_{2}\right\|^{2} .
\end{align*}
$$

By virtue of (1.6),

$$
\begin{equation*}
2 e^{-2 \beta z}\left(f\left(u_{1}\right)-f\left(u_{2}\right), u_{1}-u_{2}\right) \leq 2 \beta_{3}\left\|v_{1}-v_{2}\right\|^{2} . \tag{6.8}
\end{equation*}
$$

Thus it follows from (6.7) and (6.8) that

$$
\frac{d}{d t}\left\|v_{1}-v_{2}\right\|^{2} \leq 2\left(\beta_{3}+\beta z\right)\left\|v_{1}-v_{2}\right\|^{2}
$$

Using Gronwall lemma again, we then obtain

$$
\begin{aligned}
\left\|v_{1}(t)-v_{2}(t)\right\|^{2} & \leq e^{2 \int_{0}^{t}\left(\beta_{3}+\beta z\left(\theta_{s} \omega\right)\right) d s}\left\|v_{1}(0)-v_{2}(0)\right\|^{2} \\
& \leq e^{2 \beta_{3}+2 \beta M}\left\|v_{1}(0)-v_{2}(0)\right\|^{2}, \quad \forall t \in[0,1]
\end{aligned}
$$

which combing with (6.6) gives that

$$
\|w(1)\| \leq K_{1}(\omega)\left\|v_{1}(0)-v_{2}(0)\right\|^{1+\delta}
$$

where $K_{1}(\omega)=\frac{2 c_{1}}{\sqrt{\lambda}} e^{3 \beta_{3}+4 M \beta}, M=\max _{0 \leq t \leq 1} z\left(\theta_{t} \omega\right)$ and $\delta=1$. Choose $K(\omega)=\max$ $\left\{K_{1}(\omega), 1\right\}$. Hence, we have $E(\ln K(\omega))<\infty$.

Therefore, $\varphi$ is uniformly differentiable on $\mathcal{A}$. Furthermore, the differential of $\varphi$ in $L^{2}(D)$ at $v_{0} \in \mathcal{A}$ is $D \varphi\left(\omega, v_{0}\right): L^{2}(D) \rightarrow L^{2}(D)$ given by $D \varphi\left(\omega, v_{0}\right) h=V(1)$. So, $\phi$ is also uniformly differentiable. And, the differential in $L^{2}(D)$ of $\phi$ at $u$ is $D \phi(\omega, u)=$ $e^{\beta z(\omega)} D \varphi(\omega, v)$. The proof is completed.

To prove that the Hausdorff dimension of $\mathcal{A}$ is finite, we are only remained to verify the conditions (ii) and (iii) of Proposition 2.10. In fact, from 6.3), we have

$$
\begin{aligned}
& \frac{d}{d t}\|V\|^{2}+2\left\|(-\Delta)^{\alpha / 2} V\right\|^{2}+2 \lambda\|V\|^{2} \\
= & 2 \beta z\|V\|^{2}+2\left(f^{\prime}\left(e^{\beta z} v\right) V, V\right) \leq 2 \beta z\|V\|^{2}+2 \beta_{3}\|V\|^{2},
\end{aligned}
$$

which implies that

$$
\|V(t)\|^{2} \leq\|V(0)\|^{2} e^{2 \beta_{3} t+2 \beta \int_{0}^{t} z\left(\theta_{s} \omega\right) d s}
$$

Since $\alpha_{1}(D \varphi(\omega, v))$ is equal to the norm of $D \varphi(\omega, v) \in \mathscr{L}(X)$, we choose

$$
\overline{\alpha_{1}}(\omega)=\max \left\{e^{\beta z(\omega)+\beta_{3}+\beta M}, 1\right\}
$$

Then one has

$$
\alpha_{1}(D \phi(\omega, u)) \leq \overline{\alpha_{1}}(\omega) \quad \text { and } \quad E\left(\ln \bar{\alpha}_{1}\right)<\infty .
$$

From (11, we see that

$$
\omega_{d}(D \phi(\omega, u))=\sup _{\substack{h_{i} \in L^{2}(D),\left\|h_{i}\right\|=1 \\ i=1,2, \ldots, d}} \exp \left\{\beta z(\omega)+\int_{0}^{1} \operatorname{Tr}\left(L^{\prime}(v(s)) \circ Q_{d}(s)\right) d s\right\}
$$

where $Q_{d}(s)$ is the orthogonal projector in $L^{2}(D)$ onto the space spanned by $V_{1}(s), V_{2}(s)$, $\ldots, V_{d}(s)$, and $V_{j}(s)$ is the solution of equation (6.3) with $V_{j}(0)=h_{j}$, respectively.

Let $\eta_{j}(s)(j \in \mathbb{N})$ be an orthonormal basis of $L^{2}(D)$ such that

$$
Q_{d}(s) L^{2}=\operatorname{span}\left\{\eta_{1}(s), \eta_{2}(s), \ldots, \eta_{d}(s)\right\}
$$

Then, we get

$$
\begin{aligned}
\operatorname{Tr}\left(L^{\prime}(v(s)) \circ Q_{d}(s)\right)= & \sum_{j=1}^{\infty}\left(L^{\prime}(v(s)) \circ Q_{d}(s) \eta_{j}(s), \eta_{j}(s)\right) \\
= & \sum_{j=1}^{d}\left(L^{\prime}(v(s)) \eta_{j}(s), \eta_{j}(s)\right) \\
= & -\lambda \sum_{j=1}^{d}\left\|\eta_{j}(s)\right\|^{2}-\sum_{j=1}^{d}\left\|(-\Delta)^{\alpha / 2} \eta_{j}(s)\right\|^{2} \\
& +\beta z \sum_{j=1}^{d}\left\|\eta_{j}(s)\right\|^{2}+f^{\prime}(u) \sum_{j=1}^{d}\left\|\eta_{j}(s)\right\|^{2} \\
\leq & \left(\lambda+M \beta+\beta_{3}\right) \sum_{j=1}^{d}\left\|\eta_{j}(s)\right\|^{2}-\sum_{j=1}^{d}\left\|(-\Delta)^{\alpha / 2} \eta_{j}(s)\right\|^{2}
\end{aligned}
$$

By virtue of Sobolev-Lieb-Thirring inequality, it follows that

$$
\sum_{j=1}^{d}\left\|(-\Delta)^{\alpha / 2} \eta_{j}(s)\right\|^{2} \geq k|D|^{\alpha} d^{1+\alpha}-d
$$

where the constant $k>0$ is independent of $\left\{\eta_{j}\right\}_{j=1}^{d}$ and all the parameters of in the equation (2.3). So we infer that

$$
\operatorname{Tr}\left(L^{\prime}(v(s)) \circ Q_{d}(s)\right) \leq\left(\lambda+M \beta+\beta_{3}\right) d+d-k|D|^{\alpha} d^{1+\alpha}=k_{1} d-k_{2} d^{1+\alpha}
$$

where $k_{1}=1+\lambda+M \beta+\beta_{3}$ and $k_{2}=k|D|^{\alpha}$. Denote

$$
\bar{\omega}_{d}(\omega)=\exp \left\{\beta z(\omega)+k_{1} d-k_{2} d^{1+\alpha}\right\}
$$

and choose

$$
\begin{equation*}
d=\left[\left(\frac{k_{1}}{k_{2}}\right)^{1 / \alpha}\right]+1 \tag{6.9}
\end{equation*}
$$

Note that $E(z(\omega))=0$, we have $\omega_{d}(D \phi(\omega, u)) \leq \bar{\omega}_{d}(\omega)$ and $E\left(\ln \left(\bar{\omega}_{d}\right)\right)<0$.
Consequently, by Proposition 2.10, we conclude the main result in this section as follows:

Theorem 6.2. Assume that (1.4)-(1.6) and (6.1) hold, and let $\mathcal{A}^{\prime}$ be the random attractor of random dynamical system $\phi$ associated with the problem (1.1)-1.3). Then the Hausdorff dimension of $\mathcal{A}^{\prime}$ is less than or equal to $d$ with $d$ given by 6.9).

Proof. Lemma 6.1 and Proposition 2.10 imply the assertion immediately.
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