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Dynamics of a Stochastic Fractional Reaction-Diffusion Equation

Linfang Liu and Xianlong Fu*

Abstract. In this paper, we study the dynamics of a stochastic fractional reaction-

diffusion equation with multiplicative noise in three spatial dimension. By proving the

well-posedness and conducting a priori estimates for the solutions of the considered

equation we obtain simultaneously the existence and the regularity of random attrac-

tors of the random dynamical systems for the equation. The main approach here is to

establish an abstract result on existence of bi-spatial random attractors for random

dynamical systems. Moreover, we also give estimate of the Hausdorff dimension in L2

space for the obtained random attractor.

1. Introduction

In this paper we investigate the well-posedness and dynamics of the following stochastic

fractional reaction-diffusion equation:

(1.1)
∂u

∂t
+ λu+ (−∆)αu = f(u) + g(x) + βu ◦ dW

dt
, x ∈ R3, t > 0,

with the initial condition

(1.2) u(x, 0) = u0, x ∈ R3

and the periodic boundary condition

(1.3) u(x+ 2πei, t) = u(x, t), x ∈ R3, t > 0, i = 1, 2, 3,

where ei (i = 1, 2, 3) is an orthonormal basis of R3. λ, α and β are positive constants with

α ∈ (1/2, 1), g ∈ L2(R3) is a given function, W is a two-sided real-valued Wiener process
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on a probability space to be specified later, and f is a nonlinear function satisfying the

following conditions:

f(s)s ≤ −β1|s|p + γ1,(1.4)

|f(s)| ≤ β2|s|p−1 + γ2,(1.5)

|f ′(s)| ≤ β3,(1.6)

where p > 1, βi (i = 1, 2, 3) and γj (j = 1, 2) are positive numbers.

As pointed out in [2], some research puts forward that classical diffusion equations are

inadequate to model many real situations. For instance, a particle plume spreads faster

than that predicted by the classical model, and may exhibit significant self-organization

phenomena or asymmetry, see details in [21]. In this case, these situations are called

anomalous diffusion. One popular model for anomalous diffusion is the fractional diffusion

equation, where the usual second derivative operator in space, i.e., the Laplacian operator

−∆, is replaced by a fractional derivative operator of order 0 < α < 2 as (−∆)α. In

fact, the fractions of the Laplacian are the infinitesimal generators of Lèvy stable diffusion

processes and appear not only in anomalous diffusions in plasma, but also in some flames

propagation and chemical reactions in liquids, population dynamics, geophysical fluid

dynamics. Meanwhile, some stochastic perturbations should be included to obtain a more

realistic model and to better understand the dynamical behavior of the phenomena being

studied. In many cases one may represent the micro effects by random perturbations in the

dynamics of the macro observable through multiplicative or additive noise in the governing

equation. In these cases, one may reformulate the equation as a random dynamical system.

A key step to study a stochastic partial differential equation is to examine the asymptotic

behavior of the random dynamical systems generated by its solutions. Some fundamental

advances in this direction can be found, for example, in papers [9,10] by Crauel et al. where

they developed the theory of random attractors in a manner which closely parallels the

deterministic case [23]. Also, Debussche [11] proved that the Hausdorff dimension of the

random attractor could be estimated by using global Lyapunov exponents.

Particularly, in [13] Guo and Zhou have investigated a stochastic fractional reaction-

diffusion equation with Wiener noise on a bounded domain. They proved there the well-

posedness, existence and uniqueness of an invariant measure as well as the strong law of

large numbers and the convergence to equilibrium. While in [15] Lu et al. have studied the

dynamics of the 3D-fractional Gizburg-Landau equation, and obtained a global attractor

with finite Hausdorff dimension. In addition, Lu et al. have established in [16] the existence

result of random attractor in L2(Rn) of a stochastic fractional power dissipative equations

with additive noise. We would like to mention the work in [3, 5, 6, 17, 24, 25] on general

stochastic reaction-diffusion equations for our references.
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In the present note we are interested in the dynamics of solutions to the stochastic

fractional reaction-diffusion equation (1.1)–(1.3) with multiplicative noise, since, to our

best knowledge, there is little work on the topic for this kind of systems. We shall discuss

the existence and uniqueness of random attractors for the associated dynamical system not

only in L2(D) but also in more regular spaces H1(D) and H2α(D) with 1/2 < α < 1. We

stress that, by employing the bi-spacial attractors technique as in [14] we may achieve the

existence of the bi-spatial random attractors in various spaces at the same time. Moreover,

by using the method introduced by [11] we will investigate the Hausdorff dimension of the

obtained attractor and give an estimate for its Hausdorff dimension. Clearly, our work

here extends somewhat that in Ref. [16] and it can also be regarded as a development of

those for classical stochastic reaction-diffusion equations mentioned above.

The paper is organized as follows. In Section 2, we introduce some preliminaries, con-

cepts and basic theory for random dynamical systems as well as some notations related

to fractional derivative equations and fractional Sobolev spaces. In Section 3, we transfer

the stochastic equation into a deterministic one only with random parameters and discuss

the well-posedness of solutions to the considered fractional equation. Then a priori esti-

mates of solutions is conducted in Section 4. Following that, in Section 5, we explore the

existence and regularity of bi-spatial random attractor via establishing an abstract results

about the existence of bi-spatial random attractor for general random dynamical systems.

Finally, in Section 6, we estimate the Hausdorff dimension of the random attractor in L2

space.

2. Preliminaries

In this section, we introduce some basic concepts related to (bi-spatial) random attractors

of stochastic dynamical systems, for more details about these concepts we refer to [1,7,9,

10,14,22,23].

Let (X, ‖ · ‖X) be a separable Hilbert space with the Borel σ-algebra B(X), and {θt :

Ω → Ω, t ∈ R} be a family of measure preserving transformations of a probability space

(Ω,F , P ).

Definition 2.1. (Ω,F , P, (θt)t∈R) is called a metric dynamical system if θ : R × Ω → Ω

is (B(R) × F ,F)-measurable, θ0 is the identity on Ω, θt+s = θt ◦ θs for all t, s ∈ R, and

P (θt(·)) = P (·) for all t ∈ R.

Definition 2.2. A random dynamical system (RDS) on X over a metric dynamical system

(Ω,F , P, (θt)t∈R) is a mapping

ϕ : R+ × Ω×X → X, (t, ω, x) 7→ ϕ(t, ω)x,
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which is (B(R+)×F × B(X),B(X))-measurable and satisfies for P -a.e. ω ∈ Ω,

(i) ϕ(0, ω) = IdX on X;

(ii) ϕ(t+ s, ω) = ϕ(t, θsω) ◦ ϕ(s, ω) for all t, s ∈ R+ (called cocycle property).

An RDS ϕ is said to be continuous if ϕ(t, ω) : X → X is continuous for all t ∈ R+.

Definition 2.3. A set-valued map B : Ω→ 2X is called a random set in X if the mapping

ω 7→ dist(x,B(ω)) is (F ,B(R))-measurable for all x ∈ X. A random set B : Ω → 2X is

called a random closed set if B(ω) is nonempty and closed for each ω ∈ Ω.

Definition 2.4. A random set B : Ω → 2X is called a bounded random set if there is a

random variable r(ω) ∈ [0,∞), ω ∈ Ω, such that

d(B(ω)) := sup{‖x‖X : x ∈ B(ω)} ≤ r(ω) for all ω ∈ Ω.

A bounded random set B is said to be tempered with respect to (Ω,F , P, (θt)t∈R) if

for P -a.e., ω ∈ Ω,

lim
t→+∞

e−µtd(B(θ−tω)) = 0 for all µ > 0.

Definition 2.5. Let D be the collection of random sets in X. Then a random set B ∈ D
is called a D-random absorbing set for an RDS ϕ if for any random set D ∈ D and

P -a.e. ω ∈ Ω, there exists a TD(ω) > 0 such that

ϕ(t, θ−tω)D(θ−tω) ⊂ B(ω) for all t ≥ TD(ω).

Definition 2.6. Let D be the collection of random sets in X. Then ϕ is said to be D-

asymptotically compact in X if for P -a.e. ω ∈ Ω, {ϕ(tn, θ−tnω)xn}∞n=1 has a convergent

subsequence in X whenever tn → +∞, and xn ∈ D(θ−tnω) with {D(ω)}ω∈Ω ∈ D.

In addition, a collection D of random sets in X is called inclusion closed if whenever

E is a random set, and F is in D with E(ω) ⊂ F (ω) for all ω ∈ Ω, then E must belong to

D. A collection D of random sets in X is said to be universe if it is inclusion-closed.

Next we turn to introduce the concepts of bi-spatial random attractors. Suppose that

(X, ‖ · ‖X) and (Y, ‖ · ‖Y ) are two sparable Banach spaces. In what follows, one may think

that X (called an initial space) contains all initial data and Y (called an terminate space)

contains all values of solutions for a stochastic PDE. Both X and Y may not be embedded

in any direction. We assume that (X,Y ) are limit-identical in the following sense:

xn ∈ X ∩ Y, ‖xn − x0‖X → 0 and ‖xn − y0‖Y → 0 imply x0 = y0 ∈ X ∩ Y.

Define ‖x‖X∩Y = ‖x‖X + ‖x‖Y for any x ∈ X ∩ Y , then it is easy to prove that (X ∩ Y ,

‖ · ‖X∩Y ) is a normed linear space (but it may not be complete). In fact, it was proved

in [14] that
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Lemma 2.7. Let X and Y be two Banach spaces. Then (X ∩ Y, ‖ · ‖X∩Y ) is a Banach

space if and only if (X,Y ) is a limit-identical pair. Moreover, suppose (X,Y ) is limit-

identical and A ⊂ X ∩ Y , then A is compact in X ∩ Y if and only if A is compact in X

and Y respectively.

In this paper, a RDS ϕ on X is assumed to take its values (except the values of ϕ(0, ω))

in the terminate space Y , that is,

(2.1) ϕ(t, ω)X ⊂ Y for all t > 0, P -a.e., ω ∈ Ω.

We now introduce the definition of bi-spatial random attractors. Assume that D be a

universe of bounded set-mappings in X.

Definition 2.8. Let ϕ be a RDS on X taking its values in Y . Then a set mapping

A : Ω→ 2X∩Y is said to be an (D-)(X,Y )-random attractor for ϕ if

(i) A is a random set in X and A(ω) ⊂ K(ω) for some K ∈ D.

(ii) A(ω) is compact in Y .

(iii) A(ω) is invariant under the system ϕ, i.e.,

ϕ(t, ω)A(ω) = A(θtω) for all t ≥ 0.

(iv) A is an attracting set in Y in the sense that, for every B ∈ D,

lim
t→+∞

distY (ϕ(t, θ−tω)B(θ−tω),A(ω)) = 0,

where distY ( · , · ) denotes the Hausdorff semi-distance under the norm of Y defined as, for

two nonempty sets A,B ⊂ Y ,

distY (A,B) := sup
a∈A

distY (a,B) = sup
a∈A

inf
b∈B
‖a− b‖Y .

Remark 2.9. As it was pointed out in [8], if a RDS ϕ possesses a random attractor in a

universe D, then the random attractor is unique in D.

We shall establish an abstract result on existence of bi-spacial random attractors for

a RDS in Subsection 5.1, by which we may investigate the existence and regularity of the

RDS associated to the considered equation. Another aim of this paper is to study the

Hausdorff dimension of obtained random attractor by applying the following proposition

(see [11]).

Proposition 2.10. Let A(ω) be a compact measurable set which is invariant under a

random map ϕ(ω), ω ∈ Ω, for some ergodic metric dynamical system (Ω,F , P, (θt)t∈R).

Assume that the following conditions are satisfied.
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(i) ϕ(ω) is a.s. uniformly differentiable on A(ω), that is, for every u, u+h ∈ A(ω) there

exists Dϕ(ω, u) in L (X), the space of the bounded linear operators from X to X,

such that

‖ϕ(ω)(u+ h)− ϕ(ω)u−Dϕ(ω, u)h‖ ≤ k(ω)‖h‖1+δ,

where δ > 0 and k(ω) is a random variable satisfying k(ω) ≥ 1 and the expectation

E(ln k) <∞.

(ii) For some d ∈ N, there is a random variable ωd(ω) with E(ln(ωd)) < 0 such that

ωd(Dϕ(ω, u)) ≤ ωd(ω) for all u ∈ A(ω), where

ωd(Dϕ(ω, u)) = α1(Dϕ(ω, u)) · · ·αd(Dϕ(ω, u))

and

αd(Dϕ(ω, u)) = sup
G⊂X

dimG≤d

inf
v∈G
‖v‖X=1

‖Dϕ(ω, u)v‖.

(iii) There is a random variable α1(ω) ≥ 1 with E(lnα1) <∞ such that α1(Dϕ(ω, u)) ≤
α1(ω) for any u ∈ A(ω).

Then the Hausdorff dimension dimH(A(ω)) of A(ω) is a.s. less than d.

Finally, we recollect here some notations related to fractional derivative equations and

fractional Sobolev spaces. First, we present the definition and the property of (−4)α

through the Fourier series (see [20]). If u is a periodic function, it can be expressed by

a Fourier series u =
∑

k∈Z3 uke
ikx with uk the Fourier coefficients. It then follows that

uxi =
∑

k∈Z3 ikiuke
ikx (i = 1, 2, 3), and (−4)α is defined by

(−4)αu =
∑
k∈Z3

|k|2αukeikx,

where 4 = ∂2/∂x2
1 + ∂2/∂x2

2 + ∂2/∂x2
3.

Let D = [0, 2π]× [0, 2π]× [0, 2π] ⊂ R3 and let Hα = Hα(D) denote the Sobolev space

of order α with the norm:

‖u‖Hα(D) =

∑
k∈Z3

|k|2α|uk|2 +
∑
k∈Z3

|uk|2
1/2

=
(
‖(−4)αu‖2 + ‖u‖2

)1/2
.

We denote by Hα
p those functions that are 2π-periodic in all the coordinate variables and,

when restricted to D, lie in Hα(D). Throughout the whole paper, we denote by ( · , · )
the usual inner product of L2(D), by ‖ · ‖Hm the norm of the Sobolev space Hm(D), and

‖ · ‖m = ‖ · ‖Lm(D) (m = 1, 2, . . . ,∞).

By virtue of the definition of (−4)α, we have the following formula for integration by

parts.
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Lemma 2.11. [12] If f, g ∈ H2α
p (D), then there holds∫

D
(−4)αf · g dx =

∫
D

(−4)α1f · (−4)α2g dx,

where α1, α2 are nonnegative constants satisfying α1 + α2 = α.

In addition, the following Gagliardo-Nirenberg inequality (see [18]) will be used later.

Lemma 2.12. Suppose that Ω ⊂ Rn is a bounded domain with smooth boundary. Let

u ∈ Lq(Ω) and its derivatives of the order m, Dmu belong to Lr(Ω), where 1 ≤ q, r ≤ ∞.

Then for the derivatives Dju, 0 ≤ j < m, there holds

(2.2) ‖Dju‖Lp ≤ c (‖Dmu‖Lr + ‖u‖Lq)θ ‖u‖1−θLq ,

where
1

p
=
j

n
+ θ

(
1

r
− m

n

)
+ (1− θ)1

q

for all θ in the interval
j

m
≤ θ ≤ 1.

Here the constant c > 0 depends only on n, m, j, q, r and θ, with the two exceptional

cases:

(i) If j = 0, rm < n and q =∞, then we make the additional assumption that either u

tends to zero at infinity or u ∈ Lq̃ for some q̃ > 0.

(ii) If 1 < r <∞ and m− j − n/r is a nonnegative integer, then inequality (2.2) holds

only for j/m ≤ θ < 1.

As we can see that (1.1) is a stochastic PDE which should be understood in the sense of

Stravonich. To study this equation we need to transfer the stochastic fractional reaction-

diffusion equation (1.1) into a deterministic one with random parameters. Thanks to the

special linear multiplicative noise, the equation (1.1) can be reduced to an equation with

random coefficients by Ornstein-Ulenbeck transformation.

We consider the probability space (Ω,F , P ) where

Ω = {ω ∈ C(R,R) : ω(0) = 0},

F is the Borel σ-algebra induced by the compact-open topology of Ω, and P the corre-

sponding Wiener measure on (Ω,F). Defined a shift on Ω by

θtω(·) = ω( ·+ t)− ω(t), ω ∈ Ω, t ∈ R.
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Then (Ω,F , P, (θt)t∈R) is an ergodic metric dynamical system. We identify W (t) with

ω(t), i.e., ω(t) = W (t, ω), t ∈ R.

We now introduce the stationary process

z(t, ω) = z(θtω) = −
∫ 0

−∞
eτ (θtω)(τ) dτ, t ∈ R,

which satisfies the stochastic differential equation:

dz + z dt = dW (t).

Moreover, for any t, s ∈ R,

z(t, θsω) = z(t+ s, ω), P -a.s.

Here the exceptional set may be a priori depending on t and s. In fact, we suppose that

z has a continuous modification. Once this modification is chosen, the exceptional set is

independent of t. It is known that the random variable z(ω) is tempered (see [1]), there

exists a θt-invariant set Ω̃ ⊂ Ω of full P measure such that for every ω ∈ Ω̃, z(θtω) is

continuous in t, and

lim
t→±∞

|z(θtω)|
|t|

= 0 for all ω ∈ Ω̃,

and

lim
t→±∞

1

t

∫ t

0
z(θtω) dt = 0 for all ω ∈ Ω̃.

In the sequel, we will write Ω̃ as Ω for convenience.

Then, by setting the unknown v(t) as v(t) = e−βz(θtω)u(t), we may transfer (1.1)–(1.3)

to obtain the following random differential equation

(2.3)
∂v

∂t
+ (−∆)αv + λv = e−βz(θtω)f(u) + e−βz(θtω)g(x) + βz(θtω)v, x ∈ R3, t > 0,

with the initial data

(2.4) v(x, 0) = v0, x ∈ R3

and the periodic boundary condition

(2.5) v(x+ 2πei, t) = v(x, t), x ∈ R3, t > 0, i = 1, 2, 3.

Thus, from now on, we shall carry on our discussion mainly for the system (2.3)–(2.5)

which is clearly equivalent for (1.1)–(1.3).
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3. Existence and uniqueness of solutions

As the initial task, in this section, we establish the existence and uniqueness of weak

solutions to the problem (2.3)–(2.5) by applying the classical Faedo-Galerkin method.

Throughout this section T > 0 is a fixed time. We start by stating two lemmas to be used

below.

Lemma 3.1. [23] Let X0, X and X1 be three Banach spaces with X0 ⊂ X ⊂ X1 and Xi

(i = 0, 1) are reflexive. Assume that X0 is compactly embedded in X. Let

W =

{
u ∈ Lp0(0, T ;X0) : u′ =

du

dt
∈ Lp1(0, T ;X1)

}
,

where 1 < pi <∞, i = 0, 1. Then with the norm

‖u‖Lp0 (0,T ;X0) + ‖u′‖Lp1 (0,T ;X1),

W is compactly embedded in Lp0(0, T ;X).

Lemma 3.2. [19] Let V , H be Hilbert spaces, V ∗ is the dual of V with V ⊂⊂ H = H∗ ⊂
V ∗. Suppose that

u ∈ L2(0, T ;V ) and
du

dt
∈ L2(0, T, V ∗).

Then u ∈ C([0, T ];H).

Now, we present the result of existence and uniqueness of solution to (2.3)–(2.5).

Theorem 3.3. Suppose that v0 ∈ L2(D), and f satisfies (1.4)–(1.6). Then there exists a

unique global solution v = v(x, t) to (2.3) such that

v ∈ L∞(0, T ;L2(D) ∩Hα(D)), v′ ∈ L∞(0, T ;H−α(D)) and v ∈ C([0, T ];L2(D)).

In particular, if v0 ∈ Hα(D), then

v ∈ L∞(0, T ;Hα(D) ∩Hα+1(D)), v′ ∈ L∞(0, T ;H−α(D)) and v ∈ C([0, T ];Hα(D)).

Proof. We first prove the existence of solutions making use of the Faedo-Galerkin method.

Let {ek, k = 1, 2, . . .} be the orthonormal basis of L2(D). Given a positive integer m,

one can find a function vm = vm( ·, t) of the form

(3.1) vm =

m∑
k=1

dkm(t)ek,

where the coefficients dkm(t), for 0 ≤ t ≤ T , k = 1, 2, . . . ,m, are chosen so that(
dvm
dt

, ek

)
+ ((−∆)αvm, ek) + λ(vm, ek)

= e−βz(f(um), ek) + e−βz(g, ek) + βz(vm, ek),

(3.2)



104 Linfang Liu and Xianlong Fu

and

(3.3) vm(0) = v0m ∈ Xm = span{ek}mk=1, v0m → v0 in L2(D) as m→∞.

Note that (3.2) is a system of nonlinear ODE subject to the initial condition (3.3). From

(1.6), we know that the nonlinear term is Lipschtiz in Xm. According to standard existence

theory for nonlinear differential equations, there exists a unique solution of (3.2)–(3.3) for

0 ≤ t ≤ tm. Next we shall show that we can take tm = T independent of m. To this end,

we first prove that vm is uniformly bounded in L∞(0, T ;L2(D)). Multiply (3.2) by dkm(t),

sum for k from 1 to m, and recall (3.1) to get(
dvm
dt

, vm

)
+ ((−∆)αvm, vm) + λ(vm, vm) = e−βz(f(um), vm) + e−βz(g, vm) + βz(vm, vm).

Then integrating by parts, we obtain

1

2

d

dt
‖vm‖2 + ‖(−∆)α/2vm‖2 + λ‖vm‖2

= βz‖vm‖2 + e−βz
∫
D
f(um)vm dx+ e−βz

∫
D
gvm dx.

(3.4)

Applying (1.4), we deduce that

(3.5) e−βz
∫
D
f(um)vm dx ≤ −β1e

−2βz‖um‖pp + γ1|D|e−2βz

and by Young’s inequality, we have

(3.6) e−βz
∫
D
gvm dx ≤

λ

4
‖vm‖2 +

‖g‖2

λ
e−2βz.

Thus it follows from (3.4)–(3.6) that

d

dt
‖vm‖2 + 2‖(−∆)α/2vm‖2 +

3λ

2
‖vm‖2 + 2β1e

−2βz‖um‖pp

≤ 2βz‖vm‖2 + 2γ1|D|e−βz +
2‖g‖2

λ
e−2βz.

By Grownall lemma, we obtain that

‖vm(t, ω, v0m(ω))‖2 + 2

∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr‖(−∆)α/2vm(s, ω, v0m(ω))‖2 ds

+
λ

2

∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr‖vm(s, ω, v0m(ω))‖2 ds

+ 2β1

∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr+(p−2)βz(θsω)‖vm(s, ω, v0m(ω))‖pp ds

≤ e−λt+2β
∫ t
0 z(θrω) dr‖v0(ω)‖2

+ 2

(
γ1|D|+

1

λ
‖g‖2

)∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr−2βz(θsω) ds.

(3.7)
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Note that z(θtω) is continuous in t for fixed ω. Therefore, for every ω ∈ Ω and T > 0, we

obtain from (3.7) that

(3.8) {vm}∞m=1 is bounded in L∞(0, T ;L2(D)) ∩ L2(0, T ;Hα(D)) ∩ Lp(0, T ;Lp(D)).

Following exactly the same arguments as in the proofs of Lemma 4.4 (see details there),

we can also get that

(3.9) ‖(−∆)αvm‖2 ≤ C(ω).

So, from Sobolev embedding theorem, (3.9) implies

(3.10) {vm}∞m=1 is bounded in L∞(0, T ;Hα(D)).

In addition, by (1.5), we have∫ T

0

∫
D
|f(eβzvm)|q dxdt ≤ c

∫ T

0

∫
D
|vm|p dxdt+ c̃,

with 1/q + 1/p = 1, which along with (3.8) shows that

{f(e−βzvm)}∞m=1 is bounded in Lq(0, T ;Lq(D)).

Now we prove that v′m ∈ L∞(0, T ;H−α(D)). Indeed, for all ϕ ∈ Hα(D), we have

(3.11) (v′m, ϕ) = −((−∆)αvm, ϕ)− λ(vm, ϕ) + βz(vm, ϕ) + e−βz(f(um), ϕ) + e−βz(g, ϕ).

From (1.5), together with Hölder inequality and Gagliardo-Nirenberg inequality, (3.11)

implies that

|(v′m, ϕ)| ≤ ‖(−∆)α/2vm‖‖(−∆)α/2ϕ‖+ λ‖vm‖‖ϕ‖+ β|z|‖vm‖‖ϕ‖

+ β2e
(p−2)βz‖vm‖p−1

Lp ‖ϕ‖Lp + γ2e
−βz‖ϕ‖+ e−βz‖g‖‖ϕ‖

≤ c(‖(−∆)α/2ϕ‖+ ‖ϕ‖Lp + ‖ϕ‖),

(3.12)

where we have used the fact that z(θtω) is continuous in t, so that z(θtω) is bounded on

[0, T ] for any fixed T . By Sobolev embedding theorem, we see that

‖ϕ‖Lp ≤ c‖(−∆)α/2ϕ‖ and ‖ϕ‖ ≤ c̃‖(−∆)α/2ϕ‖.

Thus, substituting it into (3.12) gives that

|(v′m, ϕ)| ≤ c‖(−∆)α/2ϕ‖, ∀ϕ ∈ Hα(D),

which implies

(3.13) v′m ∈ L∞(0, T ;H−α(D)).
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Therefore, by (3.9) and (3.13), we deduce that there exists a subsequence of vml of vm,

such that

(3.14) vml
w∗
−→ v in L∞(0, T ;H2α(D)),

and

(3.15) v′ml
w∗
−→ v′ in L∞(0, T ;H−α(D)),

for some v ∈ L∞(0, T ;H−α(D)).

On the other hand, from (3.10) and (3.13), we infer that

(3.16) vm is bounded in L2(0, T ;Hα(D)) and v′m is bounded in L2(0, T ;H−α(D)).

Let W = {v : v ∈ L2(0, T ;Hα(D)), v′ ∈ L2(0, T ;H−α(D))}. Since Hα(D) is compactly

embedded in L2(D), W is compactly embedded in L2(0, T ;L2(D)) due to Lemma 3.1.

Then, without loss of generality, we have that vml satisfies

(3.17) vml → v strongly in L2(0, T ;L2(D)) a.e.

So by (3.17) and the continuity of f , we can verify that

(3.18) f(e−βzvml)→ f(e−βzv) weakly in Lq(0, T ;Lq(D)).

By (3.2) we deduce that

(v′ml , ek) = −((−∆)αvml , ek)− λ(vml , ek) + βz(vml , ek)

+ e−βz(f(uml), ek) + e−βz(g, ek).
(3.19)

Now applying (3.14), (3.15) and (3.18) to (3.19) yields that

(vt, ek) = −((−∆)αv, ek)− λ(v, ek) + βz(v, ek) + e−βz(f(u), ek) + e−βz(g, ek).

This equality holds for any fixed k. Hence, by the density of the basis ek, we get

(vt, ϕ) + ((−∆)αv, ϕ) + λ(v, ϕ) = βz(v, ϕ) + e−βz(f(u), ϕ) + e−βz(g, ϕ), ∀ϕ ∈ Hα(D).

By (3.8), (3.16) and Lemma 3.2, we obtain that vml ∈ C([0, T ];L2(D)). Then,

vml(0)→ v(0) weakly in L2(D).

But from (3.3), we have

vml(0)→ v0 weakly in L2(D).

Therefore, v(0) = v0.
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Next we show the uniqueness of the solutions.

Assume that there are solutions v1 and v2 to the problem (2.3)–(2.5). Let w̃ = v1−v2.

Then, we get

(3.20)
∂w̃

∂t
+ (−∆)αw̃ + λw̃ = βzw̃ + e−βz

(
f(eβzv1)− f(eβzv2)

)
with w̃(0) = 0. Take the inner product of (3.20) with w̃ in L2(D) to find

(3.21)
1

2

d

dt
‖w̃‖2 + ‖(−∆)α/2w̃‖2 + λ‖w̃‖2 = βz‖w̃‖2 + e−βz

(
f(eβzv1)− f(eβzv2), w̃

)
.

From condition (1.6), we have

e−βz
(
f(eβzv1)− f(eβzv2), w̃

)
≤ β3‖w̃‖2.

Then (3.21) implies that

d

dt
‖w̃‖2 + 2‖(−∆)α/2w̃‖2 + 2λ‖w̃‖2 ≤ 2(βz + β3)‖w̃‖2.

By Gronwall inequality, for all t ∈ [0, T ], we get that

‖w̃(t)‖2 ≤ e2
∫ t
0 β3+βz(θsω) ds‖w̃(0)‖2 = 0.

So w̃ = 0. The proof is completed.

From Theorem 3.3, we know that (2.3) has a unique solution v( · , ω, v0) ∈ C([0,∞),

L2(D)) with v(0, ω, v0) = v0(ω). Moreover, we have that v(t, ω, v0) is unique and continu-

ous with respect to v0 in L2(D) for all t ≥ 0. We define a mapping ϕ : R+×Ω×L2(D)→
L2(D) by

(3.22) ϕ(t, ω)v0 = v(t, ω, v0) for all v0 ∈ L2(D), t ≥ 0 and ω ∈ Ω.

Then ϕ is a continuous random dynamical system associated with the problem (2.3)–(2.5)

in L2(D).

Let u(t, ω, u0) = eβz(θtω)v(t, ω, v0). Then the process u is the solution of problem

(1.1)–(1.3). We now define a mapping φ : R+ × Ω× L2(D)→ L2(D) by

φ(t, ω)u0 = u(t, ω, u0) = eβz(θtω)v(t, ω, e−βz(ω)u0),

for u0 ∈ L2(D), t ≥ 0, and for all ω ∈ Ω. It is easy to check that φ satisfies the

two conditions in Definition 2.2. Therefore, φ is a continuous random dynamical system

associated with the problem (1.1)–(1.3) on L2(D).

Observe that, the two random dynamical systems ϕ and φ are equivalent, so φ has a

random attractor if and only if ϕ possesses one. Hence, in the sequel, we only need to

study the dynamics for the random dynamical system ϕ.
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4. A priori estimates

To study the dynamics for the random dynamical system ϕ we have to conduct a priori

estimates of the solutions to problem (2.3)–(2.5), this is exactly the goal of this section.

The estimates established here are necessary for proving the asymptotical compactness of

the corresponding random dynamical system ϕ. In what follows, we always assume that

D is the collection of all tempered random subsets in L2(D) and g ∈ H1(R3). And for

brevity, we write
∫
D f dx as

∫
f and use c and ci (i = 1, 2, . . .) to denote different positive

constants which may change their values from line to line or even in the same lines.

Lemma 4.1. Assume that (1.4)–(1.6) hold. Let B = {B(ω)} ∈ D, v0(ω) ∈ B(ω) and

R0 > 0 be fixed. Then for P -a.e. ω ∈ Ω, there exists T0B(ω) > 0 such that for any

t ≥ T0B(ω), one has

‖v(t, θ−tω, v0(θ−tω))‖2 ≤ R2
0.

Proof. Taking the inner product of (2.3) with v in L2(D) to obtain

(4.1)
1

2

d

dt
‖v‖2 + ‖(−∆)α/2v‖2 + λ‖v‖2 = βz‖v‖2 + e−βz(f, v) + e−βz(g, v).

By (1.4), we have

(4.2) e−βz(f, v) ≤ −β1e
−2βz‖u‖pp + γ1|D|e−2βz,

and using Young’s inequality, we find

(4.3) e−βz(g, v) ≤ λ

4
‖v‖2 +

e−2βz

λ
‖g‖2.

Substituting (4.2) and (4.3) into (4.1) to get

d

dt
‖v‖2 + 2‖(−∆)α/2v‖2 +

3λ

2
‖v‖2 + 2β1e

−2βz‖u‖pp

≤ 2βz‖v‖2 + 2γ1|D|e−2βz +
2e−2βz

λ
‖g‖2.

(4.4)

Multiplying (4.4) by eλt−2β
∫ t
0 z(θrω) dr and integrating over [0, t] yield that

‖v(t, ω, v0(ω))‖2 + 2

∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr‖(−∆)α/2v(s, ω, v0(ω))‖2 ds

+ 2β1

∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr−2βz(θsω)‖u(s, ω, u0(ω))‖pp ds

≤ e−λt+2β
∫ t
0 z(θrω) dr‖v0(ω)‖2

+ 2

(
γ1|D|+

1

λ
‖g‖2

)∫ t

0
eλ(s−t)+2β

∫ t
s z(θrω) dr−2βz(θsω) ds.

(4.5)
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Replacing ω by θ−tω, then we deduce from (4.5),

‖v(t, θ−tω, v0(θ−tω))‖2

+ 2

∫ t

0
eλ(s−t)+2β

∫ t
s z(θr−tω) dr‖(−∆)α/2v(s, θ−tω, v0(θ−tω))‖2 ds

+ 2β1

∫ t

0
eλ(s−t)+2β

∫ t
s z(θr−tω) dr−2βz(θs−tω)‖u(s, θ−tω, u0(θ−tω))‖pp ds

≤ e−λt+2β
∫ t
0 z(θr−tω) dr‖v0(θ−tω)‖2

+ 2

(
γ1|D|+

1

λ
‖g‖2

)∫ t

0
eλ(s−t)+2β

∫ t
s z(θr−tω) dr−2βz(θs−tω) ds

= e−λt+2β
∫ 0
−t z(θrω) dr‖v0(θ−tω)‖2

+ 2

(
γ1|D|+

1

λ
‖g‖2

)∫ 0

−t
eλs+2β

∫ 0
s z(θrω) dr−2βz(θsω) ds.

(4.6)

Since {B(ω)} ∈ D is tempered, for any v0(θ−tω) ∈ B(θ−tω), we see that

lim
t→+∞

e−λt+2β
∫ 0
−t z(θrω) dr‖v0(θ−tω)‖2 = lim

t→+∞
e−λt+2β

∫ 0
−t z(θrω) dr−2βz(θtω) = 0.

Therefore, there exist R0 > 0 and T0B(ω) > 0 such that for any t ≥ T0B(ω),

lim
t→+∞

e−λt+2β
∫ 0
−t z(θrω) dr‖v0(θ−tω)‖2

+ 2

(
γ1|D|+

1

λ
‖g‖2

)∫ 0

−t
eλs+2β

∫ 0
s z(θrω) dr−2βz(θsω) ds

≤ R2
0,

which along with (4.6) shows that, for any t ≥ T0B(ω),

‖v(t, θ−tω, v0(θ−tω))‖2 + 2

∫ t

0
eλ(s−t)+2β

∫ t
s z(θr−tω) dr‖(−∆)α/2v(s, θ−tω, v0(θ−tω))‖2 ds

+ 2β1

∫ t

0
eλ(s−t)+2β

∫ t
s z(θr−tω) dr−2βz(θs−tω)‖u(s, θ−tω, u0(θ−tω))‖pp ds

≤ R2
0.

The proof is completed.

Lemma 4.2. Assume that (1.4)–(1.6) hold. Then for P -a.e. ω ∈ Ω, there exists T1B(ω) >

T0B(ω) > 0 such that for any t ≥ T1B(ω), we have

‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 ≤ R2
1(ω),

where R2
1(ω) = c′1R

2
0

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr ds + 2‖∇g‖2

λ

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr−2βz(θsω) ds for

some c′1 > 0.
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Proof. Taking the inner product of (2.3) with −∆v in L2(D), we obtain

1

2

d

dt
‖∇v‖2 + ‖(−∆)(1+α)/2v‖2 + λ‖∇v‖2

= βz‖∇v‖2 + e−βz(f(u),−∆v) + e−βz(g,−∆v).

(4.7)

By condition (1.6), it can be seen that

(4.8) e−βz(f(u),−∆v) = e−βz
∫
f ′(u)∇u · ∇v ≤ β3‖∇v‖2.

And from Young’s inequality, it is easy to get

(4.9) e−βz(g,−∆v) ≤ λ

4
‖∇v‖2 +

e−2βz

λ
‖∇g‖2.

So, it follows from (4.7)–(4.9) that

(4.10)
d

dt
‖∇v‖2+2‖(−∆)(1+α)/2v‖2+

3λ

2
‖∇v‖2 ≤ 2βz‖∇v‖2+2β3‖∇v‖2+

2e−2βz

λ
‖∇g‖2.

Take t ≥ T0B(ω), multiply (4.10) by eλt−2β
∫ t
0 z(θsω) ds and integrate over [s, t + 1] with

s ∈ [t, t + 1], then integrate the resulting inequality over [t, t + 1] with respect to s, we

then have

‖∇v(t+ 1, ω, v0(ω))‖2

+ 2

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr‖(−∆)(1+α)/2v(s, ω, v0(ω))‖2 ds

≤ (2β3 + 1)

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr‖∇v(s, ω, v0(ω))‖2 ds

+
2‖∇g‖2

λ

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr−2βz(θsω) ds.

(4.11)

Using the Gagliardo-Nirenberg inequality in Lemma 2.12, we find that

(2β3 + 1)‖∇v‖2 ≤ c1(2β3 + 1)
(
‖(−∆)(1+α)/2v‖+ ‖v‖

)2/(1+α)
‖v‖2α/(1+α)

≤ ‖(−∆)(1+α)/2v‖2 + c′1‖v‖2,

where c′1 = (c1(2β3 + 1))(1+α)/α ( 2
1+α

)1/α · α
1+α + 1.

Substituting ω by θ−t−1ω in (4.11) and combining above inequality, we get

‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2

≤ c′1
∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θr−t−1ω) dr‖v(s, θ−t−1ω, v0(θ−t−1ω))‖2 ds

+
2‖∇g‖2

λ

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θr−t−1ω) dr−2βz(θs−t−1ω) ds.

(4.12)
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Since t ≥ T0B(ω), by Lemma 4.1, one has

c′1

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θr−t−1ω) dr‖v(s, θ−t−1ω, v0(θ−t−1ω))‖2 ds

≤ c′1R2
0

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θr−t−1ω) dr ds

= c′1R
2
0

∫ 0

−1
eλs+2β

∫ t+1
s+t+1 z(θr−t−1ω) dr ds

= c′1R
2
0

∫ 0

−1
eλs+2β

∫ 0
s z(θrω) dr ds.

(4.13)

In addition,

2‖∇g‖2

λ

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θr−t−1ω) dr−2βz(θs−t−1ω) ds

≤ 2‖∇g‖2

λ

∫ 0

−1
eλs+2β

∫ 0
s z(θrω) dr−2βz(θsω) ds.

(4.14)

Then, from (4.12)–(4.14), we obtain

‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 ≤ R2
1(ω),

whereR2
1(ω) = c′1R

2
0

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr ds+2‖∇g‖2

λ

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr−2βz(θsω) ds, which

completes the proof.

Lemma 4.3. Assume that (1.4)–(1.6) hold. Then for P -a.e. ω ∈ Ω, there exists T2B(ω) >

T1B(ω) > 0 such that for any t ≥ T2B(ω), we have

‖(−∆)(1+α)/2v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 ≤ R2
2(ω),

where R2
2(ω) = R2

0(c′2+c′3)
∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr ds+2‖∇g‖2

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr−2βz(θsω) ds

with constants c′2, c
′
3 > 0.

Proof. Take the inner product of (2.3) with (−∆)1+αv in L2(D) to find

1

2

d

dt
‖(−∆)(1+α)/2v‖2 + ‖(−∆)1/2+α‖2 + λ‖(−∆)(1+α)/2v‖2

= βz‖(−∆)(1+α)/2v‖2 + e−βz(f(u), (−∆)1+αv) + e−βz(g, (−∆)1+αv).

(4.15)

By (1.6) as well as Young’s inequality, we obtain

(4.16) e−βz(f(u), (−∆)1+αv) ≤ β3‖∇v‖ · ‖(−∆)1/2+αv‖ ≤ 1

4
‖(−∆)1/2+αv‖2 + β2

3‖∇v‖2

and

(4.17) e−βz(g, (−∆)1+αv) ≤ 1

4
‖(−∆)1/2+αv‖2 + e−2βz‖∇g‖2.
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Then it follows from (4.15)–(4.17) that

d

dt
‖(−∆)(1+α)/2v‖2 + ‖(−∆)1/2+αv‖2 + 2λ‖(−∆)(1+α)/2v‖2

≤ 2βz‖(−∆)(1+α)/2v‖2 + 2β2
3‖∇v‖2 + 2e−2βz‖∇g‖2.

(4.18)

Take t > T2B(ω) > T1B(ω), multiply (4.18) by eλt−2β
∫ t
0 z(θsω) ds and integrate over [s, t+1]

with s ∈ [t, t + 1], then integrate the resulting inequality over [t, t + 1] with respect to s,

we get

‖(−∆)(1+α)/2v(t+ 1, ω, v0(ω))‖2

+

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr‖(−∆)1/2+αv(s, ω, v0(ω))‖2 ds

≤
∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr‖(−∆)(1+α)/2v(s, ω, v0(ω))‖2 ds

+ 2β2
3

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr‖∇v(s, ω, v0(ω))‖2 ds

+ 2‖∇g‖2
∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θrω) dr−2βz(θsω) ds.

(4.19)

On the other hand, by the Gagliardo-Nirenberg inequality, we obtain

‖(−∆)(1+α)/2v‖2 ≤ c2

(
‖(−∆)1/2+αv‖+ ‖v‖

)(2+2α)/(1+2α)
· ‖v‖2α/(1+2α)

≤ 1

2
‖(−∆)1/2+αv‖2 + c′2‖v‖2,

(4.20)

where c′2 = α
1+2α

(
4(1+α)
1+2α

)(1+α)/α
c

(1+2α)/α
2 + 1

2 . Similarly, we have

2β2
3‖∇v‖2 ≤ 2β2

3c3

(
‖(−∆)1/2+αv‖+ ‖v‖

)2/(1+2α)
· ‖v‖4α/(1+2α)

≤ 1

2
‖(−∆)1/2+αv‖2 + c′3‖v‖2,

(4.21)

where c′3 = 2α
1+2α

(
4

1+2α

)1/(2α)
(2β2

3c3)(1+2α)/(2α) + 1
2 .

Substituting (4.20) and (4.21) into (4.19), and replacing ω by θ−t−1ω, we get

‖(−∆)(1+α)/2v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2

≤ (c′2 + c′3)

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
t z(θr−t−1ω) dr‖v(s, θ−t−1ω, v0(θ−t−1ω))‖2 ds

+ 2‖∇g‖2
∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
t z(θr−t−1ω) dr−2βz(θs−t−1ω) ds

≤ R2
0(c′2 + c′3)

∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
s z(θr−t−1ω) dr ds
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+ 2‖∇g‖2
∫ t+1

t
eλ(s−t−1)+2β

∫ t+1
t z(θr−t−1ω) dr−2βz(θs−t−1ω) ds

≤ (c′2 + c′3)R2
0

∫ 0

−1
eλs+2β

∫ 0
s z(θrω) dr ds+ 2‖∇g‖2

∫ 0

−1
eλs+2β

∫ 0
s z(θrω) dr−2βz(θsω) ds

:= R2
2(ω).

Then the proof is completed.

Lemma 4.4. Assume that (1.4)–(1.6) hold. Then for P -a.e. ω ∈ Ω, there exists T3B(ω) >

T2B(ω) > 0 such that for any t ≥ T3B(ω), we have

‖(−∆)αv(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 ≤ R2
3(ω),

where R2
3(ω) = cR2

0

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr ds+ 2‖∇g‖2

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr−2βz(θsω) ds.

Proof. Multiply (2.3) by (−∆)2αv and integrate in L2(D) to obtain

d

dt
‖(−∆)αv‖2 + 2‖(−∆)3α/2v‖2 + 2λ‖(−∆)αv‖2

= 2e−βz(f(u), (−∆)2αv) + 2e−βz(g, (−∆)2αv) + 2βz‖(−∆)αv‖2.
(4.22)

Using condition (1.6), Gigliardo-Nirenberg inequality and Young’s inequality again, we

see

2e−βz(f(u), (−∆)2αv)

= 2e−βz(f ′(u)∇u, (−∆)2α−1/2v) = 2(f ′(u)∇v, (−∆)2α−1/2v)

≤ 2β3‖∇v‖‖(−∆)2α−1/2v‖ ≤ β2
3‖∇v‖2 + ‖(−∆)2α−1/2v‖2

≤ c4

(
‖(−∆)3α/2v‖+ ‖v‖

)2/(3α)
‖v‖2(3α−1)/(3α)

+ c5

(
‖(−∆)3α/2v‖+ ‖v‖

)2(4α−1)/(3α)
‖v‖2(1−α)/(3α)

≤ 1

2
‖(−∆)3α/2v‖2 + c‖v‖2,

(4.23)

and

2e−βz(g, (−∆)2αv) ≤ 2e−βz‖∇g‖‖(−∆)2α−1/2v‖

≤ e−2βz‖∇g‖2 +
1

2
‖(−∆)3α/2v‖2 + c‖v‖2.

(4.24)

So it follows from (4.22)–(4.24) that

d

dt
‖(−∆)αv‖2 + ‖(−∆)3α/2v‖2 + 2λ‖(−∆)αv‖2

≤ 2βz‖(−∆)αv‖2 + c‖v‖2 + 2e−2βz‖∇g‖2.
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By a similar process as performed in Lemma 4.3, we obtain that there exists T3B(ω) >

T2B(ω) such that for any t ≥ T3B(ω), we have

‖(−∆)αv(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 ≤ R2
3(ω),

whereR2
3(ω) = cR2

0

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr ds+2‖∇g‖2

∫ 0
−1 e

λs+2β
∫ 0
s z(θrω) dr−2βz(θsω) ds. This

is the desired assertion.

5. Existence of random attractors

In this section we study the existence and uniqueness of random attractor in space L2(D)

for the associated RDS ϕ (defined by (3.22)) and its regularity as well, that is, we will

show at the same time that the obtained random attractor in L2(D) is also actually in the

spaces H1(D) and H2α(D). For this purpose, as we mentioned in Section 1, we first need

to establish an abstract result on existence of the so-called bi-spacial random attractors.

5.1. An abstract result

Theorem 5.1. Let (X,Y ) be a limit-identical pair of Banach spaces and D be a universe in

X. Assume that ϕ is a continuous random dynamical system on X over (Ω,F , P, (θt)t∈R)

taking its values in Y in the sense of (2.1). Moreover,

(i) ϕ has a closed and random absorbing set K (K ∈ D) in X.

(ii) ϕ is D-asymptotically compact in X.

(iii) ϕ is D-asymptotically compact in Y .

Then ϕ has a unique (X,Y )-random attractor A(ω) given by

(5.1) A(ω) =
⋂
τ≥0

⋃
t≥τ

ϕ(t, θ−tω) (K(θ−tω) ∩ Y )
Y

.

Proof. The proof is similar to that of Theorem 3.1 in [14], so we only sketch it here.

Let K1(ω) = K(ω) ∩ Y . Since ϕ is assumed to take its values in Y , K1(ω) is also a

D-absorbing set (but it may not be a closed set in X). By virtue of assumption (iii) and

the definition of A(ω), it is easy to prove that A(ω) is compact in Y . So, to prove the

existence of (X,Y )-random attractor for ϕ, we only need to verify the conditions (i), (iii)

and (iv) in Definition 2.8.

First, we check the conditions (i) and (iii) by showing A = A1 = AX , where AX
(resp. A1) is the omega-limit set of K (resp. K1) in X. Indeed, if x ∈ A1(ω), then there

exist tn → +∞ and a sequence {xn} with xn ∈ K1(θ−tnω) such that

(5.2) lim
n→∞

‖ϕ(tn, θ−tnω)xn − x‖X = 0.
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Since ϕ takes its values in Y in the sense of (2.1), and ϕ is D-asymptotically compact in

Y by assumption (iii), there exist a subsequence ϕ(tnj , θ−tnjω)xnj of ϕ(tn, θ−tnω)xn and

a y ∈ Y such that

(5.3) lim
n→∞

‖ϕ(tnj , θ−tnjω)xnj − y‖Y = 0.

Hence, y ∈ A, the omega-limit set of K1 in Y . Noting that (X,Y )-is assumed to be a

limit-identical pair, we see from (5.2) and (5.3) that x = y ∈ A(ω) and thus A1(ω) ⊂ A(ω).

Conversely, by the assumption (ii), that is, ϕ is D-asymptotically compact in X, we can

check similarly that A1(ω) ⊃ A(ω) also holds. Hence, A = A1.

Next we prove AX = A1. Obviously, the omega-limits set AX of K in X is a random

attractor of ϕ in X, and the F-measurability of AX follows from [4]. Let now x ∈ AX(ω).

Then by the invariance of AX we can write x = ϕ(tn, θ−tnω)xn for some tn → +∞ and

xn ∈ AX(θ−tnω) ⊂ K(θ−tnω). Since the absorbing set K1 absorbs K (here we use K ∈ D),

there is a large time T such that

yn := ϕ(T, θ−T θT−tnω)xn ∈ K1(θT−tnω).

By the cocycle property of ϕ, we have

ϕ(tn − T, θT−tnω)yn = ϕ(tn, θ−tnω)xn = x.

Since tn − T → +∞, we have x ∈ A1(ω), which indicates that AX(ω) ⊂ A1(ω). On the

other hand, it is obvious that AX(ω) ⊃ A1(ω) since K(ω) ⊃ K1(ω). So A1 = AX and thus

A = A1 = AX . In particular, A is invariant and F-measurable in X such that A ⊂ K

with K ∈ D.

Then we turn to check the condition (iv) in Definition 2.8. Precisely, we prove the

attracting of A in Y , namely, A attracts every element D ∈ D under the topology of Y .

If it is not true, then there exist δ > 0 and zn ∈ D(θ−tnω) with tn → +∞ such that

(5.4) dY (ϕ(tn, θ−tnω)zn,A(ω)) ≥ δ for all n ∈ N.

Note that ϕ is D-asymptotically compact in Y , there is a z ∈ Y such that up to a

subsequence (relabeled by ϕ(tn, θ−tnω)zn)

(5.5) lim
n→∞

‖ϕ(tn, θ−tnω)zn − z‖Y = 0.

Because K1 is an absorbing set, there is a T0 large enough such that

(5.6) z′n := ϕ(T0, θ−tnω)zn ∈ K1(θ−(tn−T0)ω).

Then, by the cocycle property of ϕ, we see from (5.5) and (5.6) that

ϕ(tn − T0, θ−(tn−T0)ω)z′n = ϕ(tn, θ−tnω)zn → z in Y , as n→∞
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which implies z ∈ A(ω). This contradicts (5.4), thus A attracts D.

Finally, we show the uniqueness of bi-spatial random attractor. Suppose that there

is another (X,Y )-random attractor Ã. From Definition 2.8, there is a B ∈ D such that

Ã(ω) ⊂ B. Then A attracts Ã, by the invariance of Ã, we deduce that

distY

(
Ã(ω),A(ω)

)
= distY

(
ϕ(t, θ−tω)Ã(θ−tω),A(ω)

)
→ 0 as t→ +∞.

Therefore, distY

(
Ã(ω),A(ω)

)
= 0, which implies that Ã(ω) ⊂ A(ω), and the inverse

inclusion can be proved by a similarly process. Hence, Ã = A.

Remark 5.2. (i) As pointed out in [14], the absorption is assumed under the topology of the

initial space X only. We do not need that the absorbing set is included in the terminate

space. Therefore it is unnecessary to introduce a similar class as D in the terminate

space. Besides, this work stresses that the existence of a bi-spatial random attractors is

independent of continuity of RDS ϕ in the terminate space Y .

(ii) From the proofs of Theorem 5.1 and Lemma 2.7, it is easy to see that, for the RDS

ϕ, the (X,Y )-random attractor (given by (5.1)) and the (X,X)-random attractor for a

RDS ϕ are the same.

It is easy to see that the following result on existence of random attractors for a contin-

uous RDS in space X, which can be found in [6], follows immediately from Theorem 5.1.

Corollary 5.3. Let ϕ be a continuous random dynamical system on X over (Ω,F , P ,

(θt)t∈R). Suppose that {K(ω)}ω∈Ω ∈ D is a closed random absorbing set K(ω) ∈ D of

ϕ and ϕ is D-asymptotically compact in X. Then the random dynamical system ϕ has a

unique random attractor AX in X which is given by

AX(ω) =
⋂
τ≥0

⋃
t≥τ

ϕ(t, θ−tω)K(θ−tω).

5.2. Existence and regularity of bi-spatial random attractor

We now study in this subsection the existence and uniqueness of bi-spatial random at-

tractor of the random dynamical system associated with (1.1)–(1.3) by making use of

Theorem 5.1 and the estimates obtained in Section 4. We will obtain for RDS ϕ the

existence of (L2, L2)-random attractor, (L2, H1)-random attractor, (L2, H2α)-random at-

tractor, respectively.

Theorem 5.4. Suppose that (1.4)–(1.6) hold, then the random dynamical system φ gen-

erated by the problem (1.1)–(1.3) has a unique (L2(D), L2(D))-random attractor.
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Proof. Set B(ω) =
{
v0 ∈ L2(D) : ‖v0‖2L2(D) ≤ R

}
, by Lemma 4.1 we have

‖ϕ(t, θ−tω, v0(θ−tω))‖2 = ‖v(t, θ−tω, v0(θ−tω))‖2 ≤ R2
0.

Therefore, the set K(ω) =
{
v ∈ L2(D) : ‖v‖2L2(D) ≤ R

2
0

}
∈ D is a closed random absorbing

set for the random dynamical system ϕ.

On the other hand, using Lemma 4.3 and the Sobolev compact embedding H1+α(D) ↪→
L2(D), we deduce that ϕ is D-asymptotically compact in L2(D), then from Corollary 5.3

it follows immediately that there exists a unique (L2(D), L2(D))-random attractor for ϕ.

Thus, by the equivalence between φ and ϕ, we obtain that the random dynamical system

φ generated by (1.1) has a unique (L2(D), L2(D))-random attractor.

Theorem 5.5. Under the condition of Theorem 5.4, the random dynamical system φ has

a unique (L2(D), H1(D))-random attractor.

Proof. From Theorem 5.4, we see that ϕ has a closed random absorbing set K(ω) (∈ D)

in L2(D), and ϕ is D-asymptotically compact in X. Meanwhile, by Lemmas 4.2, 4.3

and the Sobolev compact embedding H1+α(D) ↪→ H1(D), we know that the random

dynamical system ϕ is also D-asymptotically compact in H1(D). Thus, by Theorem 5.1,

we obtain that ϕ has a unique (L2(D), H1(D))-random attractor. So, φ has a unique

(L2(D), H1(D))-random attractor as well.

Theorem 5.6. Under the condition of Theorem 5.4, the random dynamical system φ has

a unique (L2(D), H2α(D))-random attractor.

Proof. From Theorem 5.4, ϕ has a closed random absorbing set K(ω) (∈ D) in L2(D),

and ϕ is D-asymptotically compact in X. Moreover, by Lemma 4.4 and the Sobolev

compact embedding H1+α(D) ↪→ H2α(D), we see that random dynamical system ϕ is

D-asymptotically compact in H2α(D). Thus, by Theorem 5.1 we infer that ϕ has a

(L2(D), H2α(D))-random attractor. Therefore, φ has also a unique (L2(D), H2α(D))-

random attractor.

Remark 5.7. Clearly, by Remark 5.2(ii), we see that the bi-spatial random attractors

obtained in Theorems 5.4–5.6 are the same. We denote the random attractor by A(ω)

below.

6. Hausdorff dimension of the random attractor A(ω)

In this section, we consider the problem of the Hausdorff dimension of the random attractor

A(ω) obtained in Section 5, more precisely, we will show that the Hausdorff dimension
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of A(ω) is finite. For this we impose the following additional condition on the nonlinear

term f :

(6.1) |f ′′(u)| ≤ β4

for some β4 > 0.

We first rewrite (2.3) in the abstract form:

(6.2)
dv

dt
= L(v),

where

L(v) = −(−∆)αv − λv + e−βzf(eβzv) + e−βzg + βzv.

Let v(t) = ϕ(t, ω)v0 be the solution to problem (2.3)–(2.5) with v0 ∈ A(ω) and put

ϕ(ω) := ϕ(1, ω), φ(ω) := φ(1, ω).

As one can see that, if ϕ(ω) is almost surely uniformly differentiable on A(ω) with the

Fréchet derivativeDϕ(ω, v) with v ∈ A(ω), then so is φ(ω) andDφ(ω, u) = eβz(ω)Dϕ(ω, v).

Thus, instead of φ, we shall verify the differentiability properties for ϕ.

Lemma 6.1. Assume that (1.6) and (6.1) hold. Let A(ω) be the random attractor of ϕ.

Then the mapping ϕ is almost surely uniformly differentiable on A(ω), that is, there exists

a linear operator Dϕ(ω, v) in L (L2(D)), such that if v and v+h are in A(ω), there holds

‖ϕ(ω)(v + h)− ϕ(ω)v −Dϕ(ω, v)h‖ ≤ K(ω)‖h‖1+δ,

where δ > 0 and K(ω) is a random variable satisfying

K(ω) ≥ 1, E(lnK) <∞, ω ∈ Ω.

Moreover, for any v0 ∈ A(ω), Dϕ(ω, v0)h = V (1), where V is the solution of

(6.3)
dV

dt
= L′(v)V, V (0) = h,

with L′(v)V = −(−∆)αV − λV + f ′(eβzv)V + βzV and v(t) = e−βz(θtω)φ(t, ω)u0.

Proof. Let w(t) = v1(t)−v2(t)−V (t), where v1(t), v2(t) are two solutions of equation (6.2)

with vj(0) = v0
j , j = 1, 2, V (t) satisfies system (6.3) with h = v0

1 − v0
2. Then w(t) satisfies

the equation

(6.4)
dw

dt
= −(−∆)αw − λw + βzw + ψ1(t) + ψ2(t), w(0) = 0,
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where ψ1(t) = e−βz (f(u1)− f(u2)− f ′(u)(u1 − u2)) and ψ2(t) = f ′(u)w. Applying Tay-

lor’s formula for the function f (which has bounded second derivatives due to (6.1)) at

the point u, we deduce that

(6.5) |ψ1| ≤ c1e
−βz(θtω)|u1 − u2|2 ≤ c1e

βz(θtω)|v1 − v2|2.

Now take the inner product of (6.4) with w in L2(D) to obtain

d

dt
‖w‖2 + 2‖(−∆)α/2w‖2 + 2λ‖w‖2 = 2βz‖w‖2 + 2(ψ1, w) + 2(ψ2, w).

From (6.5), we infer that

2(ψ1, w) ≤ 4c2
1e

2βz

λ
‖v1 − v2‖4 + λ‖w‖2.

And (1.6) implies that

2(ψ2, w) = 2(f ′(u)w,w) ≤ 2β3‖w‖2.

So,
d

dt
‖w‖2 + 2‖(−∆)α/2w‖2 ≤ 2βz‖w‖2 + 2β3‖w‖2 +

4c2
1e

2βz

λ
‖v1 − v2‖4.

Then by Gronwall lemma, we get that

(6.6) ‖w(1)‖2 ≤ C1(ω)

(∫ 1

0
e2βz(θsω)‖v1(s)− v2(s)‖4 ds

)
,

where C1(ω) =
4c21
λ e

2β3+2βM with M = max0≤t≤1 z(θtω).

On the other hand, we have

d

dt
(v1 − v2) + (−∆)α(v1 − v2) + λ(v1 − v2) = e−βz(f(u1)− f(u2)) + βz(v1 − v2).

Taking the inner product of above equality with v1 − v2 in L2(D), we infer that

d

dt
‖v1 − v2‖2 + 2‖(−∆)α/2(v1 − v2)‖2 + 2λ‖v1 − v2‖2

= 2e−2βz (f(u1)− f(u2), u1 − u2) + 2βz‖v1 − v2‖2.
(6.7)

By virtue of (1.6),

(6.8) 2e−2βz (f(u1)− f(u2), u1 − u2) ≤ 2β3‖v1 − v2‖2.

Thus it follows from (6.7) and (6.8) that

d

dt
‖v1 − v2‖2 ≤ 2(β3 + βz)‖v1 − v2‖2.
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Using Gronwall lemma again, we then obtain

‖v1(t)− v2(t)‖2 ≤ e2
∫ t
0 (β3+βz(θsω)) ds‖v1(0)− v2(0)‖2

≤ e2β3+2βM‖v1(0)− v2(0)‖2, ∀ t ∈ [0, 1],

which combing with (6.6) gives that

‖w(1)‖ ≤ K1(ω)‖v1(0)− v2(0)‖1+δ,

where K1(ω) = 2c1√
λ
e3β3+4Mβ , M = max0≤t≤1 z(θtω) and δ = 1. Choose K(ω) = max

{K1(ω), 1}. Hence, we have E(lnK(ω)) <∞.

Therefore, ϕ is uniformly differentiable on A. Furthermore, the differential of ϕ in

L2(D) at v0 ∈ A is Dϕ(ω, v0) : L2(D) → L2(D) given by Dϕ(ω, v0)h = V (1). So, φ

is also uniformly differentiable. And, the differential in L2(D) of φ at u is Dφ(ω, u) =

eβz(ω)Dϕ(ω, v). The proof is completed.

To prove that the Hausdorff dimension of A is finite, we are only remained to verify

the conditions (ii) and (iii) of Proposition 2.10. In fact, from (6.3), we have

d

dt
‖V ‖2 + 2‖(−∆)α/2V ‖2 + 2λ‖V ‖2

= 2βz‖V ‖2 + 2(f ′(eβzv)V, V ) ≤ 2βz‖V ‖2 + 2β3‖V ‖2,

which implies that

‖V (t)‖2 ≤ ‖V (0)‖2e2β3t+2β
∫ t
0 z(θsω) ds.

Since α1(Dϕ(ω, v)) is equal to the norm of Dϕ(ω, v) ∈ L (X), we choose

α1(ω) = max
{
eβz(ω)+β3+βM , 1

}
.

Then one has

α1(Dφ(ω, u)) ≤ α1(ω) and E(lnα1) <∞.

From [11], we see that

ωd(Dφ(ω, u)) = sup
hi∈L2(D),‖hi‖=1

i=1,2,...,d

exp

{
βz(ω) +

∫ 1

0
Tr
(
L′(v(s)) ◦Qd(s)

)
ds

}
,

where Qd(s) is the orthogonal projector in L2(D) onto the space spanned by V1(s), V2(s),

. . . , Vd(s), and Vj(s) is the solution of equation (6.3) with Vj(0) = hj , respectively.

Let ηj(s) (j ∈ N) be an orthonormal basis of L2(D) such that

Qd(s)L
2 = span{η1(s), η2(s), . . . , ηd(s)}.
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Then, we get

Tr
(
L′(v(s)) ◦Qd(s)

)
=

∞∑
j=1

(
L′(v(s)) ◦Qd(s)ηj(s), ηj(s)

)
=

d∑
j=1

(
L′(v(s))ηj(s), ηj(s)

)
= −λ

d∑
j=1

‖ηj(s)‖2 −
d∑
j=1

‖(−∆)α/2ηj(s)‖2

+ βz
d∑
j=1

‖ηj(s)‖2 + f ′(u)
d∑
j=1

‖ηj(s)‖2

≤ (λ+Mβ + β3)
d∑
j=1

‖ηj(s)‖2 −
d∑
j=1

‖(−∆)α/2ηj(s)‖2.

By virtue of Sobolev-Lieb-Thirring inequality, it follows that

d∑
j=1

‖(−∆)α/2ηj(s)‖2 ≥ k|D|αd1+α − d,

where the constant k > 0 is independent of {ηj}dj=1 and all the parameters of in the

equation (2.3). So we infer that

Tr
(
L′(v(s)) ◦Qd(s)

)
≤ (λ+Mβ + β3)d+ d− k|D|αd1+α = k1d− k2d

1+α,

where k1 = 1 + λ+Mβ + β3 and k2 = k|D|α. Denote

ωd(ω) = exp
{
βz(ω) + k1d− k2d

1+α
}

and choose

(6.9) d =

[(
k1

k2

)1/α
]

+ 1.

Note that E(z(ω)) = 0, we have ωd(Dφ(ω, u)) ≤ ωd(ω) and E(ln(ωd)) < 0.

Consequently, by Proposition 2.10, we conclude the main result in this section as

follows:

Theorem 6.2. Assume that (1.4)–(1.6) and (6.1) hold, and let A′ be the random attractor

of random dynamical system φ associated with the problem (1.1)–(1.3). Then the Hausdorff

dimension of A′ is less than or equal to d with d given by (6.9).

Proof. Lemma 6.1 and Proposition 2.10 imply the assertion immediately.
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