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Modulus-based Successive Overrelaxation Iteration Method for Pricing

American Options with the Two-asset Black–Scholes and Heston’s Models

Based on Finite Volume Discretization

Xiaoting Gan, Xiaolin Chen* and Dengguo Xu

Abstract. In this paper we introduce a new numerical method for the linear com-

plementarity problems (LCPs) arising from two-asset Black–Scholes and Heston’s

stochastic volatility American options pricing. Based on barycenter dual mesh, a class

of finite volume method (FVM) is proposed for the spatial discretization, coupled with

the backward Euler and Crank–Nicolson schemes are employed for time stepping of the

partial differential equations (PDEs). Then, for the resulting time-dependent LCPs

are solved by using an efficient modulus-based successive overrelaxation (MSOR) it-

eration method. Numerical experiments are carried out to verify the efficiency and

usefulness of the proposed method.

1. Introduction

The valuation of option contracts is an active research topic during the last decades.

One of the most famous models is based on the Black–Scholes PDE introduced in 1973

[3]. However, the assumption of log-normal stock diffusion with constant volatility in

the standard Black–Scholes model can not represent the stylized facts observed in the

financial market. To overcome these deficiencies, a variety of extended models have been

proposed such as a jump-diffusion model [30, 37], a stochastic volatility model [22], a

multi-asset model [28, 41], and a regime-switching model [17, 19], etc. It is well known

that for European option pricing, the prices can be exercised only at expiry date using the

analytical expressions directly. While for American options pricing, the pricing problems

can be formulated as free boundary problems (or LCPs), which do not have any analytical

formulas, and hence an efficient numerical method is usually required (cf. [5, 44]). In this

study, we focus on the two-asset Black–Scholes and Heston’s stochastic volatility American

options models and try to give a new numerical method for the options pricing problems.
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There are a variety of numerical methods to solve the two-asset Black–Scholes Amer-

ican option model by many researchers in the past two decades. Khaliq et al. [28, 29]

suggested a novel linearly implicit predictor-corrector finite difference method combined

with an adaptive θ-method. After a small non-linear penalty term was added to the

Black–Scholes equation, Nielsen et al. [41] derived and analyzed explicit, implicit and

semi-implicit finite difference schemes. A finite element method (FEM) concerned with

smooth penalty for a geometric average two-asset Black–Scholes American put option has

been proposed in [31]. Zhang et al. [53] presented the power penalty method and ap-

plied the fitted FVM to the resulting nonlinear penalized parabolic PDE. A local radial

basis function-based finite difference scheme has been proposed in [27]. Zhang et al. [54]

presented the penalty method to transform the LCP into a non-linear parabolic prob-

lem, and then applied the perfectly matched layer technique to truncate the unbounded

domain. Further, the resulting non-linear truncated problem has been solved by a semi-

implicit FEM. In [43], Peherstorfer et al. suggested reduced models for pricing basket

options with the Black–Scholes and the Heston models. Shcherbakov [48] extended the

operator splitting formulation to the radial basis function partition of unity method. A

FEM in spatial variables and alternating direction implicit (ADI) method based on the

semi-implicit approximation in time variable has been studied in [34]. Also, the stability

and convergence of the constructed scheme were proved rigorously. Recently, Boen and

J. in ’t Hout [4] proposed the adaptation of various operator splitting schemes of both

the implicit-explicit (IMEX) and the ADI kind for American options under the two-asset

Merton jump-diffusion model. The primal-dual active set method for pricing American

better-of option on two assets and a systematical convergent analysis has been studied

in [20].

The numerical solutions of Heston’s stochastic volatility American option model have

also well studied by many authors. For instance, Zvan et al. [58] proposed the finite el-

ement/volume schemes and the θ-method based on the penalty method approximation.

Clarke and Parrott [11] applied the finite difference schemes for the spatial discretiza-

tion and the θ-method for the time discretization, and then proposed a multigrid method

for the LCP. Oosterlee [42] provided a detailed Fourier analysis of the PFAS approach

and then a second-order backward differentiation formula (BDF2) was used. Ikonen and

Toivanen [23–26] proposed a novel splitting technique to the LCP obtained after the space

and time finite difference discretization. Toivanen and Oosterlee [49] presented a pro-

jected algebraic multigrid method for the Heston LCP. Zheng and Yin [57] considered

the projected triangular decomposition methods for the Heston LCP that discretized by

the Craig–Sneyd ADI scheme. Ballestra and Pacelli [2] proposed an efficient radial basis

function (RBF) method for derivative pricing which developed based on an ad-hoc oper-
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ator splitting technique and on Gaussian radial functions. A reduced basis method for

pricing European and American options based on the Black–Scholes and Heston model

was studied in [7]. By using a new splitting scheme, Safaei et al. [47] decomposed the

partial differential operator into simpler operators in several fractional time steps, which

was implicitly expressed in the implicit Adams–Moulton method. Mollapourasl et al. [40]

proposed a RBF with partition of unity method (PUM) applied to a linear complemen-

tary formulation of the free boundary PDE problem. In [32], Kozpinar et al. dealt with

the numerical computation of European and American option pricing problems under the

Heston model with discontinuous Galerkin finite elements method (dGFEM), which the

advantages of dGFEM space discretization with Rannacher smoothing as time integrator

with nonsmooth initial and boundary conditions have also been illustrated. For pricing

European options under the Heston model, Li and Huang [33] proposed an iterative split-

ting method to split the operators and solve the quasi one-dimensional PDEs iteratively.

In general, numerical method to evaluate the prices of American options consists two

tasks including the discretization of the underlying PDE and the solutions of the resulted

large sparse LCPs. In this work, we will adopt a class of accurate and stable FVM that was

proposed to solve parabolic problem in [36] for the discretization of the underlying PDE.

Based on an efficient interpolation approximation technique for the variable coefficient,

this FVM not only preserves the symmetry of the original problem but also keeps the

(local) conservation law approximately and it is more easily to implement (as compared

with the finite element scheme). Using similar techniques, some new FVM discretizations

have been extended to several two-dimensional evolution equations (cf. [15, 16]). For

completeness, we now briefly discuss the FVM for the two-dimensional parabolic PDEs and

Americans options pricing. For second order parabolic equations, Li et al. [35] presented

semi- and fully-discrete generalized difference methods (also called FVM) and one of their

varieties—a mass concentration method. Chou et al. [10] studied a FVM for variable

coefficient parabolic problems on convex smooth domains in the plane. Symmetric FVM

can also be developed by using the “lumped mass” technique to solve the discrete equations

more efficiently (cf. [35, 45, 46]). Both linear and high order FVM have been studied

extensively by many researchers (see, e.g., [9, 51, 52]). However, the cross derivative and

lower derivative terms of the PDEs could not be fully considered in the above work. In

addition, there is not a lot of literature on the FVM for pricing two-dimensional American

options until now. In [53], Zhang et al. developed a fitted FVM for two-asset Black–

Scholes American options and some numerical experiments were performed to illustrate

the usefulness of this method. Based on decoupling correlated stock price process and

volatility process, a finite volume-alternating direction implicit method was proposed for

numerical valuation of the Heston’s American options model in [8]. On the other hand, it’s
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worth noting that a new method, viz. the modulus-based matrix splitting iteration method

for solving LCP proposed by Bai [1] has attracted a great deal of attention for the last

decade. By using a splitting of the system matrix and transforming the original idea in [6]

as an implicit fixed-point equation, this method not only provides a general framework for

the modified method [13], but also yields a series of modulus-based relaxation methods.

For more recent survey, we refer the readers to [38, 39, 55] and the references therein. To

best our knowledge, relatively less progress has been made in the direction of the modulus-

based matrix splitting iteration methods for LCPs arising from American options pricing.

And hence the main aim of our present article is to devote one of the modulus-based matrix

splitting iteration methods, viz. MSOR method coupled with the FVM in [36] to price two-

asset Black–Scholes and Heston’s stochastic volatility American options models. Based

on barycenter dual partition, we first develop one semi-discrete and two fully discrete

backward Euler and Crank–Nicolson finite volume schemes for the PDEs. Further, the

MSOR method is used to solve the resulted LCPs coming from American options pricing.

Numerical experiments show that the proposed methods are efficient and useful, the MSOR

method outperforms the classical projected successive overrelaxation (PSOR) (cf. [12])

iteration method with less CPU time.

The paper is organized as follows: In Section 2, we introduce the mathematical models

of the two-asset Black–Scholes and Heston’s American options. Based on barycenter

dual partition, one semi-discrete finite volume scheme and two fully discrete backward

Euler and Crank–Nicolson time-stepping schemes are established in Sections 3 and 4,

respectively. In Section 5, two numerical methods for the solutions of LCP are introduced.

In Section 6, numerical experiments are presented to illustrate the efficiency and usefulness

of the proposed method. We draw a brief conclusion in Section 7.

2. Mathematical models

2.1. Two-asset Black–Scholes American option model

Let x and y denote the market prices of two assets, which satisfy the following geometric

Brownian motion processes

dx = µ1x dt+ σ1x dW1, dy = µ2y dt+ σ2y dW2

where µ1 and µ2 are the drift rates, σ1 and σ2 are the deterministic local volatilities, W1

and W2 are the Brownian motions correlated by ρ.

Let u(x, y, t) be the value of a two-asset Black–Scholes American put option with

striking price E, where the holder can receive a given payoff g(x, y) at the expiry date
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T . Introducing a time-reverse transformation τ = T − t, it is well known that the option

pricing problem satisfies the following LCP (cf. [34, 53,54]):

(2.1)


Lu(x, y, τ) ≥ 0,

u(x, y, τ) ≥ g(x, y),

Lu(x, y, τ) · (u(x, y, τ)− g(x, y)) = 0

a.e. in [0,+∞)× [0,+∞)× (0, T ], where the initial condition condition is

u(x, y, 0) = g(x, y) = max{E − (α1x+ α2y), 0},

the boundary conditions are

u(x, 0, τ) = φ1(x, τ), x ≥ 0, τ ∈ (0, T ],(2.2a)

u(0, y, τ) = φ2(y, τ), y ≥ 0, τ ∈ (0, T ],(2.2b)

lim
y→+∞

u(x, y, τ) = G1(x, τ), x ≥ 0, τ ∈ (0, T ],(2.2c)

lim
x→+∞

u(x, y, τ) = G2(y, τ), y ≥ 0, τ ∈ (0, T ],(2.2d)

and L denotes the two-dimensional Black–Scholes operator defined by

Lu =
∂u

∂τ
− 1

2
σ2

1x
2∂

2u

∂x2
− 1

2
ρσ1σ2xy

∂2u

∂x∂y
− 1

2
σ2

2y
2∂

2u

∂y2

− (r − q1)x
∂u

∂x
− (r − q2)y

∂u

∂y
+ ru,

where αi (i = 1, 2) are given constant, r is the risk-free interest rate, qi (i = 1, 2) are

the dividend paid by the ith asset, ρ ∈ [−1, 0) ∪ (0, 1] is the correlation of two underlying

assets, φi( · , · ) (i = 1, 2) is a given function providing suitable boundary conditions, and

the functions Gi (i = 1, 2) are zero because the contract becomes worthless as the price

of any of the underlying asset tends to infinity. For computational purposes, we truncate

the infinite domain (0,+∞) × (0,+∞) into [0, X] × [0, Y ], X and Y are given positive

constants satisfying X � E and Y � E. Thus, (2.2c) and (2.2d) become

u(x, Y, τ) = 0, x ≥ 0, τ ∈ (0, T ],

u(X, y, τ) = 0, y ≥ 0, τ ∈ (0, T ].

Before proceeding to the FVM discretization of (2.1), we first transform the PDE

Lu = 0 into the following divergence form

(2.3)
∂u

∂τ
−∇ · (A∇u) + B∇u+ ru = 0,
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where

A =

a11 a12

a21 a22

 =
1

2

 σ2
1x

2 ρσ1σ2xy

ρσ1σ2xy σ2
2y

2


and

B = (b1, b2) =
1

2

ρσ1σ2x+ 2σ2
1x− 2(r − q1)x

ρσ1σ2y + 2σ2
2y − 2(r − q2)y

T

.

2.2. Heston’s American option model

In Heston model, the stock price process xt and the variance process yt are defined by the

following stochastic differential equations

dxt = µxt dt+
√
ytxt dω1,

dyt = α(β − yt) dt+ γ
√
yt dω2,

where µ is the deterministic growth rate of the stock price and
√
yt is the standard devia-

tion (the volatility) of the stock returns dx/x. The volatility of the variance process yt is

denoted by γ and the variance will drift back to mean value β > 0 at a rate α > 0. These

two processes contain randomness as ω1 and ω2 are Brownian motions with a correlation

factor ρ ∈ [−1, 1].

Let u(x, y, t) be the value of an American option under the Heston model with striking

price E, where the holder can receive a given payoff g(x) at the expiry date T . Introducing

a time-reverse transformation τ = T − t, it is well known that the corresponding option

pricing model satisfies the following LCP (cf. [25, 32,40,57]):

(2.4)


Lu(x, y, τ) ≥ 0,

u(x, y, τ) ≥ g(x),

Lu(x, y, τ) · (u(x, y, τ)− g(x)) = 0

a.e. (x, y, τ) ∈ [0,+∞) × [0,+∞) × (0, T ], where L denotes the two-dimensional Black–

Scholes operator defined by

Lu =
∂u

∂τ
− 1

2
yx2∂

2u

∂x2
− ργyx ∂2u

∂x∂y
− 1

2
γ2y

∂2u

∂y2
− rx∂u

∂x
− {α(β − y)− ϑγ√y}∂u

∂y
+ ru,

r is a risk free interest rate, ϑ is a the market price of the risk and usually is assumed to

be zero. The initial condition is

u(x, y, 0) = g(x) =

max(x− E, 0), Call Option,

max(E − x, 0), Put Option.
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Further, for computational purposes, we truncate the unbounded domain [0,+∞)×[0,+∞)

into a finite computational domain [0, X]× [0, Y ]× [0, T ], X and Y are sufficiently large.

Then the boundary conditions are

u(0, y, τ) = g(0), (y, τ) ∈ [0, Y ]× (0, T ],(2.5a)

u(x, 0, τ) = g(x), (x, τ) ∈ [0, X]× (0, T ],(2.5b)

∂u(X, y, τ)

∂x
=
∂g(X)

∂x
, (y, τ) ∈ [0, Y ]× (0, T ],(2.5c)

∂u(x, Y, τ)

∂y
= 0, (x, τ) ∈ [0, X]× (0, T ],(2.5d)

where the Dirichlet conditions (2.5a) and (2.5b) are posed on the boundaries x = 0 and y =

0, and the Neumann conditions (2.5c) and (2.5d) are posed on the truncation boundaries

based on the asymptotic behavior of u at far-field. Here, the boundary conditions (2.5a)–

(2.5d) are the same as [23,24,57].

Similar to the two-asset Black–Scholes American option, before proceeding to the

FVM discretization of LCP (2.4), we first transform the PDE Lu = 0 into the following

divergence form

(2.6)
∂u

∂τ
−∇ · (A∇u) + B∇u+ ru = 0,

where

A =

a11 a12

a21 a22

 =
1

2

 yx2 ργxy

ργxy γ2y


and

B =
(
b1, b2

)
=

1

2

 ργx− 2rx+ 2xy

ργy + γ2 − 2α(β − y)

T

.

3. Two-asset Black–Scholes American option pricing

In this section, based on barycenter dual partition, we consider a class of FVM discretiza-

tion for two-asset Black–Scholes American option.

3.1. Semi-discrete finite volume scheme

Let Th = {e} denote a triangulation of Ω = [0, X] × [0, Y ], T̂h the set of the unknown

nodes. Assume that Th is shape-regular and quasi-uniform, i.e., there exists the constant

δ0 and γ such that
he
ρe
≤ δ0 and

h

he
≤ γ,
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where he = diam(e), h = maxe∈Th he and ρe = sup{diam(s) : circle s ⊂ e}.
Based on primary partition Th, a dual partition T ∗h whose elements called control

volumes are defined as followed: for each e ∈ Th, choose a distinguished point Q ∈ e,

connect Q by line segments to the edge midpoints of e, then these segments decompose

each e into three subregions. With each P ∈ T̂h, control volume bP is the union of the

subregions which have P as a corner. In this paper, we assume T ∗h is a barycenter dual

partition, in which Q is chosen as the barycenter (see Figure 3.1).

(a) interior node (b) boundary node

Figure 3.1: Barycenter dual partition.

Associated with the primary partition Th and dual partition T ∗h , the trial and test

function spaces are chosen as

Uh = {uh ∈ C(Ω) : uh|e is a linear function for any e ∈ Th},

Vh = {vh ∈ L2(Ω) : vh|bPi
is constant for any bPi ∈ T ∗h},

and one constant finite element space is defined as

Wh = {wh ∈ L2(Ω) : wh|e is constant for any e ∈ Th}.

For uh ∈ Uh, the piecewise constant mapping P 0
h : Uh →Wh is defined as [36]:

(3.1) P 0
huh

∣∣
e

= uh(Qe), ∀ e ∈ Th,

where Qe is the barycenter of triangular element e.

Take the uniform right triangles as the primary mesh with h1 = X/m, h2 = Y/n, m

and n are the number of grid steps in the x-direction and y-direction, respectively. Then,

by using the Gauss Divergence theorem, (2.3) can be transformed to the following surface
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integral form: Find u ∈ H1(Ω) (0 < τ ≤ T ), such that

(3.2)

∫
bPi

∂u

∂τ
dx−

∫
∂bPi

(A∇u) · n ds+

∫
bPi

B∇u dx +

∫
bPi

ru dx = 0, ∀ bPi ∈ T ∗h ,

where n denotes the unit outer normal vector on ∂bPi , x = (x, y), H1(Ω) is the standard

notation for Sobolev spaces W k,p(Ω) as k = 1 and p = 2.

Borrowing the idea from Ma et al. [36], replacing A and B by the approximation

Ah = (P 0
haij)2×2 and Bh = (P 0

hbi)2×1 in (3.2), respectively. Then the semi-discrete finite

volume scheme of (2.3) is: Find uh ∈ Uh (0 < τ ≤ T ), such that

(3.3)∫
bPi

∂uh
∂τ

dx−
∫
∂bPi

(Ah∇uh) · n ds+

∫
bPi

Bh∇uh dx + uh(Pi)

∫
bPi

r dx = 0, ∀ bPi ∈ T ∗h .

Remark 3.1. Based on the surface integral form, finite volume scheme (3.3) can preserve

the (local) conservation law approximately. Further, by the approximations of Ah and Bh,

the ordinary differential equation systems will be easily obtained, see e.g., [16, 36].

In the following, take an interior node for an example, we present the explicit finite

volume method discretization of (3.3). Consider a control volume element bPi that around

an interior node Pi(x
i, yi), which has six neighbor vertices Pjk(xjk , yjk) (1 ≤ k ≤ 6),

anticlockwise, and assume Pj7 = Pj1 , Pj0 = Pj6 (see Figure 3.1(a)). Set ∆k = ∆PiPjkPjk+1

(1 ≤ k ≤ 6), Qk is barycenter of triangle ∆k, u
i
h = uh(Pi). Then, for the second term of

the left side in (3.3), using the facts

cos(n, x) ds = dy and cos(n, y) ds = −dx

yields

−
∫
∂bPi

(Ah∇uh) · n ds = −
∫
∂bPi

[
w1
h cos(n, x) + w2

h cos(n, y)
]
ds

= −
∫
∂bPi

w1
h dy +

∫
∂bPi

w2
h dx,

(3.4)

where

w1
h := P 0

ha11
∂uh
∂x

+ P 0
ha12

∂uh
∂y

,(3.5a)

w2
h := P 0

ha21
∂uh
∂x

+ P 0
ha22

∂uh
∂y

.(3.5b)

For the third term of the left side in (3.3), it is easy to see that

(3.6)

∫
bPi

Bh∇uh dx =

∫
bPi

[
P 0
hb1

∂uh
∂x

+ P 0
hb2

∂uh
∂y

]
dx.
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Besides, from [35], it is well known that

∂uh
∂x

∣∣∣
∆k

=
1

2|∆k|
[
ui(y

jk − yjk+1) + ujk(yjk+1 − yi) + ujk+1
(yi − yjk)

]
,(3.7a)

∂uh
∂y

∣∣∣
∆k

=
1

2|∆k|
[
ui(x

jk+1 − xjk) + ujk(xi − xjk+1) + ujk+1
(xjk − xi)

]
,(3.7b)

because uh is piecewise linear for all k ∈ Th.

Substituting (3.4), (3.5a), (3.5b), (3.6), (3.7a) and (3.7b) into (3.3), we obtain

∫
bPi

∂uh
∂τ

dx−
∫
∂bPi

(Ah∇uh) · n ds+

∫
bPi

Bh∇uh dx +

∫
bPi

ruh dx

=
∂uih
∂τ

∫
bPi

Φi dx +
6∑

k=1

∂ujkh
∂τ

∫
bPi

Φjk dx

+
uih
4

6∑
k=1

1

|∆k|
[
(yjk − yjk+1)2a11(Qk) + (xjk − xjk+1)2a22(Qk)

+ (xjk+1 − xjk)(yjk − yjk+1)(a12(Qk) + a21(Qk))
]

+
1

4

6∑
k=1

1

|∆k|
ujkh
{[

(yjk+1 − yi)(yjk − yjk+1)a11(Qk) + (xi − xjk+1)(yjk − yjk+1)a12(Qk)

+ (yjk+1 − yi)(xjk+1 − xjk)a21(Qk) + (xi − xjk+1)(xjk+1 − xjk)a22(Qk)
]

+
[
(yi − yjk−1)(yjk−1 − yjk)a11(Qk−1) + (xjk−1 − xi)(yjk−1 − yjk)a12(Qk−1)

+ (yi − yjk−1)(xjk − xjk−1)a21(Qk−1) + (xjk−1 − xi)(xjk − xjk−1)a22(Qk−1)
]}

+
uih
6

6∑
k=1

[
(yjk − yjk+1)b1(Qk) + (xjk+1 − xjk)b2(Qk)

]
+

1

6

6∑
k=1

ujkh
{[

(yjk+1 − yi)b1(Qk) + (xi − xjk+1)b2(Qk)
]

+
[
(yi − yjk−1)b1(Qk−1) + (xjk−1 − xi)b2(Qk−1)

]}
+ uih

∫
bPi

r dx,

(3.8)

where |∆k| denotes the area of triangle ∆k, Φi,Φjk ∈ Uh are the basis functions associated

with vertex Pi.

As mentioned earlier, in order to perform the numerical results we need to fully specify

boundary conditions (2.2a)–(2.2d). The boundary conditions uh(0, y, τ) = φ2(y, τ) and

uh(x, 0, τ) = φ1(x, τ) can be determined by solving the following single-asset American

put option problems, respectively.

(i) On the boundary x = 0, the boundary condition uh(0, y, τ) = φ2(y, τ) is determined

by solving

Lφ2(y, τ) ≥ 0, φ2(y, τ) ≥ g2(y) and Lφ2(y, τ) · (φ2(y, τ)− g2(y)) = 0
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for (y, τ) ∈ (0, Y )× (0, T ], with the boundary conditions

φ2(0, t) = E/α2 and φ2(Y, τ) = 0,

and the initial condition

g2(y) = φ2(y, 0) = max(E − α2y, 0),

where the differential operator L is defined as

L :=
∂

∂τ
− 1

2
σ2

2y
2 ∂

2

∂y2
− (r − q2)y

∂

∂y
+ r.

(ii) On the boundary y = 0, the boundary condition uh(x, 0, τ) = φ1(x, τ) is determined

by solving

Lφ1(x, τ) ≥ 0, φ1(x, τ) ≥ g1(x) and Lφ1(x, τ) · (φ1(x, τ)− g1(x)) = 0

for (x, τ) ∈ (0, X)× (0, T ], with the boundary conditions

φ1(0, τ) = E/α1 and φ1(X, τ) = 0,

and the initial condition

g1(x) = φ1(x, 0) = max(E − α1x, 0),

where the differential operator L is defined as

L :=
∂

∂τ
− 1

2
σ2

1x
2 ∂

2

∂x2
− (r − q1)x

∂

∂x
+ r.

In our numerical experiments, we will adopt a linear FVM in [35] combine with the

MSOR method to drive the numerical results of these two boundary conditions.

After the above FVM discretization of (2.3), we obtain the following semi-discretization

matrix form:

(3.9) M1
∂u1

∂τ
+ S1u1 = b1,

where u1 ∈ Rmn×1 is an unknown vector, M1 is the mn × mn mass matrix, S1 is the

mn×mn stiffness matrix, and b1 ∈ Rmn×1 is the right-hand side vector.

3.2. Fully discrete finite volume schemes

We now consider the time discretization of (3.9). Let the time interval [0, T ] be partitioned

into a uniform mesh with mesh points τl = l∆τ for l = 0, 1, . . . , N , where ∆τ = T/N and

N is a positive integer.
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Then, applying the BE scheme to (3.9), yields

(3.10)

(
1

∆τ
M1 + S1

)
ul+1

1 =

(
1

∆τ
M1

)
ul1 + b1, l = 0, 1, . . . , N − 1

with u0
1 being the given initial condition.

Similarly, applying the CN scheme to (3.9) we have

(3.11)

(
1

∆τ
M1 +

1

2
S1

)
ul+1

1 =

(
1

∆τ
M1 −

1

2
S1

)
ul1 + b1, l = 0, 1, . . . , N − 1

with u0
1 being the given initial condition.

Let

B1 =
1

∆τ
M1 + θS1 and C1 =

1

∆τ
M1 − (1− θ)S1, θ = 1 or

1

2

in (3.10) and (3.11). Then, the above space and time discretization of the two-asset

Black–Scholes American option model (2.1) leads to a sequence of LCPs:

(3.12)


B1u

l+1
1 ≥ C1u

l
1 + b1,

ul+1
1 ≥ g1,

(B1u
l+1
1 −C1u

l
1 − b1)T(ul+1

1 − g1) = 0

for l = 0, 1, . . . , N − 1, where the vector g1 = [g1,1, g1,2, . . . , g1,mn]T contains the values

of the payoff function g(x, y) at the grid points, i.e., g1,i = g(xi, yj) (i = 1, . . . ,m, j =

1, . . . , n).

For simplicity, LCPs (3.12) are usually transformed into the standard form where the

early exercise constraint equals to zero instead of the payoff function. Hence, let

z := ul+1
1 − g1, A := B1 and q := B1g1 −C1u

l
1 − b1,

then LCPs (3.12) can be transformed into the following standard form

(3.13)


w := Az + q ≥ 0,

z ≥ 0,

zTw = 0,

which is abbreviated as LCP(q, A).

4. Heston’s American option pricing

In this section, based on barycenter dual partition, we consider a class of FVM for pricing

Heston’s American option model.
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4.1. Semi-discrete finite volume scheme

Similar to the two-asset American option, an uniform grid is applied in the computational

domain [0, X]× [0, Y ] with h1 = X/m, h2 = Y/n, where m and n are the number of grid

steps in the x-direction and y-direction, respectively. Then, by using the Gauss Divergence

theorem, then (2.6) is transformed to the following surface integral form: Find u ∈ H1(Ω)

(0 < τ ≤ T ) such that∫
bPi

∂u

∂τ
dx−

∫
∂bPi

(A∇u) · n ds+

∫
bPi

B∇u dx +

∫
bPi

ru dx = 0, ∀ bPi ∈ T ∗h ,

where n denotes the unit outer normal vector on ∂bPi and x = (x, y).

Replacing A and B by the approximation Ah = (P 0
haij)2×2 and Bh = (P 0

hbi)2×1 respec-

tively, then the semi-discrete finite volume scheme of (2.6) is: Find uh ∈ Uh (0 < τ ≤ T )

such that

(4.1)

∫
bPi

∂uh
∂τ

dx−
∫
∂bPi

(Ah∇uh) ·n ds+

∫
bPi

Bh∇uh dx+

∫
bPi

ruh dx = 0, ∀ bPi ∈ T ∗h ,

where the interpolation operator P 0
h is defined in (3.1).

Note that there are two good properties for the semi-discrete finite volume scheme

(4.1).

(i) Based on the surface integral form, this scheme can preserves the (local) conserva-

tion law approximately.

(ii) Replacing A by Ah, B by Bh, the systems of ordinary differential equation corre-

sponding to this scheme can be easily obtained.

In the following, we give the FVM discretization to (4.1) on the interior and boundary

nodes.

First, considering the interior nodes, the detailed derivation of FVM discretization

(4.1) is similar to (3.8) by using the fundamental relations (3.4)–(3.7b), so we omit it

here.

Second, considering the boundary nodes, the Dirichlet boundary conditions (2.5a) and

(2.5b) on x = 0 and y = 0 can be implemented in a straightforward manner

u0,j = E and ui,0 = max{E − i∆x, 0}, (put option)

u0,j = 0 and ui,0 = max{i∆x− E, 0}, (call option)

where i = 0, . . . ,m and j = 0, . . . , n. For the treatment of the Neumann boundary

condition on x = X (2.5c) (see Figure 3.1(b)), by the facts

dX = 0 and
∂uh(X, y, τ)

∂x
= 0,
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we have the following two cases from (3.4), i.e.,

(4.2) −
∫
PiPij1

(Ah∇uh) · n ds = −
∫ yPij1

yPi

a12(Q1)
∂uh(X, y, τ)

∂y
dy =

1

2
a12(Q1)(uih − u

j1
h ),

and

(4.3) −
∫
Pij4

Pi

(Ah∇uh) · n ds =
1

2
a12(Q3)(uj4h − u

i
h).

Substituting (3.4)–(3.7b), (4.2) and (4.3) into (4.1), and set L = ∂bPi − Pij4Pij1 , we

obtain∫
bPi

∂uh
∂τ

dx−
∫
L

(Ah∇uh) · n ds+

∫
bPi

Bh∇uh dx +

∫
bPi

ruh dx

=
∂uih
∂τ

∫
bPi

Φi dx +
3∑

k=1

∂ujkh
∂τ

∫
bPi

Φjk dx

+
uih
4

3∑
k=1

1

|∆k|
[
(yjk − yjk+1)2a11(Qk) + (xjk − xjk+1)2a22(Qk)

+ (xjk+1 − xjk)(yjk − yjk+1)(a12(Qk) + a21(Qk))
]

+
1

4|∆1|
uj1h
[
(yj2 − yi)(yj1 − yj2)a11(Q1) + (xi − xj2)(yj1 − yj2)a12(Q1)

+ (yj2 − yi)(xj2 − xj1)a21(Q1) + (xi − xj2)(xj2 − xj1)a22(Q1)
]

+
1

4

3∑
k=2

1

|∆k|
ujkh
{[

(yjk+1 − yi)(yjk − yjk+1)a11(Qk) + (xi − xjk+1)(yjk − yjk+1)a12(Qk)

+ (yjk+1 − yi)(xjk+1 − xjk)a21(Qk) + (xi − xjk+1)(xjk+1 − xjk)a22(Qk)
]

+
[
(yi − yjk−1)(yjk−1 − yjk)a11(Qk−1) + (xjk−1 − xi)(yjk−1 − yjk)a12(Qk−1)

+ (yi − yjk−1)(xjk − xjk−1)a21(Qk−1) + (xjk−1 − xi)(xjk − xjk−1)a22(Qk−1)
]}

+
1

4|∆3|
uj4h
[
(yi − yj3)(yj3 − yj4)a11(Q3) + (xj3 − xi)(yj3 − yj4)a12(Q3)

+ (yi − yj3)(xj4 − xj3)a21(Q3) + (xj3 − xi)(xj4 − xj3)a22(Q3)
]

+
uih
6

3∑
k=1

[
(yjk − yjk+1)b1(Qk) + (xjk+1 − xjk)b2(Qk)

]
+

1

6
uj1h
[
(yj2 − yi)b1(Q1) + (xi − xj2)b2(Q1)

]
+

1

6

3∑
k=2

ujkh
{[

(yjk+1 − yi)b1(Qk) + (xi − xjk+1)b2(Qk)
]

+
[
(yi − yjk−1)b1(Qk−1) + (xjk−1 − xi)b2(Qk−1)

]}
+

1

6
uj4h
[
(yi − yj3)b1(Q3) + (xj3 − xi)b2(Q3)

]
+ uih

∫
bPi

r dx.
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The Neumann boundary condition on y = Y (2.5d) can be handled in a similar way.

After the above FVM discretization of (2.6), we obtain the following semi-discretization

matrix form:

(4.4) M2
∂u2

∂τ
+ S2u2 = b2,

where u2 ∈ Rmn×1 is an unknown vector, M2 is the mn × mn mass matrix, S2 is the

mn×mn stiffness matrix, and b2 ∈ Rmn×1 is the right-hand side vector.

4.2. Fully discrete finite volume schemes

We now consider the time discretization of (4.4). Let the time interval [0, T ] be partitioned

into a uniform mesh with mesh points τl = l∆τ for l = 0, 1, . . . , N , where ∆τ = T/N and

N is a positive integer.

Then, applying the BE scheme to (4.4), yields

(4.5)

(
1

∆τ
M2 + S2

)
ul+1

2 =

(
1

∆τ
M2

)
ul2 + b2, l = 0, 1, . . . , N − 1

with u0
2 being the given initial condition.

Similarly, applying the CN scheme to (4.4) we have

(4.6)

(
1

∆τ
M2 +

1

2
S2

)
ul+1

2 =

(
1

∆τ
M2 −

1

2
S2

)
ul2 + b2, l = 0, 1, . . . , N − 1

with u0
2 being the given initial condition.

Let

B2 =
1

∆τ
M2 + θS2 and C2 =

1

∆τ
M2 − (1− θ)S2, θ = 1 or

1

2

in (4.5) and (4.6). Then, the space and time discretization of the Heaton model (2.4) leads

to a sequence of LCPs:

(4.7)


B2u

l+1
2 ≥ C2u

l
2 + b2,

ul+1
2 ≥ g2,

(B2u
l+1
2 −C2u

l
2 − b2)T(ul+1

2 − g2) = 0

for l = 0, 1, . . . , N − 1, where the vector g2 = [g2,1, g2,2, . . . , g2,mn]T contains the values

of the payoff function g(x, y) at the grid points, i.e., g2,i = g(xi, yj) (i = 1, . . . ,m, j =

1, . . . , n).

For simplicity of notation, the LCPs (4.7) can also be transformed into the standard

form

(4.8)


w := Az + q ≥ 0,

z ≥ 0,

zTw = 0,
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where

z := ul+1
2 − g2, A := B2 and q := B2g2 −C2u

l
2 − b2,

which is also abbreviated as LCP(q, A).

5. The solutions of the LCP

In this section, for the solutions of the LCP(q, A) (3.13) and (4.8) resulting from the FVM

discretization of two-asset Black–Scholes model (2.1) and Heston model (2.4), we briefly

introduce two popular methods, i.e., the PSOR and the modulus-based matrix splitting

iteration methods.

5.1. PSOR iteration method

The following theorem indicates that LCP(q, A) is equivalent to a fixed-point problem.

Theorem 5.1. [12] Let A ∈ Rm×m. Then, the LCP(q, A) is equivalent to the following

fixed-point equation:

(5.1) (z − (Az + q))+ − z = 0.

Further, let A = D − L − U , where D, −L and −U are the diagonal, strictly lower-

triangular and strictly upper triangular matrices of A, respectively. Then, based on the

above equivalence (5.1), PSOR iteration method for solving LCP(q, A) can be introduced

as follows.

Method 5.2 (PSOR Iteration Method). [12] Given z0 ≥ 0,

(5.2) zk+1 =
(
zk − ωD−1

(
Azk + q − L(zk+1 − zk)

))
+
, k = 0, 1, 2, . . . ,

where 0 < ω < 2.

If set ω = 1 in (5.2), then Method 5.2 leads to the Projected Gauss–Seidel (PGS)

Iteration Method.

The PSOR iteration method for LCP(q, A) is described in Algorithm 5.1.

5.2. Modulus-based matrix splitting iteration method

The following theorem implies that the LCP(q, A) is equivalent to a fixed-point problem.

Theorem 5.3. [1] Let A = M −N be a splitting of the matrix A ∈ Rm×m, Ω1 and Ω2 be

m×m nonnegative diagonal matrices, and Ω and Γ be m×m positive diagonal matrices

such that Ω = Ω1 + Ω2. For the LCP(q, A), the following statements hold:
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Algorithm 5.1 PSOR Iteration Method

1. Choose m,n, ω, tol,maxit;

2. For it = 1, 2, . . . ,maxit

3. For i = 1, 2, . . . ,mn

4. k = [1, 2, . . . ,mn];

5. z(i) = z(i) + ω(−q(i)−A(i, k)z(k))/A(i, i);

6. z(i) = max(z(i), 0);

7. End For

8. Res = ‖min(Az + q, z)‖2;

9. If Res < tol

10. break;

11. End

12. End For

(i) if (w, z) is a solution of the LCP(q, A), then x = (Γ−1z − Ω−1w)/2 satisfies the

implicit fixed-point equation

(5.3) (MΓ + Ω1)x = (NΓ− Ω2)x+ (Ω−AΓ)|x| − q.

(ii) if x satisfies the implicit fixed-point equation (5.3), then

z = Γ(|x|+ x) and w = Ω(|x| − x)

is a solution of the LCP(q, A).

By specifying Ω1 = Ω, Ω2 = 0 and Γ = 1
λI (λ is a positive constant) in (5.3), we can

obtain the following simplified implicit fixed-point equation

(M + Ω)x = Nx+ (Ω−A)|x| − λq.

Based on the above implicit fixed-point equation, the modulus-based matrix splitting

iteration method can be defined by solving the following linear system:

(5.4) (M + Ω)x(k+1) = Nx(k) + (Ω−A)|x(k)| − λq

such that z(k+1) = 1
λ

(
|x(k+1)|+ x(k+1)

)
.

Specifically, set M = (1/ω)D − L and N = (1/ω − 1)D + U in (5.4), then the MSOR

method for solving LCP(q, A) can be introduced as follows.

Method 5.4 (MSOR Iteration Method). [1] Given x0,

(5.5) (D+Ω−ωL)x(k+1) = [(1−ω)D+ωU ]x(k)+(Ω−ωA)|x(k)|−2ωq, λ = 2, k = 0, 1, . . .

with z(k+1) = 1
2

(
|x(k+1)|+ x(k+1)

)
, where ω is the relaxation factor.
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If set ω = 1 in (5.5), then Method 5.4 leads to the Modulus-Based Gauss–Seidel

(MGS) Iteration Method.

The MSOR iteration algorithm for LCP(q, A) is described as follows.

Algorithm 5.2 MSOR Iteration Method

1. Choose x,Ω, ω, tol,maxit;

2. For it = 1, 2, . . . ,maxit

3. z = 1
2(|x|+ x);

4. b = [(1− ω)D + ωU ]x+ (Ω− ωA)|x| − 2ωq;

5. Res = ‖min(Az + q, z)‖2;

6. If Res < tol

7. break;

8. End

9. Solve (D + Ω− ωL)x = b;

10. End For

Now we briefly introduce an H+-matrix. Following [1], a nonsingular matrix G ∈ Rn×n

is called monotone if G−1 ≥ 0; an M -matrix if having nonpositive off-diagonal entries and

G−1 ≥ 0; and an H-matrix if its comparison matrix 〈G〉 = (〈g〉ij) ∈ Rn×n is an M -matrix,

where

〈g〉ij =

|gij | for i = j,

−|gij | for i 6= j,
i, j = 1, 2, . . . , n.

In particular, an H-matrix having positive diagonal entries is called an H+-matrix.

Then the convergence conditions of MSOR when the matrix A is an H+-matrix are

given in the following theorem.

Theorem 5.5. [1] Let A ∈ Rm×m be an H+-matrix with A = D−L−U := D−B satisfying

ρ(D−1|B|) < 1/2. Assume that Ω is a positive diagonal matrix satisfying Ω ≥ (1/(2ω))D,

ω is a positive constant. Then, for any initial vector, the MSOR iteration method is

convergent for
1

2(1− ρ(D−1|B|))
< ω <

3

2(1 + ρ(D−1|B|))
.

We should remark that, the convergence performance of the MSOR method depends

on the choices of Ω and ω, for the theoretical analysis of the choice of Ω and ω, we refer the

readers to [1] for more details. On the other hand, Theorem 5.5 only gives the sufficient

condition but not the necessary condition for the convergence of the MSOR method.

Besides, in more than one dimension, the H+-matrix property is typically lost for the

FVM discretizations of the cross derivative and lower derivative terms in both two-asset

Black–Scholes models and Heston’s models, independent of the mesh size; however, we do
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not expect this to be problematic for solving the resulting discrete LCPs, as will be given

the numerical experiments in the next section.

In addition, unlike PSOR method, MSOR method does not require the projection of

the iterated solution onto the space Rm+ := {x ∈ Rm | x ≥ 0}, which may be costly

in actual implementations. Furthermore, the linear system of the equation in line 9 in

Algorithm 5.2 may be solved exactly, and the coefficient matrix D+ Ω− ωL can be more

diagonal dominant than D−ωL in the PSOR method (5.2) for the positive diagonal matrix

Ω. Hence, MSOR method may be more effective in practice [18,56].

6. Numerical experiments

In this section, we present some numerical experiments to demonstrate the performance

and convergence of the new numerical method for pricing two-asset Black–Scholes and

Heston’s American options models.

In order to perform a fair comparison among different methods, in all experiments, we

choose the stopping criterion as

Res(zk) := ‖min(Azk + q, zk)‖2 < tol,

with tol = 10−6, or k reaches the maximal number of iteration steps, e.g., 500, where zk

represents the k-th numerical solution of the LCP. The relative error is defined as

Error =
‖u− u∗‖2
‖u∗‖2

,

where ‖ · ‖2 is the l2-norm of a vector, u and u∗ represent the numerical solution and

reference solution, respectively. In addition, we take Ω = (1/(2ω))D in MSOR method, in

which the parameter ω is chosen by minimizing the number of iteration steps. Similarly,

for the PSOR method, the relaxation factor ω is also chosen by minimizing the number of

iteration steps. The uniform triangulation and barycenter dual partition over [0, X]×[0, Y ]

as be shown in Figure 6.1, and then the uniform grids can be defined by the triplets

(m,n, l), where m, n and l represent the numbers of steps in x-direction, y-direction and

τ -direction, respectively.

Figure 6.1: Uniform triangulation and barycenter dual partition.
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All codes were carried out in Matlab R2016a with 32.00 GB RAM and 3.20 GHz

processor.

6.1. Two-asset Black–Scholes American option pricing

In the first example, we present numerical results for the two-asset Black–Scholes American

option model, and then the model parameters are given by (cf. [27–29,41]):

r = 0.1, σ1 = 0.2, σ2 = 0.3, α1 = 0.6, α2 = 0.4,

q1 = 0.05, q2 = 0.01, ρ = 0.5 and E = 1,

where the computational domain is [0, X]× [0, Y ]× [0, T ] = [0, 4]× [0, 4]× [0, 1].

(m,n, l)
PSOR MSOR

IT CPU Error IT CPU Error

(20,20,10) 5.7 0.69 6.10e-03 14.0 0.06 6.10e-03

(20,20,20) 5.9 1.34 5.14e-03 11.0 0.08 5.15e-03

(40,40,20) 9.0 21.11 2.01e-03 24.3 0.31 1.99e-03

(40,40,40) 6.8 31.62 1.45e-03 14.4 0.48 1.45e-03

(80,80,40) 18.0 1102.74 8.42e-04 47.9 5.12 7.90e-04

(80,80,80) 11.0 1356.71 5.34e-04 25.7 5.71 5.09e-04

Table 6.1: Comparison of PSOR and MSOR methods on different grids (BE scheme).

In order to report the relative errors for the numerical solutions, the reference numerical

solution u∗ is computed by a fine grid with (m,n, l) = (640, 640, 640), using the CN finite

volume scheme combined with the MSOR method. Then, by using the BE and CN FVM

discretization, Table 6.1 (resp. 6.2) lists the average number of iteration steps (denoted

by ‘IT’), the CPU time in seconds (denoted by ‘CPU’) and the relative error (denoted

by ‘Error’) of the PSOR and MSOR methods. From Tables 6.1 and 6.2, we see that the

numerical solutions become more and more accurate as the number of discretization grids

increases, the CN scheme generates a more accurate approximation to the true solution

and requires less CPU time than the BE scheme, moreover, the PSOR method costs much

more computing times than the MSOR method with optimal parameter.

To visualize the numerical solutions, we plot the values of two-asset Black–Scholes

American put option in Figure 6.2, using the CN finite volume scheme combined with the

MSOR method. From the figures we can see that the solutions are qualitatively excellent,

and further show the stability of the method over the whole time domain.
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(m,n, l)
PSOR MSOR

IT CPU Error IT CPU Error

(20,20,10) 5.8 0.67 4.21e-03 10.6 0.03 4.22e-03

(20,20,20) 5.9 1.37 4.23e-03 7.3 0.03 4.24e-03

(40,40,20) 6.5 15.77 9.54e-04 18.3 0.27 9.54e-04

(40,40,40) 5.9 27.42 9.59e-04 11.3 0.37 9.59e-04

(80,80,40) 10.0 628.06 2.64e-04 33.7 2.57 2.84e-04

(80,80,80) 7.2 854.07 2.63e-04 19.1 3.26 2.79e-04

Table 6.2: Comparison of PSOR and MSOR methods on different grids (CN scheme).

(a) t = 0.75 (b) t = 0.5

(c) t = 0.25 (d) t = 0

Figure 6.2: Two-asset Black–Scholes American put option values at the time points based

on (m,n, l) = (160, 160, 160).

6.2. Heston’s American option pricing

In this subsection, we present numerical results for the Heston’s American option model,

and the corresponding parameters are given by (cf. [24, 25,42,57,58]):

(6.1) α = 5.0, β = 0.16, γ = 0.9, ρ = 0.1, r = 0.1 and E = 10
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where the computational domain is [0, X]× [0, Y ]× [0, T ] = [0, 20]× [0, 1]× [0, 0.25]. Note

that for the parameter set (6.1), the Feller condition 2αβ ≥ γ2 is satisfied.

(a) call option (b) put option

Figure 6.3: The surface plots and the optimal exercise boundary curve of Heston’s Amer-

ican option model at τ = T .

scheme (m,n, l)
Asset prices

8 9 10 11 12

BE

(80,64,32) 0.08796 0.29421 0.74039 1.44865 2.32390

(80,64,64) 0.08696 0.29431 0.74160 1.44922 2.32391

(160,128,64) 0.08696 0.29431 0.74572 1.45300 2.32631

(160,128,128) 0.08631 0.29495 0.74630 1.45327 2.32632

(320,128,128) 0.08626 0.29495 0.74662 1.45360 2.32644

(320,256,128) 0.08628 0.29512 0.74733 1.45434 2.32700

CN

(80,64,32) 0.08592 0.29441 0.74283 1.44980 2.32488

(80,64,64) 0.08594 0.29442 0.74282 1.44980 2.32420

(160,128,64) 0.08579 0.29499 0.74689 1.45354 2.32420

(160,128,128) 0.08580 0.29499 0.74688 1.45354 2.32648

(320,128,128) 0.08575 0.29499 0.74720 1.45387 2.32660

(320,256,128) 0.08577 0.29515 0.74791 1.45461 2.32717

Ref. [42] 0.08577 0.29524 0.74833 1.45506 2.32731

Table 6.3: American call option values for five different asset prices at y = 0.0625.



MBSOI and FVM Methods for Two-asset and Heston’s Models 91

scheme (m,n, l)
Asset prices

8 9 10 11 12

BE

(80,64,32) 0.22321 0.52338 1.01167 1.67860 2.48149

(80,64,64) 0.22348 0.52469 1.01356 1.68026 2.48248

(160,128,64) 0.22381 0.52536 1.01443 1.68103 2.48301

(160,128,128) 0.22395 0.52601 1.01537 1.68186 2.48350

(320,128,128) 0.22404 0.52618 1.01558 1.68208 2.48374

(320,256,128) 0.22403 0.52618 1.01558 1.68205 2.48363

CN

(80,64,32) 0.22376 0.52603 1.01549 1.68196 2.48349

(80,64,64) 0.22377 0.52601 1.01547 1.68194 2.48349

(160,128,64) 0.22409 0.52667 1.01631 1.68270 2.48400

(160,128,128) 0.22409 0.52667 1.01631 1.68269 2.48400

(320,128,128) 0.22418 0.52684 1.01652 1.68291 2.48424

(320,256,128) 0.22418 0.52683 1.01652 1.68288 2.48413

Ref. [42] 0.22420 0.52689 1.01659 1.68294 2.48416

Table 6.4: American call option values for five different asset prices at y = 0.25.

scheme (m,n, l)
Asset prices

8 9 10 11 12

BE

(80,32,32) 2.00000 1.10476 0.50840 0.20610 0.08035

(80,64,32) 2.00000 1.10472 0.51270 0.20921 0.08160

(160,64,64) 2.00000 1.10629 0.51617 0.21113 0.08170

(160,128,64) 2.00000 1.10629 0.51726 0.21205 0.08204

(320,128,64) 2.00000 1.10646 0.51766 0.21239 0.08216

(320,256,128) 2.00000 1.10699 0.51882 0.21302 0.08210

CN

(80,32,32) 2.00000 1.10670 0.51171 0.20752 0.07978

(80,64,32) 2.00000 1.10662 0.51598 0.21053 0.08093

(160,64,64) 2.00000 1.10732 0.51790 0.21186 0.08141

(160,128,64) 2.00000 1.10731 0.51898 0.21277 0.08173

(320,128,64) 2.00000 1.10750 0.51938 0.21321 0.08185

(320,256,128) 2.00000 1.10753 0.51972 0.21341 0.08195

(1280,1024,512) 2.00000 1.10761 0.51999 0.21365 0.08203

Ref. [58] 2.0000 1.1076 0.5202 0.2138 0.0821

Ref. [57] 2.00000 1.10762 0.52001 0.21367 0.08204

Table 6.5: American put option values for five different asset prices at y = 0.0625.

First, the reference numerical solutions u∗ of the Heston’s American call and put
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options are computed by a fine grid with (m,n, l) = (1000, 600, 400) and (1280, 1024, 512),

respectively, using the CN finite volume scheme and the MSOR method. Then the surface

plots and the optimal exercise boundaries of the American call and put options are depicted

in Figure 6.3. From the figures we can see that the solutions are qualitatively excellent.

scheme (m,n, l)
Asset prices

8 9 10 11 12

BE

(80,32,32) 2.07588 1.32867 0.79001 0.44336 0.23989

(80,64,32) 2.07583 1.32862 0.79001 0.44340 0.23993

(160,64,64) 2.07722 1.33133 0.79322 0.44600 0.24146

(160,128,64) 2.07721 1.33131 0.79321 0.44600 0.24147

(320,128,64) 2.07733 1.33151 0.79344 0.44619 0.24158

(320,256,128) 2.07781 1.33251 0.79463 0.44717 0.24215

CN

(80,32,32) 2.07772 1.33255 0.79469 0.44717 0.24206

(80,64,32) 2.07768 1.33249 0.79468 0.44719 0.24209

(160,64,64) 2.07819 1.33334 0.79563 0.44797 0.24260

(160,128,64) 2.07818 1.33332 0.79562 0.44797 0.24260

(320,128,64) 2.07830 1.33353 0.79583 0.44816 0.24273

(320,256,128) 2.07831 1.33354 0.79587 0.44818 0.24275

(1280,1024,512) 2.07836 1.33362 0.79597 0.44826 0.24280

Ref. [58] 2.0784 1.3337 0.7961 0.4483 0.2428

Ref. [57] 2.07836 1.33363 0.79597 0.44827 0.24281

Table 6.6: American put option values for five different asset prices at y = 0.25.

option (m,n, l)
BE scheme CN scheme

IT CPU Error IT CPU Error

call

(200,60,40) 1421.0 47.11 3.26e-03 776.0 25.63 3.25e-03

(200,60,80) 810.0 53.29 3.27e-03 478.0 30.37 3.26e-03

(200,120,80) 989.0 137.92 2.73e-03 581.0 78.47 2.71e-03

put

(320,128,64) 1141.0 245.45 3.93e-04 653.8 133.32 7.02e-05

(320,128,128) 656.8 277.37 2.11e-04 336.1 138.06 6.72e-05

(320,256,128) 985.2 918.27 2.04e-04 504.4 441.58 4.04e-05

Table 6.7: Comparison of two full discrete schemes combined with MSOR method.

Second, numerical results of Heston’s American option model obtained from BE and

CN finite volume schemes combined with MSOR method when the underlying asset prices

are x = 8, 9, 10, 11, 12 are reported in Tables 6.3–6.6, respectively. From these tables, we
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can observe that the prices are in good agreement with those obtained in Refs. [42,57,58].

Moreover, the CN scheme is more precise and requires less CPU time than the BE scheme

is also observed in Table 6.7.

Next, the time convergence rate of both finite volume schemes is studied. The reference

numerical solutions for the American call and put options are obtained on a fine grid with

(m,n, l) = (80, 64, 16384), using the CN scheme and the MSOR method. Then, the

convergence rates (denoted by ‘Ratio’) are calculated by dividing the error of the previous

coarser time discretization by the error of the current discretization. From Table 6.8, we

can see that the BE scheme is first order convergence rate for both call and put options,

since the ratios are approximately 2. This is consistent with the properties of the BE

scheme. On the other hand, the second order rate of convergence can be obtained with

the CN scheme for American call option. While for the American put option, it can not

maintain second order convergence rate. This can be explained by the fact that the free

boundary of American put option in Figure 6.3 is more close to the artificial boundary

x = X, which may be cause more truncation error to the numerical solutions. In addition,

the non-smoothness of the payoff function leads to degradation in the convergence of the

numerical schemes.

l

BE scheme CN scheme

Call option Put option Call option Put option

Error Ratio Error Ratio Error Ratio Error Ratio

128 1.54e-04 - 1.95e-04 - 3.38e-07 - 1.73e-06 -

256 7.70e-05 2.00 9.85e-05 1.98 8.44e-08 4.00 6.38e-07 2.72

512 3.85e-05 2.00 4.96e-05 1.99 2.11e-08 4.00 2.31e-07 2.77

1024 1.93e-05 2.00 2.49e-05 1.99 5.29e-09 3.98 8.17e-08 2.82

2048 9.64e-06 2.00 1.25e-05 1.99 1.38e-09 3.96 2.97e-08 2.75

4096 4.82e-06 2.00 6.27e-06 2.00 3.29e-10 4.07 9.00e-09 3.31

Table 6.8: Time convergence rate of two full discrete schemes combined with MSOR

method.

Finally, based on the CN finite volume scheme, we investigate the convergence per-

formance of the PSOR and MSOR methods for LCP(q, A) (4.8). In Tables 6.9 and 6.10,

the number of average iteration steps, elapsed CPU time and the relative error are listed.

From these two tables, we can observe that the accuracy of numerical solutions improves as

the grid is refined, although MSOR method has more iteration steps than PSOR method,

PSOR method requires much more CPU time than MSOR method does. Therefore, we
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should remark that the CN finite volume scheme combined with the MSOR method is very

efficient for pricing both two-asset Black–Scholes and Heston’s American options models.

(m,n, l)
PSOR MSOR

IT CPU Error IT CPU Error

(50,15,10) 79.7 12.33 1.65e-02 158.0 0.11 1.65e-02

(50,15,20) 47.8 23.64 1.70e-02 117.0 0.30 1.70e-02

(50,30,20) 57.8 55.20 1.47e-02 128.0 0.37 1.47e-02

(100,30,20) 179.1 585.22 7.39e-03 356.0 1.75 7.39e-03

(100,30,40) 103.7 686.72 7.46e-03 226.0 2.15 7.46e-03

(100,60,40) 125.1 3182.22 6.36e-03 276.0 4.85 6.36e-03

Table 6.9: Comparison of two methods on different grids (call option).

(m,n, l)
PSOR MSOR

IT CPU Error IT CPU Error

(40,16,8) 49.8 4.44 8.37e-04 113.6 0.07 8.37e-04

(40,16,16) 28.7 5.33 7.20e-04 92.9 0.12 7.20e-04

(40,32,16) 40.8 25.02 6.61e-04 131.0 0.24 6.61e-04

(80,32,16) 114.5 231.52 3.46e-04 157.4 0.47 3.46e-04

(80,32,32) 64.6 261.36 3.10e-04 93.9 0.72 3.10e-04

(80,64,32) 91.5 1393.97 2.41e-04 132.3 1.62 2.41e-04

Table 6.10: Comparison of two methods on different grids (put option).

(m,n, l)
Asset prices

90 100 110

(200,10,20) 10.0122 3.1463 0.9339

(400,20,40) 10.0081 3.1925 0.9284

(800,40,80) 10.0057 3.2029 0.9283

Ref. [40] 10.00382 3.20956 0.93083

Ref. [14] 9.9957789 3.2079202 0.9280425

Ref. [21] 10.0039 3.2126 0.9305

Table 6.11: American put option prices for the parameter set (6.2) with Feller condition

is not satisfied at y = 0.0348.

Especially, in the following test example, we consider the case that the Feller condition

is not satisfied, which the corresponding parameters of the Heston’s American put option
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are given by (cf. [14, 21,40]):

(6.2) α = 1.15, β = 0.0348, γ = 0.39, ρ = −0.64, r = 0.04 and E = 100,

and the computational domain is [0, X] × [0, Y ] × [0, T ] = [0, 200] × [0, 0.348] × [0, 0.25].

Then, the numerical results are presented in Table 6.11, using the CN finite volume scheme

and the MSOR method. This table shows that the numerical results are close to those in

Refs. [14, 21, 40]. To visualize the numerical solutions, we plot the surface plots and the

optimal exercise boundary curve of Heston’s American put option at τ = T in Figure 6.4,

which also include the curves for the CPU time of the PSOR and MSOR methods. These

figures show that the numerical results computed by our method are qualitatively quite

good, and the MSOR method generally requires less CPU time than the PSOR method.

(a) the surface plots and the optimal ex-

ercise boundary curve at τ = T

(b) elapsed CPU time of the PSOR and MSORmeth-

ods as m = 2n = 2l

Figure 6.4: Heston’s American put option with the parameter set (6.2).

7. Conclusion

In this paper, we have studied a new numerical method pricing the two-asset Black–

Scholes and Heston’s stochastic volatility American options models. Based on barycenter

dual partition, one semi-discrete and two fully discrete finite volume schemes of the PDE

divergence forms were established, which it can deal with the cross derivative terms of

PDEs quite naturally. Then, the efficient MSOR method was adopted to solve the re-

sulted LCPs. Numerical experiments confirm the efficiency, robustness and usefulness

of the proposed methods; MSOR method is superior to the classical PSOR method in

computational efficiency. An interesting topic for future research will be to extend the

FVM combined with the MSOR method for pricing American options under the two-asset

Merton jump-diffusion model and the regime-switching stochastic volatility model with

jumps, which were recently studied by the authors in [4, 50].
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