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Inverse Anti-k-centrum Problem on Networks with Variable Edge Lengths

Van Huy Pham and Kien Trung Nguyen*

Abstract. This paper concerns the problem of modifying edge lengths of a network at

minimum total costs so as to make a prespecified vertex become an optimal location in

the modified environment. Here, we focus on the ordered median objective function

with respect to the vector of multipliers λ = (1, . . . , 1, 0, . . . , 0) with k 1’s. This

problem is called the inverse anti-k-centrum problem. We first show that the inverse

anti-k-centrum problem is NP-hard even on tree networks. However, for the inverse

anti-k-centrum problem on cycles, we formulate it as one or two linear programs,

depending on odd or even integer k. Concerning the special cases with k = 2, 3,M ,

we develop combinatorial algorithms that efficiently solve the problem, where M is

the number of vertices of the cycle.

1. Introduction

The location problem plays an important role in operations research due to its prominent

real-life applications. In this problem, we aim to find optimal locations of new facilities.

For the detailed survey of location problems, one can refer to [12,13,18]. While the classical

location problem often involves the median or center objective function, the so-called

ordered median problem is considered with the unified objective function, a generalization

of a class of functions. For references on the ordered median problem, one can see the

book of Nickel and Puerto [25].

Recently, the inverse location problem has become an interesting research topic. Here,

we aim to modify parameters, vertex weights or edge lengths, at minimum total cost

so that prespecified locations becomes optimal with respect to new parameters. Inverse

median and inverse center problems are the two popular models among the classical inverse

location problems. In the following let us review literatures concerning the inverse median

and center problems together with their complexity depending on the input data size M .

The inverse median problem was first investigated by Burkard et al. [9], where they

solved the inverse 1-median problem on trees and on the plane with l1-norm in O(M logM)
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time. Then Galavii [14] improved the complexity for solving the inverse 1-median problem

on trees to linear time. Also, Nguyen [20] considered the inverse 1-median problem on a

generalization of tree graphs, the so-called block graphs. Based on the convexity of the

cost function, he solved this problem in O(M logM) time. Furthermore, Burkard et al. [10]

solved the inverse 1-median problem on cycles with variable vertex weights in O(M2) time

by exploring the concavity of the corresponding linear programming constraints. Bonab

et al. [7] considered the inverse p-median problem on networks. It is shown that the

problem on general networks is NP-hard. However, the inverse 2-median problem on trees

is solvable in polynomial time. Additionally, if the underlying tree is a star, then the

inverse 2-median problem can be solved in linear time. The inverse 1-median problem

on the plane was also widely investigated. Burkard et al. [8] solved the inverse Fermat-

Weber problem with variable facility weights by a combinatorial algorithm in O(M logM)

time. The inverse 1-median problem with variable coordinates was investigated by Bonab

et al. [6]. They solved the problem on Rd with l22-norm in O(Md) time. However, the

problem with l1- or l∞-norm is NP-hard.

Concerning the inverse 1-center problem, Cai et al. [11] showed that although the 1-

center problem on directed networks can be solved in polynomial time, the inverse version

is NP-hard. Therefore, it is interesting to further study some special situations of inverse

1-center problem on networks which are polynomial solvable. Alizadeh, Burkard, and Pfer-

schy [2,3,5] developed a combinatorial algorithms that solve the inverse 1-center problem

on trees under l1-norm. Moreover, Nguyen and Sepasian [24] investigated this problem

under Chebyshev norm and bottleneck Hamming distance. Based on the special structure

of the objective function, they showed that the problem can be solved in quadratic time

for both cases, with or without topology changes.

The inverse convex ordered 1-median problem on trees with variable edge lengths was

investigated by Gassner [16]. She showed that both the inverse convex ordered 1-median

on unweighted trees and the inverse k-centrum problem on weighted trees under rectilinear

norm are NP-hard. However, the inverse k-centrum problem on an unweighted tree can be

solved in O(M2k3) time by dynamic programming. For some polynomially solvable cases

of this problem, one can see [21]. Concerning the inverse convex ordered 1-median problem

under Chebyshev norm, Nguyen and Chassein [23] developed O(M2 logM) algorithm

based on the greedy technique and binary search. Furthermore, the inverse k-centrum

problem on trees with variable weights is NP-hard; see Nguyen and Anh [22]. They also

develop a quadratic algorithmic for the inverse 1-center problem, a special case with k = 1.

Existing models for inverse ordered 1-median problem on networks addressed the con-

vex case, i.e., the multipliers are nondecreasing and the underlying network is a tree.

Problem with other classes of multipliers or on cycle networks is, however, not under



Inverse Anti-k-centrum Problem on Networks with Variable Edge Lengths 503

investigated so far. We consider in this paper the inverse anti-k-centrum problem on

networks, in which the k smallest weighted distances to a specified vertex contribute to

the objective function. We organize the paper as follows. We recall in Section 2 some

preliminary definitions concerning the ordered 1-median function and the inverse ordered

1-median problem. Section 3 shows the NP-hardness of the inverse anti-k-centrum prob-

lem on trees. In Section 4, we prove that the inverse anti-k-centrum problem on an

unweighted cycle can be solve in polynomial time. Furthermore, the special cases k = 2, 3

are addressed with efficient combinatorial algorithms. The inverse 1-median problem on

unweighted cycles with variable edge lengths, a special case of the inverse anti-k-centrum

problem with k = M , is solvable in quadratic time, provided that the edge lengths are

only allowed to be increased or decreased.

2. Preliminaries and problem formulation

We first recall the concept of ordered 1-median function on networks; see [25]. Given a

connected graph G = (V,E), V = {v1, . . . , vM}, each vertex vi ∈ V is associated with a

nonnegative weight wi and each edge e ∈ E has a nonnegative length `e. The distance

d(u, v) between two vertices u and v in G is the length of the shortest path connecting

these two vertices. Here, the shortest path connecting u and v is the one such that the

sum of the lengths of its constituent edges is minimized. A point ρ lies on G if it lies on

some edge e = (u, v) ∈ G and identified by choosing t ∈ [0, 1] such that d(u, ρ) = t`e. It is

obviously observe that ρ = u if t = 0 and ρ = v if t = 1. We denote the set of all points

on G by A(G). The distance between two points on G is defined similarly to that of two

vertices. Given a vector of multipliers λ = (λ1, λ2, . . . , λM ) ∈ RM+ , the ordered 1-median

objective function defined on A(G) is

fλ(ρ) =

M∑
i=1

λiw(i)d(ρ, v(i))

for ρ ∈ A(G). Here, operator (·) is a permutation on the index set of vertices of G

satisfying

w(1)d(x, v(1)) ≤ w(2)d(x, v(2)) ≤ · · · ≤ w(M)d(x, v(M)).

A point ρ∗ is called an ordered 1-median of G if and only if fλ(ρ∗) ≤ fλ(ρ) for all

ρ ∈ A(G). If the multipliers satisfy λ1 ≥ λ2 ≥ · · · ≥ λM , the ordered 1-median function

is concave on each edge of the network. For the concave situation, one of the vertex is an

ordered 1-median of G. Partially, if the vector of multipliers is specified as

λ = (1, 1, . . . , 1, 1︸ ︷︷ ︸
k 1’s

, 0, 0, . . . , 0, 0),
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the corresponding problem is called the anti-k-centrum problem. Once the decision maker

interests only on the k clients close to the server, other clients are far away from being

influenced, and would like to minimize them, then the anti-k-centrum objective function

is suitable to model the situation.

Given a connected graph G = (V,E) and a prespecified vertex v∗ in V . The length

of each edge e ∈ E can be increased or decreased by an amount pe or qe, respectively. It

means the modified length of edge e is ˜̀e := `e+pe−qe and it is nonnegative. Furthermore,

the cost to increase or decrease one unit length of e is c+e or c−e . For a vector of multipliers

λ ∈ RM+ , we denote by f̃λ the ordered 1-median with respect to new edge lengths. Let us

state the inverse ordered 1-median problem on the given instance as follows.

1. The prespecified vertex v∗ becomes an ordered 1-median of G, i.e.,

f̃λ(v∗) ≤ f̃λ(ρ)

for all ρ ∈ A(G).

2. The cost function
∑

e∈E(c+e pe + c−e qe) is minimized.

3. Variables are in certain bounds, i.e., 0 ≤ pe ≤ pe and 0 ≤ qe ≤ qe for e ∈ E.

3. Complexity result of the inverse anti-k-centrum problem on trees

Consider an unweighted tree T = (V,E), i.e., all vertex weights in T are equal to 1.

Furthermore, the vector of multipliers is

λ := (1, 1, . . . , 1, 1︸ ︷︷ ︸
k 1’s

, 0, 0, . . . , 0, 0),

i.e., the ordered 1-median function is concaved in edge of the tree. In contrast to the

polynomial solvability of the inverse k-centrum problem on T (see Gassner [16]), we obtain

the following result.

Theorem 3.1. The inverse anti-k-centrum problem on unweighted trees is NP-hard.

Proof. Consider an instance (I) of the partition problem as follows. Given a set S :=

{a1, a2, . . . , an} ⊂ N such that
∑n

i=1 ai = 2B. Does there exist a subset S′ ⊂ S satisfying∑
ai∈S′ ai = B? The partition problem is NP-hard, see Garey and Johnson [15].

The decision version of the inverse anti-k-centrum problem on a tree (InvAntiT )

is stated as follows. Given an instance of the inverse anti-k-centrum problem on an

unweighted tree T = (V,E). Does there exist a modification of edge lengths such that the

cost is at most C and the prespecified vertex v∗ becomes an anti-k-centrum of the tree?

Given an instance (I), we construct an instance (InvAntiT ) in polynomial time in the

following way.
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• The vertex set V := {v∗, v0} ∪ {vi, xi, yi}i=1,...,n ∪ {zj}j=1,...,2n.

• The edge set E := E1 ∪ E2, where

E1 := {(v∗, v0)} ∪ {(v0, vi), (v0, xi), (v0, yi)}i=1,...,n and E2 := {(v∗, zj)}j=1,...,2n.

• The edge lengths are `(v∗,v0) := 2B, `(v0,vi) := B − ai, `(v0,xi) := B, `(v0,yi) := 2B for

i = 1, . . . , n, and `(v∗,zj) := n+1
2n B for j = 1, . . . , 2n.

• The length of (v0, vi) can be increased by an amount pi, with 0 ≤ pi ≤ 2ai, for

i = 1, . . . , n and other edge lengths are fixed. The cost to modify one unit edge

length is equal to 1.

• Choose C := 2B and k := 3n+ 2.

v0 v∗

z1

z2

. . .

z2n

v1
v2 . . .

vn

x1

x2

. . .

xn

y1

y2
. . .

yn

Figure 3.1: The constructed tree T of the instance (InvAntiT ).

We consider the inverse anti-(3n+ 2)-centrum problem. By elementary computation,

the ordered 1-median values at v∗ and v0 are fλ(v∗) = (4n + 1)B and fλ(v0) = 4nB,

respectively. Moreover, either v0 or v∗ is an anti-(3n+ 2)-centrum of T as other nodes are

leaves. In what follows we prove that the answer to (I) is ‘yes’ if and only if the answer

to (InvAntiT ) is ‘yes’.

If the answer to (I) is ‘yes’, there exists a subset S′ ⊂ S such that
∑

ai∈S′ ai = B. We

increase the length of (v0, vi) by 2ai for ai ∈ S′ and get

fλ(v0) = fλ(v∗) = (4n+ 2)B.

Furthermore, the modifying cost is
∑

ai∈S′ 2ai = 2B, i.e., the answer to (InvAntiT ) is

‘yes’.

Conversely, suppose that the answer to (InvAntiT ) is ‘yes’. Then there exists a

modification of edge lengths (v0, vi) for i = 1, . . . , n such that f̃λ(v∗) ≤ f̃λ(v0) and the
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cost is at most 2B. If (v0, vi) for some i ∈ {1, . . . , n} is increased by an amount pi ≤ ai,

the modification does not contribute to the improvement of the gap fλ(v0) − fλ(v∗).

Therefore, if we increase (v0, vi) by pi, we can always assume that pi > ai. Let I be the

set of corresponding indices of the modified edges. We now prove that there exists at most

one index i0 ∈ I such that (v0, vi) is increased by 2ai for all i ∈ I \ {i0}. Indeed, assume

that there exists i ∈ I \ {i0} such that (v0, vi) is increased by an amount pi < 2ai. Let

∆ = 2ai − pi, we consider the following cases:

• If ∆ ≥ pi0−ai0 , we can set pi := pi+(pi0−ai0) and the edge length (v0, vi0) is fixed,

i.e., its length is B − ai0 . The gap fλ(v0)− fλ(v∗) is decreased by the same with a

better cost. Therefore, we can iterate this procedure until this case does not occur.

• If ∆ < pi0 − ai0 , we assign pi := 2ai and pi0 := pi0 − ∆ > ai0 . Then the gap

fλ(v0)− fλ(v∗) is reduced by the same and the cost does not change.

By the previous claim, we assume that (v0, vi0) is increased by 2ai0 − δ with δ < ai0 and

(v0, vi) is increased by 2ai for all i ∈ I \ {i0}. The total cost is
∑

i∈I 2ai− δ ≤ 2B and the

gap fλ(v∗)−fλ(v0) ≤ 0. Based on the computation of the gap, we obtain
∑

i∈I ai ≤ B+δ/2

and
∑

i∈I ai ≥ B + δ. Thus, it yields δ = 0 and
∑

i∈I ai = B. The result follows.

4. The inverse anti-k-centrum problem on unweighted cycles

4.1. Property of an anti-k-centrum vertex in unweighted cycles

We investigate in this section the inverse anti-k-centrum problem on an unweighted cycle,

i.e., all node weights are equal to 1. First, we explore some special properties of the corre-

sponding anti-k-centrum problem. Given an unweighted cycle C = (V,E) with clockwise

numbered vertices, the vertex set is V := {v0, v1, . . . , vM−1} (M ≥ 3), and the edge set

is E := {e1, e2, . . . , eM}, where ei := (vi−1, vi) for i = 1, . . . ,M − 1 and supplemented by

eM := (vM−1, v0). For simplicity, if an index of a vertex or an edge exceeds M − 1, then

it is equivalent to its modulo of M .

First, the anti-k-centrum function fλ(ρ) for ρ ∈ A(C) is concave in each edge of the

cycle, see [25]. Therefore, we can directly derive the result.

Proposition 4.1. One of the vertices of C is an anti-k-centrum of the cycle.

Proposition 4.1 allows us to evaluate the objective values only at the vertices of C in

order to get an optimal solution. Thus, a vertex v∗ is an anti-k-centrum of C if and only

if fλ(v∗) ≤ fλ(v) for all v ∈ V .

We will show in what follows that the anti-k-centrum objective function at any vertex

on C is related to the 1-median objective function of that vertex on paths and 1-medians
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of subpaths with k vertices in C play an important role in finding an anti-k-centrum of

the cycle. Therefore, we decompose the cycle C into the subpaths, each subpath contains

exactly k vertices, k ≤ M . Then we aim to explore a special property of a 1-median on

each of these subpaths to establish an optimality criterion for an anti-k-centrum of an

unweighted cycle.

Denote by Pk the set of all subpaths of C with exactly k vertices, one observes that

|Pk| = M . Let P := (V (P ), E(P )) ∈ Pk, we now define the objective value of a vertex v on

P . Notice that there are two different types of distances from a vertex v′ ∈ P to v. First,

if we consider the distance from v′ to v in the cycle C, we get the usual distance denoted

by d(v, v′). On the other hand, if we consider the distance from v′ to v in the path P , we

get another type of distance denoted by dP (v, v′). It is obvious that d(v, v′) ≤ dP (v, v′).

We consider the objective value of v on the path P as follows.

Definition 4.2. The objective value of a vertex v ∈ V (P ) on the path P is defined as

ΩP (v) :=
∑
v′∈P

dP (v, v′).

From now on, we present a path with k vertices as P := (vi1 , vi2 , . . . , vik) in that

order. It means that for two arbitrary adjacent vertices vij , vij+1 in P , we identify an edge

(vij , vij+1).

Denote by P(v) the set of all paths in Pk that contains the vertex v. Then the relation

of the objective value at v in C and the objective values of v on the paths in P(v) is

expressed in the following lemma.

Lemma 4.3. The anti-k-centrum objective value at a vertex v on the cycle C is identified

by

Fλ(v) = min
P∈P(v)

ΩP (v).

Lemma 4.3 is obviously correct as the vertices whose distances contributed to Fλ(v)

is connected. By Lemma 4.3, for each v ∈ C there exists a path Pv ∈ P(v) such that

Fλ(v) = ΩPv(v). The path Pv is called the induced path of v in C. A special property of

induced paths of an anti-k-centrum in C is studied in the following lemma.

Lemma 4.4. Given a cycle C and v∗ is an anti-k-centrum of C. Then v∗ is a 1-median

of its induced path, i.e., ∑
v′∈Pv∗

d
Pv∗
` (v′, v∗) ≤

∑
v′∈Pv∗

d
Pv∗
` (v′, v)

for all vertex v in an induced path Pv∗ of v∗.
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Proof. Assume that v∗ is an anti-k-centrum of C but it is not a 1-median of its induced

path Pv∗ . Then, there exists a vertex vi0 ∈ Pv∗ such that Fλ(v∗) = ΩPv∗ (v∗) > ΩPv∗ (vi0).

However, it implies that ΩPv∗ (vi0) ≥ Fλ(vi0) by Lemma 4.3. Thus, Fλ(v∗) > Fλ(vi0) or

the optimality of v∗ in C is contradicted. The result follows.

Lemma 4.4 states that an anti-k-centrum of C is also a 1-median of its induced path.

Thus, for each v ∈ C we concentrate on the path such that v is its 1-median. If P is a

path in C such that v is a 1-median of P , then we define P as the candidate path of v and

the corresponding value ΩP (v) is called candidate objective value of v. Due to Lemma 4.4,

we can observe that the necessary condition for a vertex v to be an anti-k-centrum of C

is that it is a 1-median of its induced path. Therefore, we are going to investigate the

sufficient condition for a vertex v∗ to be the anti-k-centrum of the cycle C as follows.

Theorem 4.5 (Optimality criterion). Given an unweighted cycle C and a vertex v∗ ∈ C.

Then v∗ is an anti-k-centrum of C if and only if there exists a candidate path P of v such

that ΩP (v∗) ≤ ΩP ′(v′) for all candidate paths P ′ of v′ 6= v∗, ∀ v′ ∈ V .

Proof. First of all, if v∗ is an anti-k-centrum of C, there exists a candidate path Pv∗ ∈
P(v∗) of v∗ such that Fλ(v∗) = ΩPv∗ (v∗) by Lemma 4.4. Since Fλ(v′) = minP ′∈P(v′) ΩP ′(v′)

and Fλ(v∗) ≤ Fλ(v′) for all v′ ∈ C \ {v∗}, we get ΩPv∗ (v∗) ≤ ΩP ′(v′) for all candidate

paths P ′ of v′ 6= v∗.

Conversely, assume that there exists a candidate path Pv∗ of v∗ such that ΩPv∗ (v∗) ≤
ΩP ′(v′) for all candidate paths P ′ of v′ 6= v∗. First, we claim that Fλ(v∗) = ΩP ∗(v∗) for

some candidate path P ∗ of v∗. Indeed, assume that Fλ(v∗) = ΩP ′(v∗) and P ′ is not a

candidate path of v∗, then there exists a 1-median v′ of P ′ such that ΩP ′(v∗) > ΩP ′(v′).

We trivially get ΩP (v∗) ≥ ΩP ′(v∗) > ΩP ′(v′) for all candidate paths P of v∗. It contradicts

to the optimality of v∗. Assume by contradiction that v∗ is not an anti-k-centrum of C,

then there exists an anti-k-centrum v′ of C such that Fλ(v′) < Fλ(v∗). By Lemma 4.4,

there exists a candidate path P ′ of v′ such that Fλ(v′) = ΩP ′(v′). However, this contradicts

to the assumption as

ΩP ∗(v∗) ≤ ΩPv∗ (v∗) ≤ ΩP ′(v′).

Therefore, we can finally conclude that v∗ is an anti-k-centrum of C.

Theorem 4.5 helps us to evaluate the optimal objective value of an anti-k-centrum

problem on an unweighted cycle by computing the objective value of each vertex v on its

candidate path(s) and get the minimum one. The next task is to identify the candidate

path of a given vertex v. Remind that we number the vertices of C in clockwise direction.

For a given vertex vi ∈ C, we can find its candidate path(s) as in follows.
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Proposition 4.6. Given an unweighted cycle C = (V,E) with clockwise-numbered vertices

v0, . . . , vM−1. For a given vertex vi, we get the two following cases:

(1) If k = 2m+ 1, there is exactly one candidate path of vi, say

P i0 = (vi−m, . . . , vi, . . . , vi+m).

(2) If k = 2m, there are exactly two candidate paths of vi, say

P i1 = (vi−m, . . . , vi, . . . , vi+m−1) and P i2 = (vi−m+1, . . . , vi, . . . , vi+m).

Proof. The proof is omitted since the result can be directly derived from the optimality

criterion for a prespecified vertex to be a 1-median of a tree, see Goldman [17] and Hua

[19].

From Proposition 4.6, we observe that there exist one or two candidate paths of a

vertex vi ∈ C depending on the odd or even integer k. For simplicity, we denote by Ω(vi)

the objective value of vi on its candidate path P i0 if k is odd. In case k is even, denote

by Ω1(vi) and Ω2(vi) the objective values of vi on its two candidate paths P i1 and P i2,

respectively. Here, the candidate path(s) of vi is implicitly involved in the functions Ω,

Ω1 and Ω2. In summary, we can mathematically write

Ω(vi) = ΩP i
0(vi) for i = 0, . . . ,M − 1 if k is odd

and

Ωj(vi) = ΩP i
j (vi) for i = 0, . . . ,M − 1 and j = 1, 2 if k is even.

Combining Proposition 4.6 and Theorem 4.5, we get

Corollary 4.7 (Optimality criterion, a reformulation of Theorem 4.5). Given an un-

weighted cycle C and a prespecified vertex v∗. Then v∗ is an anti-k-centrum of C if and

only if the following condition holds

(1) Ω(v∗) ≤ Ω(v) for all v 6= v∗, if k is odd.

(2) Ω1(v
∗) ≤ Ωj(v) for all v 6= v∗, j = 1, 2 or Ω2(v

∗) ≤ Ωj(v) for all v 6= v∗, j = 1, 2, if

k is even.

In case k = 2m is an even integer, by elementary computation we can directly derive

the relation of objective values of vertices with respect to their candidate paths as in the

lemma below.

Lemma 4.8. Given an even integer k and an unweighted cycle C, it holds that

Ω1(vi+1) = Ω2(vi) for i = 0, . . . ,M − 1.
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From Lemma 4.8, we concentrate on the candidate optimal objective values of vertices

with respect to function Ω1 (or Ω2) in order to find an anti-k-centrum of C. In more

words, we calculate the value Ω1(vi) for i = 0, . . . ,M − 1 and select the minimum one.

The attained value is the optimal objective value and the vertex with respect to that value

is an anti-k-centrum of C. In conclusion, we get the result.

Corollary 4.9. An anti-k-centrum vertex of an unweighted cycle can be found in linear

time.

4.2. Solution approach and some special cases

4.2.1. General solution approach

In this section we consider a general solution method for the inverse anti-k-centrum prob-

lem on an unweighted cycle C = (V,E). Without loss of generality, suppose that the

prespecified vertex v∗ coincides with v0. Our goal is to modify the edge lengths of the

cycle at minimum cost such that v0 becomes an anti-k-centrum of C. We now use the

abbreviation Ω̃(v) or Ω̃1(v), Ω̃2(v) to represent the objective value of v on its candidate

path(s) with respect to the new edge lengths ˜̀
e = `e + pe − qe for e ∈ E.

Recall the optimality criterion in Corollary 4.7, the vertex v0 is an anti-k-centrum of

C if and only if one of the objective value(s) at v0 with respect to its candidate path(s)

(possibly two paths) is the smallest in comparison to those of the other vertices. Moreover,

by Lemma 4.8 we just compare Ω1(v0) and Ω2(v0) with Ω1(vi) for i = 1, . . . ,M−1 in order

to decide if v0 is an anti-k-centrum of C or not. For simplicity, denote by pj and qj the

amount of augmentation and reduction of length of edge ej for j = 1, . . . ,M , respectively.

Then we consider two cases:

1. If k is odd, i.e., k = 2m+ 1 ≤M , then we trivially get the formulation of (InvC):

min

M∑
j=1

(c+j pj + c−j qj)

s.t. Ω̃(v0) ≤ Ω̃(vi), ∀ i = 1, . . . ,M − 1, 0 ≤ pj ≤ pj , ∀ j = 1, . . . ,M,

0 ≤ qj ≤ qj , ∀ j = 1, . . . ,M.

(4.1)

2. If k is even, i.e., k = 2m ≤M , then we can formulate (InvC) through two subprob-

lems as follows:

min

M∑
j=1

(c+j pj + c−j qj)

s.t. Ω̃1(v0) ≤ Ω̃1(vi), ∀ i = 2, . . . ,M − 1, 0 ≤ pj ≤ pj , ∀ j = 1, . . . ,M,

0 ≤ qj ≤ qj , ∀ j = 1, . . . ,M

(4.2)
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and

min
M∑
j=1

(c+j pj + c−j qj)

s.t. Ω̃2(v0) ≤ Ω̃1(vi), ∀ i = 2, . . . ,M − 1, 0 ≤ pj ≤ pj , ∀ j = 1, . . . ,M,

0 ≤ qj ≤ qj , ∀ j = 1, . . . ,M.

(4.3)

Note that in (4.2) we do not add the constraint Ω̃1(v0) ≤ Ω̃1(v1) since Ω̃1(v1) = Ω̃2(v0).

Therefore, the constraint Ω̃1(v0) ≤ Ω̃1(v1) does not effect on the optimality of v0. By

the same argument, in (4.3) we skip the constraint Ω̃2(v0) ≤ Ω̃1(v1). To get the optimal

objective value of the inverse anti-k-centrum problem, we compare the optimal objective

values of (4.2) and (4.3) and take the smaller one.

The functions Ω̃(·), Ω̃1(·) and Ω̃2(·) are linear in variable edge lengths. Moreover, the

new edge lengths can be presented linearly in the variables pj and qj for j = 1, . . . ,M .

Therefore, the formulations (4.1), (4.2) and (4.3) are indeed linear programs.

Theorem 4.10. The inverse anti-k-centrum problem on an unweighted cycle can be trans-

lated to one or two linear programming problems depending on odd or even k.

Next we aim to translate (4.1), (4.2), (4.3) to a more explicit formulation such that

they can be better implemented. First we introduce an operator as below.

Definition 4.11. A pushing operator πi : RM → RM for i ∈ N is a function defined as

follows. Given a vector x = (x1, x2, . . . , xM ) ∈ RM then

πi(x) = (xM−i+1, xM−i+2, . . . , xM , x1, x2, . . . , xM−i).

The pushing operator πi pushes the index of each component of vector x by i po-

sition on its right-hand side. If the index of a component in πi(x) is larger than M ,

the corresponding new index is its modulo of M . Thus, we can note that πM (x) = x,

πM+1(x) = π1(x) and so on. Additionally, we define π0(x) = x. For example, given a

vector x = (1, 2, 3, 4, 5) on R4, then π1(x) = (5, 1, 2, 3, 4), π2(x) = (4, 5, 1, 2, 3) and so on.

Now we consider the basis vector(s) which contain the multiplication of edges in the

candidate path of v0. We classify these two cases:

1. If k = 2m+ 1 is an odd integer, we denote by

a = (m,m− 1, . . . , 1, 0, . . . , 0, 1, . . . ,m− 1,m) ∈ RM .

2. If k = 2m is an even integer, we denote by

a1 = (m− 1,m− 2, . . . , 1, 0, . . . , 0, 1, . . . ,m− 1,m) ∈ RM
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and

a2 = (m,m− 1, . . . , 1, 0, . . . , 0, 1, . . . ,m− 2,m− 1) ∈ RM .

Additionally, the corresponding vector of edge lengths in C before and after the modifica-

tion is denoted by ` = (`e1 , `e2 , . . . , `eM ) and ˜̀= (˜̀e1 , ˜̀e2 , . . . , ˜̀eM ), respectively. Then we

can represent the objective value of vi in its candidate path(s) in the following proposition.

Proposition 4.12. If k = 2m+ 1 is an odd integer, the candidate objective value of vi is

Ω(vi) = πi(a)T ` for i = 0, 1, 2, . . . ,M − 1.

In case k = 2m is an even integer, the candidate objective values of vi are

Ω1(vi) = πi(a
1)T ` and Ω2(vi) = πi(a

2)T ` for i = 0, 1, 2, . . . ,M − 1.

Now we can present the candidate value(s) of each vertex as a linear function of edge

length modifications. Denote by p = (pj)j=1,...,M and q = (qj)j=1,...,M . Let us consider

two following cases:

1. If k = 2m+ 1 is an odd integer, then

Ω̃(vi) = Ω(vi) + πi(a)T (p− q) for i = 0, . . . ,M − 1.

We can transform (4.1) into the following linear programming problem:

min
M∑
j=1

(c+j pj + c−j qj)

s.t. (πi(a)− a)T (p− q) ≥ bi, ∀ i = 1, . . . ,M − 1,

0 ≤ pj ≤ pj , ∀ j = 1, . . . ,M, 0 ≤ qj ≤ qj , ∀ j = 1, . . . ,M,

(4.4)

where bi = Ω(v0)− Ω(vi) for i = 1, . . . ,M − 1.

2. If k = 2m is an even integer, then by the similar computation in the first case we

can also transform (4.2) and (4.3) into the two linear programming problems:

min
M∑
j=1

(c+j pj + c−j qj)

s.t. (πi(a
1)− a1)T (p− q) ≥ b1i , ∀ i = 2, . . . ,M − 1,

0 ≤ pj ≤ pj , ∀ j = 1, . . . ,M, 0 ≤ qj ≤ qj , ∀ j = 1, . . . ,M
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and

min
M∑
j=1

(c+j pj + c−j qj)

s.t. (πi(a
2)− a1)T (p− q) ≥ b2i , ∀ i = 2, . . . ,M − 1,

0 ≤ pj ≤ pj , ∀ j = 1, . . . ,M, 0 ≤ qj ≤ qj , ∀ j = 1, . . . ,M,

where b1i = Ω1(v0)− Ω1(vi), b
2
i = Ω2(v0)− Ω1(vi) for i = 2, . . . ,M − 1.

4.2.2. Some special cases of (InvC)

We investigate in this section some special cases of the inverse anti-k-centrum problem

on an unweighted cycle C with efficient solution methods. If k = 1, every vertex of the

cycle C is an anti-1-centrum as their corresponding objective values all equal 0. Thus, we

explore some special cases with k ≥ 2.

• The inverse anti-2-centrum problem on cycles.

For k = 2, the vector of multipliers is

λ = (1, 1, 0, . . . , 0) ∈ RM .

First of all, we observe that the smallest edge length plays an important role in identifying

an anti-2-centrum of the underlying cycle.

Theorem 4.13 (Optimality criterion). A vertex v is an anti-2-centrum of C if an only

if there exists an incident edge of v that has the smallest length in the cycle.

From Theorem 4.13, we modify the edge lengths in C in minimum cost such that e1

or eM becomes the smallest one. Assume that we want e1 to become the smallest edge

among e1, e2, . . . , eM−1, then we have the following lemma.

Lemma 4.14. In the optimal modification such that e1 becomes the smallest edge, it is

sufficient to decrease the length of e1 and increase the length of edges e2, e3, . . . , eM−1.

We denote by c the cost to decrease one unit edge length and ` the current length of e1.

Moreover, let cj be the cost to increase one unit edge length and `j be the length of ej for

j = 2, . . . ,M − 1. Let ξ be the modifying length of e1. Denote by `min = minj=2,...,M−1 `j ,

in order to perturbe e1 into the smallest edge length we decrease the length of e1 to `min

in the worst case. Thus, we get the lower bound of ξ:

max{`min, `− q1} ≤ ξ.
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Let `max = minj=2,...,M−1(`j + pj), then in the worst case we have to decrease the length

of e1 to `max and increase the lengths of ej for `j < `max to `max in order to modify the

length of e1 to the smallest edge length. Thus, we get

ξ ≤ min{`max, `}.

We abbreviate by ξ = max{`min, ` − q1} and ξ = min{`max, `}. After the preprocessing

step, we get the following problem

(4.5) minimize C(ξ) := c(`− ξ) +
∑

ej : `j<ξ

cj(ξ − `j) for ξ ≤ ξ ≤ ξ.

Problem (4.5) states that we should decrease the length of edge e1 to ξ, the cost is

c(`−ξ). On the other hand, other edges with the length being strictly less than ξ should be

increased to ξ, the cost is cj(ξ − `j) for `j < ξ. Since the function C(ξ) is piecewise linear

and convex, the minimum value of C(ξ) can be found in linear time by the binary seach

algorithm proposed in Alizadeh and Burkard [4]. Similarly, we solve the same problem

in which eM becomes the smallest edge length and get another optimal objective value.

Finally, we compare these two values and choose the best one. In conclusion, we get the

following result.

Theorem 4.15. The inverse anti-2-centrum problem on unweighted cycles is solvable in

linear time.

• The inverse anti-3-centrum problem on cycles.

We now consider the case k = 3. Then the corresponding basis vector is a =

(1, 0, . . . , 0, 1) and the matrix of coefficients A =


π1(a)− a

π2(a)− a

. . . . . . . . . . . .

πM−1(a)− a

 with respect to the

constraints of (4.4) is represented as

A =



0 1 0 · · · 0 0 −1

−1 1 1 · · · 0 0 −1

−1 0 1 · · · 0 0 −1

. . . . . . . . . . . . . . . . . . . . . . . . .

−1 0 0 · · · 1 0 −1

−1 0 0 · · · 1 1 −1

−1 0 0 · · · 0 1 0


∈ R(M−1)×M .



Inverse Anti-k-centrum Problem on Networks with Variable Edge Lengths 515

Denote by p and q the vector of augmentation and reduction of edge lengths, respectively.

Moreover, let p and q be the vector of upper bounds of augmentation and reduction of

edge lengths. The inverse anti-3-centrum problem on C is then formulated as

(4.6) min
M∑
j=1

(c+j pj + c−j qj) s.t. A(p− q) ≥ b, 0 ≤ p ≤ p, 0 ≤ q ≤ q.

Here, on the right-hand side of (4.6), b =


Ω(v0)− Ω(v1)

Ω(v0)− Ω(v2)

. . . . . . . . . . . . . . . . .

Ω(v0)− Ω(vM−1)

.

From the special structure of matrix A, we can presolve (4.6) by fixing some variables.

Proposition 4.16. In the inverse anti-3-centrum problem formulated as (4.6) we can

assign

p1 = pM = 0 and q2 = q3 = · · · = qM−1 = 0,

without changing the problem.

Thus, we can replace p− q in (4.6) by x ∈ RM where x1 = q1, xM = qM and xj = pj

for j = 2, 3, . . . ,M − 1. Let cj = c−j if j = 1 or j = M , and cj = c+j otherwise. Moreover,

let us denote by

A′ =



0 1 0 · · · 0 0 1

1 1 1 · · · 0 0 1

1 0 1 · · · 0 0 1

. . . . . . . . . . . . . . . . . . . . . .

1 0 0 · · · 1 0 1

1 0 0 · · · 1 1 1

1 0 0 · · · 0 1 0


.

Additionally, let x be the vector of upper bounds of components of x then we can refor-

mulate (4.6) as

(4.7) min
M∑
j=1

cjxj s.t. A′x ≥ b, 0 ≤ x ≤ x.

Matrix A′ is a consecutive 1’s matrix. Thus, we can translate (4.7) into an equivalent

minimum cost flow problem, it is thus solvable efficiently; see Ahuja et al. [1].

Theorem 4.17. The inverse anti-3-centrum problem on a cycle can be reduced to a min-

imum cost flow problem in linear time.
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Theorem 4.17 states that we can use the methods to solve the minimum cost flow

problems to deal with the inverse anti-3-centrum problem. Now we explore the problem

with uniform-cost coefficients.

Uniform-cost inverse anti-3-centrum problem on C (InvU3C):

Let the cost coefficients be all equal to 1, we now derive an efficient solution approach

for (InvU3C). By the special structure of matrix A′ in (4.7), we first consider the distri-

bution of variables x1 and xM . The following result is obvious.

Proposition 4.18. If b1 − xM , bM−1 − x1, and bi − x1 − xM for i = 2, . . . ,M − 2 are

nonpositive, then the optimal objective of (InvU3C) is less than or equal to x1 + xM .

The conditions given in Proposition 4.18 can be checked in linear time by computing

all corresponding differences. If these conditions hold, we can directly solve the problem

by focusing on the distribution of two variables x1 and xM . Without loss of generality,

we can assume that b1 and bM−1 are positive. Otherwise, we can replace b1 or bM−1 by

zero. Set x1 := bM−1 and xM := b1. The updated upper bound is x1 := x1 − bM−1 and

xM := xM−b1 and set bi := bi−b1−bM−1 for i = 2, . . . ,M−2. If bi ≤ 0 for i = 2, . . . ,M−2,

the optimal cost is b1 + bM−1. Otherwise, we set bi0 := maxi=2,...,M−2{bi} and distribute

x1 and xM such that x1 + xM = bi0 . The optimal objective value is bi0 + b1 + bM .

Next we consider the case where conditions in Proposition 4.18 do not hold. After

setting x1 := x1 and xM := xM and updating b1 := b1 − xM , bM−1 := bM−1 − x1, and

bi := bi − x1 − xM for i = 2, . . . ,M − 2, we can rewrite (4.7) as follows:

(4.8) min

M−2∑
j=2

xj s.t. Ãx̃ ≥ b, 0 ≤ xj ≤ xj , ∀ j = 2 . . . ,M − 1.

Here, the matrix Ã is

Ã =



1 0 · · · 0 0

1 1 · · · 0 0

0 1 · · · 0 0

. . . . . . . . . . . . . . .

0 0 · · · 1 0

0 0 · · · 1 1

0 0 · · · 0 1


∈ R(M−1)×(M−2)

and x̃ = (x2, x3, . . . , xM−1). Let xj+1 = yj for j = 1, . . . ,M − 2 and n = M − 2. Then we

get the vector of new variables (y1, . . . , yn), with yj = xj+1 for j = 1, . . . , n. The optimal

objective value of (InvU3C) is equal to the optimal objective value of (4.8) adding x1+xM .
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Because of the special structure of (4.8), we can design Algorithm 4.1 to solve it

efficiently. The main idea of Algorithm 4.1 is to go step by step downward of the constraints

and find the minimum values of variables such that those constraints hold.

Algorithm 4.1 Algorithm to solve (InvU3C).

Input: An instance of Problem (4.8).

Output: The optimal solution of the problem.

if y1 < b1 then

The problem is infeasible.

else

Set y1 := b1 if b1 > 0 and y1 := 0 otherwise. Let θ := y1.

end if

for i = 1, . . . , n− 1 do

if yi + yi+1 ≥ bi+1 then

if θ ≥ bi+1 then

yi+1 := 0 and set θ := 0.

else

Let yi+1 := min{bi+1 − θ, yi+1}, yi := bi+1 − yi+1 and θ := yi+1.

end if

else

The problem is infeasible.

end if

end for

if yn < bn+1 then

The problem is infeasible.

else

Set yn := max{yn, bn+1}.
end if

Algorithm 4.1 runs in linear time as we iterate each row of (4.8) once. The correctness

of Algorithm 4.1 is shown as follows.

Proposition 4.19. Algorithm 4.1 finds an optimal solution of (4.8).

Proof. Without loss of generality, we can assume that the problem is feasible. To show

that the obtained solution is optimal, we apply the induction on the number of variables.

If n = 1, the corresponding problem is

min y1 s.t. y1 ≥ b1, 0 ≤ y1 ≤ y1.
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Then the algorithm is true since we choose the smallest value of y1 such that the constraint

satisfies.

For n = 2, we get the corresponding problem

min y1 + y2 s.t. y1 ≥ b1, y1 + y2 ≥ b2, y2 ≥ b3, 0 ≤ y1 ≤ y1, 0 ≤ y2 ≤ y2.

Without loss of generality, we can assume that b1, b2, b3 ≥ 0. Otherwise, we replace bi < 0

by 0 for i = 1, 2, 3. It is easy to observe that the optimal objective value of the problem is

b2 if b1 + b3 ≤ b2 or b1 + b3 otherwise; see Figures 4.1 and 4.2. In all cases, Algorithm 4.1

yields an optimal solution. Thus, our claim is true for the case n = 2.

y1

y2

0 b1 y1

b3

y2

y1 + y2 ≥ b2

Feasible region.

Figure 4.1: The feasible region in

case b1 + b3 ≤ b2.

y1

y2

0 b1 y1

b3

y2

y1 + y2 ≥ b2

Feasible region.

Figure 4.2: The feasible region in

case b1 + b3 > b2.

Now we consider the induction step. Assume that Algorithm 4.1 yields an optimal

solution for the problem with n−1 variables, we further prove that it also yields an optimal

solution for the problem with n variables. We first fix a variable yn := t ∈ [bn+1, yn]

and consider the problem with n − 1 variables, i.e., the last row of the new problem is

yn−1 ≥ bn − t. We further call this problem the induced problem. The optimal objective

value of the original problem (with parameter yn := t) is the sum of the optimal objective

value of the induced problem and t. By the induction step, we can apply Algorithm 4.1

to find the optimal solution of the induced problem.

Consider the original problem, we apply Algorithm 4.1 to the iteration n− 1. Assume

that we get the current variable values y∗1, y
∗
2, . . . , y

∗
n−1, there may exist the following cases:

1. If y∗n−1 + yn ≥ bn, we choose yn = t∗ := max{bn+1, bn − y∗n}. By the induction

step {y∗1, y∗2, . . . , y∗n−1} is the optimal solution of the induced problem with a fixed

parameter y∗n = t∗. As t∗ is the minimum value such that the original problem is

feasible, we obtain an optimal solution (y∗1, y
∗
2, . . . , y

∗
n−1, y

∗
n).

2. If y∗n−1 + yn < bn, we fix yn := yn and update the value of yn−1 by y∗n−1 := bn − yn
as in Algorithm 4.1. Consider a new parameter yn := yn − δ ≥ bn+1, we have to

increase yn−1 by δ, i.e., yn−1 := y∗n−1 + δ. It holds y∗n−1 + δ ≤ yn−1, otherwise the

problem is infeasible. Thus, the optimal objective value of the original problem does
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not change. In other words, we also get the optimal objective value in this case by

applying Algorithm 4.1.

By induction, we imply that Algorithm 4.1 yields an optimal solution.

Based on the previous analysis, we get the following result.

Theorem 4.20. The uniform-cost inverse anti-3-centrum problem on cycles is solvable

in linear time.

• The uniform-cost inverse 1-median problem on cycles.

Let us further consider k = M , the corresponding problem is the inverse 1-median

problem. Moreover, the cost to modify one unit length of each edge is 1, i.e., c+e = c−e = 1.

As usual, we classify the problem into two different cases:

Case 1. If M = 2m + 1 is an odd integer, the elements of vector πi(a) − a hold the

following property.

Lemma 4.21. Let di = πi(a)− a = (di1, d
i
2, . . . , d

i
2m+1) for some i ∈ {1, . . . , 2m} then we

have

di1 ≤ di2 ≤ · · · ≤ dim+1 and di2m+1 ≤ di2m ≤ · · · ≤ dim+2.

Proof. Assume that 1 ≤ j ≤ m we express dij and dij+1 as follows:

dij = (πi(a)−a)j = (πi(a))j−(m+1−j) and dij+1 = (πi(a)−a)j+1 = (πi(a))j+1−(m−j).

We consider the two adjacent components of πi(a) in the following cases:

• If πi(a)j = πi(a)j+1, then dij < dij+1.

• If πi(a)j = πi(a)j+1 − 1, then dij = dij+1.

• If πi(a)j = πi(a)j+1 + 1, then dij < dij+1.

Thus, we get dij ≤ dij+1 for j = 1, 2, . . . ,m. For the case m + 2 ≤ j ≤ 2m, we can prove

correctness of the lemma by the same technique.

We consider new variables by the assignments

x1 := pm+1, x2 := pm, . . . , xm+1 := p1, y1 := pm+2, y2 := pm+1, . . . , ym := p2m+1,

z1 := q1, z2 := q2, . . . , zm+1 := qm+1, t1 := q2m+1, . . . , tm−1 := qm+3, tm := qm+2.

The upper bounds of new variables are the bounds of the corresponding old ones, e.g.,

x1 = pm+1 and so on. Using the new variables the inverse 1-median problem on C can be

formulated as the following linear programming problem.
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Proposition 4.22. Problem (4.4) can be rewritten as

min

m∑
j=1

(xj + yj + zj + tj) + xm+1 + zm+1

s.t. Rx+R′y + Sz + S′t ≥ b, 0 ≤ x ≤ x, 0 ≤ y ≤ y, 0 ≤ z ≤ z, 0 ≤ t ≤ t,

(4.9)

where R = (rij), R
′ = (r′ij), S = (sij), S

′ = (s′ij) and the corresponding coefficients are

rij = (πi(a)− a)m+2−j for j = 1, . . . ,m+ 1, r′ij = (πi(a)− a)m+1+j for j = 1, . . . ,m,

sij = −(πi(a)− a)j for j = 1, . . . ,m+ 1, s′ij = −(πi(a)− a)2m+2−j for j = 1, . . . ,m.

From Lemma 4.21, the coefficients of matrix R, R′, S, S′ in (4.9) satisfy

rij ≥ rij+1 for j = 1, . . . ,m, r′ij ≥ r′ij+1 for j = 1, . . . ,m− 1,

sij ≥ sij+1 for j = 1, . . . ,m and s′ij ≥ s′ij+1 for j = 1, . . . ,m− 1.

If the edge lengths are only allowed to be increased or decreased the coefficients of

(4.9) can be divided into two groups of nonincreasing coefficients. Therefore, the methods

proposed by Burkard et al. [10] can be applied to solve (4.9) in O(M2) time.

Case 2. If M is even, we get a similar result as for the case where k is odd by using

the same arguments.

In summary, we obtain the final result as follows.

Theorem 4.23. The uniform-cost inverse 1-median problem on cycles can be solved in

O(M2) time, provided that the edge lengths are either increased or decreased.

5. Conclusions

We addressed the inverse anti-k-centrum problem on networks. We proved that the inverse

anti-k-centrum problem is NP-hard even on tree networks. However, this problem on an

unweighted cycle is polynomially solvable. Special cases with efficient algorithms were

also discussed in details. Solution approaches for the inverse anti-k-centrum problem on

cycles can be easily extended in order to get similar results for path graphs. Concerning

future research, we can consider some other special cases of the inverse concave ordered

1-median problem on trees or cycles with polynomial time solvability. Additionally, the

inverse ordered 1-median problem with variable vertex weights is also a promising topic.
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