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An efficient numerical scheme for solving delay differential equations with a piecewise constant delay function is developed
in this paper. The proposed approach is based on a hybrid of block-pulse functions and Taylor’s polynomials. The operational
matrix of delay corresponding to the proposed hybrid functions is introduced. The sparsity of this matrix significantly reduces the
computation time andmemory requirement.The operational matrices of integration, delay, and product are employed to transform
the problem under consideration into a system of algebraic equations. It is shown that the developed approach is also applicable to
a special class of nonlinear piecewise constant delay differential equations. Several numerical experiments are examined to verify
the validity and applicability of the presented technique.

1. Introduction

Many problems arising in diverse areas of science and
engineering can be described by delay differential equations
(DDEs). Typical examples are transmission lines, popula-
tion dynamics, chemical processes, mathematical biology,
physics, electrodynamics, quantum mechanics, robotics, and
communication networks [1–3]. Many research works have
been devoted to the numerical treatments of DDEs involving
constant delay [4–16]. To our knowledge, a few papers have
been paid to the numerical investigation of delay differential
equations with a piecewise constant delay function [17–21]. It
should be mentioned that, except for some special cases, it is
either difficult or impossible to obtain a closed-form solution
to a constant delay system. Obviously, the situation becomes
more complicated when time-delay is a piecewise constant
function.

It is generally supposed that the delay function is either
constant or continuous. However, in some actual situations,
time-delay is a piecewise constant function. Most of the
existing computational techniques are capable of providing
satisfactory approximation for problems whose solutions are
infinitely smooth or well-behaved. To deal with a problem

whose solution is a nonsmooth function such as time-delay
systems, they encounter some challenges. The computational
procedures developed in [17, 18] are based on block-pulse
functions. Among piecewise constant basis functions, block-
pulse functions have a simple structure. Simplicity in oper-
ations is a distinctive feature of these functions [22]. As a
result, they can be implemented without too much effort.
Although these functions possess some nice properties such
as disjointedness, orthogonality, and completeness, they do
not provide accurate solutions for DDEs. The numerical
results obtained by the methods implemented in [17, 18]
are not in good agreement with the exact solution of the
mentioned systems. It should be pointed out that the ana-
lytical solution of these systems cannot be produced solely
either by continuous basis functions or by piecewise constant
basis functions. The main difficulty arises because of the
lack of smoothness of the solution associated with DDEs.
To overcome these drawbacks, it motivates one to design a
flexible framework to accurately model the mixed features
of continuity and jumps that occur in the solution of the
problem under consideration.

Recently, an effective computational technique for solving
DDEs with a piecewise constant delay function has been
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introduced by Marzban and Shahsiah [19]. The developed
method is based on a hybrid of block-pulse functions and
Chebyshev polynomials. More recently, an efficient numer-
ical scheme has been presented for solving linear piecewise
constant delay systems [20]. The proposed approach is based
on a hybrid of block-pulse functions and Legendre polynomi-
als.The purpose of this work is to present a simple framework
to numerically solve piecewise constant delay systems. The
proposed procedure is based on a hybrid of block-pulse
functions and Taylor’s polynomials. The structure of this
kind of hybrid functions is much simpler than that of
those available in the literature, particularly, the hybrid of
block-pulse functions and Chebyshev polynomials.This type
of hybrid functions allows one to significantly reduce the
computation time as well as thememory usage.The proposed
procedure is also applicable to nonlinear piecewise constant
delay systems, but some modifications are required.

The paper is organized as follows. In Section 2, we
explain the fundamental properties of the hybrid of block-
pulse functions and Taylor’s polynomials. In Section 3, the
operational matrix of delay associated with the proposed
hybrid functions is constructed. Section 4 is dedicated to
the problem statement and its description. Finally, in Sec-
tion 5, various types of piecewise constant delay systems are
investigated to evaluate the performance and computational
efficiency of the suggested numerical scheme.

2. Hybrid Functions

2.1. Hybrid of Block-Pulse Functions and Taylor’s Polynomials.
Hybrid functions𝜙𝑛𝑚(𝑡), 𝑛 = 1, 2, . . . , 𝑁, 𝑚 = 0, 1, . . . ,𝑀−1,
are defined on the interval [0, 𝑡𝑓) as [14]𝜙𝑛𝑚 (𝑡)

= {{{𝑇𝑚 (𝑁𝑡 − (𝑛 − 1) 𝑡𝑓) , 𝑡 ∈ [(𝑛 − 1𝑁 ) 𝑡𝑓, 𝑛𝑁𝑡𝑓) ,0, otherwise, (1)

where 𝑛 is the order of block-pulse functions. Here 𝑇𝑚(𝑡) =𝑡𝑚, 𝑚 = 0, 1, . . . ,𝑀 − 1, are the well-known Taylor’s
polynomials of degree𝑚. A detailed explanation of the block-
pulse functions can be found in [22]. It is worth noting that
the mentioned hybrid functions constitute a semiorthogonal
set on the interval [0, 𝑡𝑓).
2.2. Function Approximation. A function 𝑓(𝑡) can be repre-
sented in terms of the hybrid functions as

𝑓 (𝑡) = ∞∑
𝑛=1

∞∑
𝑚=0

𝑐𝑛𝑚𝜙𝑛𝑚 (𝑡) , (2)

where the coefficients 𝑐𝑛𝑚, 𝑛 = 1, 2, . . . , 𝑁, 𝑚 = 0, 1, . . . ,𝑀 −1, are calculated by the following formula:

𝑐𝑛𝑚 = 1𝑁𝑚𝑚! (𝑑𝑚𝑓 (𝑡)𝑑𝑡𝑚 )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑡=((𝑛−1)/𝑁)𝑡𝑓 . (3)

If the series given by (2) is truncated, then it can be written in
the form

𝑓 (𝑡) ≃ 𝑁∑
𝑛=1

𝑀−1∑
𝑚=0

𝑐𝑛𝑚𝜙𝑛𝑚 (𝑡) = 𝐶𝑇Φ (𝑡) , (4)

where

𝐶 = [𝑐10, . . . , 𝑐1,𝑀−1, 𝑐20, . . . , 𝑐2,𝑀−1, . . . , 𝑐𝑁0, . . . , 𝑐𝑁,𝑀−1]𝑇 , (5)Φ (𝑡) = [𝜙10 (𝑡) , . . . , 𝜙1,𝑀−1 (𝑡) , 𝜙20 (𝑡) , . . . , 𝜙2,𝑀−1 (𝑡) , . . . ,𝜙𝑁0 (𝑡) , . . . , 𝜙𝑁,𝑀−1 (𝑡)]𝑇 . (6)

In order to illustrate the usefulness and advantages of the pre-
sented framework over the conventional Taylor’s expansion,
we investigate two cases as follows.

Case 1. Assume that

𝑓 (𝑡) = {{{{{{{
𝑡, 0 ≤ 𝑡 < 1,1, 1 ≤ 𝑡 < 2,3 − 𝑡, 2 ≤ 𝑡 ≤ 3. (7)

Clearly, the function 𝑓(𝑡) has two corner points at the
points 𝑡 = 1 and 𝑡 = 2. Accordingly, Taylor’s expansion of𝑓(𝑡) about each of the mentioned points does not exist. This
function can be exactly approximated by the hybrid functions
as follows:

𝑓 (𝑡) = 3∑
𝑛=1

1∑
𝑚=0

𝑐𝑛𝑚𝜙𝑛𝑚 (𝑡) = 𝐶𝑇Φ (𝑡) , (8)

in which

𝐶 = [0, 13 , 1, 0, 1, −13]𝑇 ,Φ (𝑡)= [𝜙10 (𝑡) , 𝜙11 (𝑡) , 𝜙20 (𝑡) , 𝜙21 (𝑡) , 𝜙30 (𝑡) , 𝜙31 (𝑡)]𝑇 .
(9)

The elements of the vectorΦ(𝑡) are defined by

𝜙10 (𝑡) = {{{
1, 𝑡 ∈ [0, 1) ,0, otherwise,

𝜙11 (𝑡) = {{{
3𝑡, 𝑡 ∈ [0, 1) ,0, otherwise,

𝜙20 (𝑡) = {{{
1, 𝑡 ∈ [1, 2) ,0, otherwise,
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𝜙21 (𝑡) = {{{
3𝑡 − 3, 𝑡 ∈ [1, 2) ,0, otherwise,

𝜙30 (𝑡) = {{{
1, 𝑡 ∈ [2, 3) ,0, otherwise,

𝜙31 (𝑡) = {{{
3𝑡 − 6, 𝑡 ∈ [2, 3) ,0, otherwise.

(10)

Case 2. Suppose that

𝑔 (𝑡) = {{{{{{{{{
exp (𝑡) , 0 ≤ 𝑡 < 1,𝑡2 + 𝑡, 1 ≤ 𝑡 < 2,𝑡 + 4, 2 ≤ 𝑡 ≤ 3. (11)

Obviously, this function is discontinuous at the points 𝑡 = 1
and 𝑡 = 2. However, it can be efficiently approximated by the
proposed hybrid functions. To express this function in terms
of hybrid functions, we choose 𝑁 = 3. In addition, Assume
that𝑀 is an arbitrary positive integer number greater than 2.
With the use of (2), we have

𝑔 (𝑡) = 3∑
𝑛=1

𝑀−1∑
𝑚=0

𝑐𝑛𝑚𝜙𝑛𝑚 (𝑡) , (12)

where the hybrid functions 𝜙𝑛𝑚(𝑡), 𝑛 = 1, 2, 3, 𝑚 = 0, 1,. . . ,𝑀 − 1, are defined by

𝜙𝑛𝑚 (𝑡) = 𝑇𝑚 (3𝑡 − 3𝑛 + 3) = 3𝑚 (𝑡 − 𝑛 + 1)𝑚 . (13)

Also, the associated coefficients 𝑐𝑛𝑚 are given by

𝑐1𝑚 = 13𝑚𝑚! , 𝑚 = 0, 1, . . . ,𝑀 − 1,
𝑐20 = 2,𝑐21 = 1,
𝑐22 = 19 ,𝑐2𝑚 = 0, 𝑚 = 3, 4, . . . ,𝑀 − 1,𝑐30 = 6,
𝑐31 = 13 ,𝑐3𝑚 = 0, 𝑚 = 2, 3, . . . ,𝑀 − 1.

(14)

The hybrid expansion of 𝑔(𝑡) over the interval [1, 2] is
presented by𝑐20𝜙20 (𝑡) + 𝑐21𝜙21 (𝑡) + 𝑐22𝜙22 (𝑡)= 2 + (3𝑡 − 3) + 19 (3𝑡 − 3)2 = 𝑡2 + 𝑡. (15)

Similarly, the hybrid approximation of 𝑔(𝑡) on the interval[2, 3) is described by𝑐30𝜙30 (𝑡) + 𝑐31𝜙31 (𝑡) = 6 + 13 (3𝑡 − 6) = 𝑡 + 4. (16)

Moreover, the hybrid expansion of𝑔(𝑡) over the interval [0, 1)
is expressed by

𝑔 (𝑡) = 𝑀−1∑
𝑚=0

𝑡𝑚𝑚! , (17)

which is precisely Taylor’s expansion of the function exp(𝑡)
about 𝑡 = 0, up to degree𝑀− 1. Define𝐸 = 󵄩󵄩󵄩󵄩󵄩𝑔 (𝑡) − 𝐶𝑇Φ (𝑡)󵄩󵄩󵄩󵄩󵄩∞= max {󵄨󵄨󵄨󵄨󵄨𝑔 (𝑡) − 𝐶𝑇Φ (𝑡)󵄨󵄨󵄨󵄨󵄨 : 0 ≤ 𝑡 ≤ 1} . (18)

It is easily verified that 𝐸 = 𝑒𝑀! . (19)

The obtained result indicates that the maximum error con-
verges to zero as the value of 𝑀 increases. Some important
aspects of the proposed hybrid functions are clarified in [23].

2.3. Operational Matrices of Integration and Product. The
integration of the vector Φ(𝑡) presented by (6) can also be
expanded in terms of hybrid functions as

∫𝑡
0
Φ (𝜏) 𝑑𝜏 ≃ 𝑃Φ (𝑡) , (20)

in which𝑃 is the𝑀𝑁×𝑀𝑁 operationalmatrix of integration
corresponding to the hybrid functions. The structure of this
matrix is given by [14]

𝑃 = (((
(

𝐸∗ 𝐻 𝐻 ⋅ ⋅ ⋅ 𝐻0 𝐸∗ 𝐻 ⋅ ⋅ ⋅ 𝐻0 0 𝐸∗ ⋅ ⋅ ⋅ 𝐻... ... ... d
...0 0 0 ⋅ ⋅ ⋅ 𝐸∗
)))
)

, (21)

where

𝐻 = 1𝑁 ((((
(

𝑡𝑓 0 ⋅ ⋅ ⋅ 0𝑡2𝑓2 0 ⋅ ⋅ ⋅ 0... ... d
...𝑡𝑀𝑓𝑀 0 ⋅ ⋅ ⋅ 0
))))
)

, (22)
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and 𝐸∗ is defined by

𝐸∗ = 1𝑁
(((((((
(

0 1 0 ⋅ ⋅ ⋅ 00 0 12 ⋅ ⋅ ⋅ 0... ... ... d
...0 0 0 ⋅ ⋅ ⋅ 1𝑀 − 10 0 0 ⋅ ⋅ ⋅ 0

)))))))
)

. (23)

It should be noted that 𝐸∗ is the operational matrix of
integration associated with the Taylor’s polynomials on the
interval [((𝑛−1)/𝑁)𝑡𝑓, (𝑛/𝑁)𝑡𝑓). Furthermore, if𝐶 is a vector
of order 𝑀𝑁 × 1, then the expression Φ(𝑡)Φ𝑇(𝑡)𝐶 can be
represented in terms of hybrid functions asΦ (𝑡)Φ𝑇 (𝑡) 𝐶 ≃ 𝐶̃Φ (𝑡) . (24)

The 𝑀𝑁 × 𝑀𝑁 matrix 𝐶̃ is called the operational matrix of
product [14].

3. Derivation of the Operational
Matrix of Delay

In this section, we shall derive the operational matrix of
delay associated with the hybrid of block-pulse functions
and Taylor’s polynomials. For this purpose, we employ a
procedure analogous to the one developed in [19] for the
hybrid of block-pulse functions and Chebyshev polynomials.
The delayed vectorΦ(𝑡 − 𝑎(𝑡)) can be represented in terms ofΦ(𝑡) as follows: Φ (𝑡 − 𝑎 (𝑡)) = 𝐷Φ (𝑡) , (25)

in which 𝐷 is called the operational matrix of delay. In
addition, 𝑎(𝑡) is a piecewise constant function defined by

𝑎 (𝑡) =
{{{{{{{{{{{{{{{{{

𝜏1, 𝑇0 ≤ 𝑡 < 𝑇1,𝜏2, 𝑇1 ≤ 𝑡 < 𝑇2,... ...𝜏𝑟, 𝑇𝑟−1 ≤ 𝑡 < 𝑇𝑟,
(26)

where 0 = 𝑇0 < 𝑇1 < ⋅ ⋅ ⋅ < 𝑇𝑟−1 < 𝑇𝑟 = 𝑡𝑓. It is
further supposed that 𝜏𝑖, 𝑖 = 1, 2, . . . , 𝑟, are arbitrary rational
numbers in the interval [0, 𝑡𝑓) and 𝑇𝑖 ∈ Q, 𝑖 = 0, 1, . . . , 𝑟. To
construct𝐷, we first obtain the value of𝑁. Let𝐴 = {𝑖 : 𝜏𝑖 ̸= 0} , (27)

and take 𝛾 as the smallest positive integer number such that
the following conditions are satisfied:𝛾𝜏𝑖 ∈ Z,𝛾𝑇𝑗 ∈ Z,𝑖 ∈ 𝐴, 𝑗 = 1, 2, . . . , 𝑟. (28)

Assume that |𝐴| = 𝑘. Next, we define 𝜆 as the greatest
common divisor of the integers 𝛾𝜏𝑖 and 𝛾𝑇𝑗, 𝑖 ∈ 𝐴 and𝑗 = 1, 2, . . . , 𝑟; that is,𝜆 = g.c.d (𝛾𝜏1, 𝛾𝜏2, . . . , 𝛾𝜏𝑘, 𝛾𝑇1, 𝛾𝑇2, . . . , 𝛾𝑇𝑟) . (29)

Define

𝑁 = {{{{{
𝛾𝜆𝑡𝑓, if

𝛾𝜆𝑡𝑓 ∈ Z,
[ 𝛾𝜆𝑡𝑓] + 1, otherwise, (30)

where [(𝛾/𝜆)𝑡𝑓] denotes the greatest integer value less than
or equal to (𝛾/𝜆)𝑡𝑓. It is worth noting that 𝑁 is selected in
such a way that the number of subintervals is minimized. As
a consequence, we obtain the following subintervals:

[0, 𝜆𝛾) , [𝜆𝛾 , 2𝜆𝛾) , . . . , [(𝑁 − 1) 𝜆𝛾 ,𝑁𝜆𝛾) . (31)

For convenience, we use the notations defined by

ℎ = 𝜆𝛾 ,𝑁𝑗 = 𝛾𝜆 (𝑇𝑗 − 𝑇𝑗−1) ,
𝑙𝑗 = 𝛾𝜆𝜏𝑗, 𝑗 = 1, 2, . . . , 𝑟.

(32)

Clearly ∑𝑟𝑗=1𝑁𝑗 = 𝑁. Consequently, we have𝑎 (𝑡) = 𝑘𝑖ℎ, (𝑖 − 1) ℎ ≤ 𝑡 < 𝑖ℎ, 𝑖 = 1, 2, . . . , 𝑁, (33)

in which

𝑘𝑖 =

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

𝑙1, 1 ≤ 𝑖 ≤ 𝑁1,𝑙2, 𝑁1 + 1 ≤ 𝑖 ≤ 𝑁1 + 𝑁2,... ...
𝑙𝑗, 𝑗−1∑
𝑘=1

𝑁𝑘 + 1 ≤ 𝑖 ≤ 𝑗∑
𝑘=1

𝑁𝑘,... ...
𝑙𝑟, 𝑟−1∑
𝑘=1

𝑁𝑘 + 1 ≤ 𝑖 ≤ 𝑟∑
𝑘=1

𝑁𝑘.

(34)

As a result, the problem is reduced to find the delay opera-
tional matrix for the delay function defined by

Φ (𝑡 − 𝑎 (𝑡)) =
{{{{{{{{{{{{{{{{{

Φ(𝑡 − 𝑘1ℎ) , 0 ≤ 𝑡 < 𝑡1,Φ (𝑡 − 𝑘2ℎ) , 𝑡1 ≤ 𝑡 < 𝑡2,... ...Φ (𝑡 − 𝑘𝑁ℎ) , 𝑡𝑛−1 ≤ 𝑡 < 𝑡𝑁,
(35)
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where 𝑡𝑖 = 𝑖ℎ, 𝑖 = 1, 2, . . . , 𝑁. (36)

To construct the matrix 𝐷, we first derive the matrix 𝐷𝑖 for𝑖 = 1, 2, . . . , 𝑁, in such a way that the following relation is
satisfied: Φ(𝑡 − 𝑘𝑖ℎ) = 𝐷𝑖Φ (𝑡) , 𝑡𝑖−1 ≤ 𝑡 < 𝑡𝑖. (37)

By the properties of the hybrid functions, it is easy to verify
that, for the case 𝑡𝑖−1 ≤ 𝑡 < 𝑡𝑖, the only functions with nonzero
values are 𝜙(𝑡−𝑘𝑖)𝑚(𝑡−𝑘𝑖ℎ), for𝑚 = 0, 1, . . . ,𝑀−1. Notice that

𝜙(𝑡−𝑘𝑖)𝑚 (𝑡 − 𝑘𝑖ℎ) = 𝜙𝑖𝑚 (𝑡) , 𝑚 = 0, 1, . . . ,𝑀 − 1. (38)

Accordingly, 𝜙(𝑡−𝑘𝑖)𝑚(𝑡−𝑘𝑖ℎ) can be written in terms of 𝜙𝑖𝑚(𝑡)
as 𝐷𝑖 = 𝑆𝑖 ⊗ 𝐼𝑀, 𝑖 = 1, 2, . . . , 𝑁, (39)

where 𝐼𝑀 is the𝑀-dimensional identitymatrix and⊗ denotes
the Kronecker product [24]. In addition, 𝑆𝑖 is an𝑁×𝑁matrix
in which the only nonzero entry is equal to one and located
at the (𝑖 − 𝑘𝑖)th row and 𝑖th column. Finally, if we expressΦ(𝑡 − 𝑎(𝑡)) in terms of Φ(𝑡), we find𝐷 = 𝐷1 + 𝐷2 + ⋅ ⋅ ⋅ + 𝐷𝑁. (40)

Remark 1. If 𝑖 − 𝑘𝑖 ≤ 0, then 𝑆𝑖 is a zero matrix of order𝑁×𝑁. It is worth noting that the structure of the operational
matrix of delay associatedwith the proposed hybrid functions
is exactly the same as the structure of the hybrid of block-
pulse functions and Chebyshev polynomials.

4. Problem Statement and Its Approximation

Consider the time-varying piecewise constant delay system
described by

𝑋̇ (𝑡) = 𝐸 (𝑡)𝑋 (𝑡) + 𝐹 (𝑡)𝑋 (𝑡 − 𝑎 (𝑡)) + 𝐺 (𝑡) 𝑈 (𝑡) ,0 ≤ 𝑡 ≤ 𝑡𝑓, (41)

𝑋 (0) = 𝑋0, (42)𝑋 (𝑡) = 0, 𝑡 < 0, (43)

𝑎 (𝑡) =
{{{{{{{{{{{{{{{{{

𝜏1, 𝑇0 ≤ 𝑡 < 𝑇1,𝜏2, 𝑇1 ≤ 𝑡 < 𝑇2,... ...𝜏𝑟, 𝑇𝑟−1 ≤ 𝑡 < 𝑇𝑟,
(44)

where𝑋(𝑡) ∈ R𝑙, 𝑈(𝑡) ∈ R𝑞, 𝐸(𝑡), 𝐹(𝑡), and𝐺(𝑡) arematrices
of appropriate dimensions, 𝑋0 is a constant specified vector,
and 𝜏𝑖, 𝑖 = 1, 2, . . . , 𝑟, are arbitrary rational numbers in [0, 𝑡𝑓).
The objective is to find𝑋(𝑡), 0 ≤ 𝑡 ≤ 𝑡𝑓, satisfying (41)–(43).

4.1. Description of the Method. Let𝑋(𝑡) = [𝑥1 (𝑡) , 𝑥2 (𝑡) , . . . , 𝑥𝑙 (𝑡)]𝑇 ,𝑈 (𝑡) = [𝑢1 (𝑡) , 𝑢2 (𝑡) , . . . , 𝑢𝑞 (𝑡)]𝑇 . (45)

Assume that each 𝑥𝑖(𝑡) and each of 𝑢𝑗(𝑡), 𝑖 = 1, 2, . . . , 𝑞, can
be written in terms of hybrid functions as𝑥𝑖 (𝑡) = Φ𝑇 (𝑡) 𝑋𝑖,𝑢𝑗 (𝑡) = Φ𝑇 (𝑡) 𝑈𝑗. (46)

Consequently 𝑋(𝑡) = (𝐼𝑙 ⊗ Φ𝑇 (𝑡))𝑋,𝑈 (𝑡) = (𝐼𝑞 ⊗ Φ𝑇 (𝑡))𝑈, (47)

where 𝐼𝑙 and 𝐼𝑞 are identity matrices of order 𝑙 × 𝑙 and 𝑞 ×𝑞, respectively. Furthermore, 𝑋 and 𝑈 are vectors of order𝑙𝑁𝑀 × 1 and 𝑞𝑁𝑀 × 1, respectively, given by

𝑋 = [𝑋𝑇1 , 𝑋𝑇2 , . . . , 𝑋𝑇𝑙 ]𝑇 ,𝑈 = [𝑈𝑇1 , 𝑈𝑇2 , . . . , 𝑈𝑇𝑞 ]𝑇 . (48)

Also 𝑋 (0) = (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) 𝑑, (49)

where 𝑑 is a vector of order 𝑙𝑁𝑀 × 1, defined by

𝑑 = [𝑑𝑇1 , 𝑑𝑇2 , . . . , 𝑑𝑇𝑙 ]𝑇 . (50)

Similarly, 𝐸(𝑡), 𝐹(𝑡), and 𝐺(𝑡) can be represented in terms of
hybrid functions as𝐸 (𝑡) = 𝐸𝑇 (𝐼𝑙 ⊗ Φ (𝑡)) ,𝐹 (𝑡) = 𝐹𝑇 (𝐼𝑙 ⊗ Φ (𝑡)) ,𝐺 (𝑡) = 𝐺𝑇 (𝐼𝑞 ⊗ Φ (𝑡)) , (51)

where 𝐸𝑇, 𝐹𝑇, and 𝐺𝑇 are of dimensions 𝑙 × 𝑙𝑁𝑀, 𝑙 × 𝑙𝑁𝑀,
and 𝑙 × 𝑞𝑁𝑀, respectively.The delayed vector𝑋(𝑡 − 𝑎(𝑡)) can
also be expressed in terms of hybrid functions as𝑋 (𝑡 − 𝑎 (𝑡)) = (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝐷𝑇)𝑋, (52)

in which𝐷 is the delay operational matrix presented by (25).
As a result𝐸 (𝑡)𝑋 (𝑡) = 𝐸𝑇 (𝐼𝑙 ⊗ Φ (𝑡)) (𝐼𝑙 ⊗ Φ𝑇 (𝑡))𝑋= (𝐼l ⊗ Φ𝑇 (𝑡)) 𝐸̃𝑇𝑋,𝐹 (𝑡)𝑋 (𝑡 − 𝑎 (𝑡))= 𝐹𝑇 (𝐼𝑙 ⊗ Φ (𝑡)) (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝐷𝑇)𝑋= (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) 𝐹̃𝑇 (𝐼𝑙 ⊗ 𝐷𝑇)𝑋,
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𝐺 (𝑡)𝑈 (𝑡) = 𝐺𝑇 (𝐼𝑞 ⊗ Φ (𝑡)) (𝐼𝑞 ⊗ Φ𝑇 (𝑡))𝑈
= (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) 𝐺̃𝑇𝑈,

(53)

where 𝐸̃, 𝐹̃, and 𝐺̃ can be determined in a manner analogous
to the derivation process of the matrix 𝐶̃ described by (24).
Furthermore

∫𝑡
0
(𝐼𝑙 ⊗ Φ𝑇 (𝑠)) 𝑑𝑠 = (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝑃𝑇) ,

∫𝑡
0
𝐹 (𝑠)𝑋 (𝑠 − 𝑎 (𝑠)) 𝑑𝑠
= (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝑃𝑇) 𝐹̃𝑇 (𝐼𝑙 ⊗ 𝐷𝑇)𝑋,

(54)

in which 𝑃 is the operational matrix of integration described
by (20). By integrating both sides of (41) with respect to 𝑡 and
using (47), (49), (51), (52), and (54), we obtain

(𝐼𝑙 ⊗ Φ𝑇 (𝑡))𝑋 − (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) 𝑑= (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝑃𝑇) 𝐸̃𝑇𝑋+ (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝑃𝑇) 𝐹̃𝑇 (𝐼𝑙 ⊗ 𝐷𝑇)𝑋+ (𝐼𝑙 ⊗ Φ𝑇 (𝑡)) (𝐼𝑙 ⊗ 𝑃𝑇) 𝐺̃𝑇𝑈.
(55)

From the preceding equation, we deduce that

𝑋 = [𝐼𝑀𝑁 − (𝐼𝑙 ⊗ 𝑃𝑇) 𝐸̃𝑇
− (𝐼𝑙 ⊗ 𝑃𝑇) 𝐹̃𝑇 (𝐼𝑙 ⊗ 𝐷𝑇)]−1 [𝑑 + (𝐼𝑙 ⊗ 𝑃𝑇) 𝐺̃𝑇𝑈] . (56)

5. Simulation Results

In this section, five examples of varying complexity are
investigated to evaluate the usefulness and effectiveness of
the proposed computational technique.The correct choice of𝑁 would greatly improve the efficiency and accuracy of the
presented procedure.

5.1. Example 1. Consider the following piecewise constant
delay system [17]:𝑥̇ (𝑡) = 𝑥 (𝑡 − 𝑎 (𝑡)) + 𝑢 (𝑡) , 0 ≤ 𝑡 ≤ 1, (57)𝑥 (𝑡) = 0, 𝑡 ≤ 0, (58)𝑢 (𝑡) = 1, 𝑡 ≥ 0, (59)

𝑎 (𝑡) = {{{{{{{{{
0.1, 0 ≤ 𝑡 < 0.35,0.3, 0.35 ≤ 𝑡 < 0.7,0.5, 0.7 ≤ 𝑡 ≤ 1. (60)

The exact solution to this problem is given by

𝑥 (𝑡) =

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

𝑡, 0 ≤ 𝑡 < 0.1,1200 + 910𝑡 + 12𝑡2, 0.1 ≤ 𝑡 < 0.2,113000 + 2325𝑡 + 25𝑡2 + 16𝑡3, 0.2 ≤ 𝑡 < 0.3,961240000 + 18312000𝑡 + 169400𝑡2 + 760𝑡3 + 124𝑡4, 0.3 ≤ 𝑡 < 0.35,2901613840000 + 710𝑡 + 12𝑡2, 0.35 ≤ 𝑡 < 0.4,830671280000 + 3950𝑡 + 310𝑡2 + 16𝑡3, 0.4 ≤ 𝑡 < 0.5,2592013840000 + 9111200𝑡 + 2980𝑡2 + 112𝑡3 + 124𝑡4, 0.5 ≤ 𝑡 < 0.6,641781796000000 + 2293730000𝑡 + 6892000𝑡2 + 17150𝑡3 + 160𝑡4 + 1120𝑡5, 0.6 ≤ 𝑡 < 0.65,107046748000000 + 34965613840000𝑡 + 15𝑡2 + 16𝑡3, 0.65 ≤ 𝑡 < 0.7,37190303192000000 + 37376000𝑡 + 129400𝑡2 + 120𝑡3 + 124𝑡4, 0.7 ≤ 𝑡 < 0.8,244440112800000 + 639910000𝑡 + 16796000𝑡2 + 31300𝑡3 + 1120𝑡4 + 1120𝑡5, 0.8 ≤ 𝑡 < 0.85,710323764000000 + 32661613840000𝑡 + 110𝑡2 + 16𝑡3, 0.85 ≤ 𝑡 < 0.9,885283764000000 + 27996013840000𝑡 + 121400𝑡2 + 160𝑡3 + 124𝑡4, 0.9 ≤ 𝑡 ≤ 1.

(61)
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To apply the method developed in the current paper, we
first choose the value of𝑁, with the use of (30). Because 𝛾 =20 and 𝜆 = 1, hence, we select 𝑁 = 20. We also take 𝑀 = 6.
Let

𝑥 (𝑡) = 𝐶𝑇Φ (𝑡) , (62)

where

𝐶 = [𝑐10, . . . , 𝑐1,𝑀−1, . . . , 𝑐𝑁0, . . . , 𝑐𝑁,𝑀−1]𝑇 ,Φ (𝑡) = [𝜙10 (𝑡) , . . . , 𝜙1,𝑀−1 (𝑡) , . . . , 𝜙𝑁0 (𝑡) , . . . ,𝜙𝑁,𝑀−1 (𝑡)]𝑇 . (63)

By expanding 𝑢(𝑡) in terms of hybrid functions, we get

𝑢 (𝑡) = 𝑑𝑇1Φ (𝑡) . (64)

We also have

𝑥 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇𝐷Φ (𝑡) , (65)

where 𝐷 is the delay operational matrix given by (25).
Integrating both sides of (57) with respect to 𝑡 and using (62)–
(65) yield

𝐶𝑇 = 𝑑𝑇1𝑃 (𝐼𝑀𝑁 − 𝐷𝑃)−1 , (66)

in which 𝐼𝑀𝑁 is the 𝑀𝑁-dimensional identity matrix and 𝑃
is the operational matrix of integration given by (20). With
the use of (66) and (62), we would obtain the same value as
the exact value of 𝑥(𝑡).
5.2. Example 2. Consider the following two-dimensional
time-varying piecewise constant delay system:

(𝑥̇1 (𝑡)𝑥̇2 (𝑡)) = ( 1 1 + 𝑡2𝑡 𝑡2 )(𝑥1 (𝑡 − 𝑎 (𝑡))𝑥2 (𝑡 − 𝑎 (𝑡)))
+ (12)𝑢 (𝑡) , 0 ≤ 𝑡 ≤ 1, (67)

(𝑥1 (𝑡)𝑥2 (𝑡)) = (00) , 𝑡 < 0, (68)

(𝑥1 (0)𝑥2 (0)) = (11) , (69)

𝑢 (𝑡) = {𝑡, 0 ≤ 𝑡 < 0.5,1 − 𝑡, 0.5 ≤ 𝑡 < 1, (70)

𝑎 (𝑡) = {0.2, 0 ≤ 𝑡 < 0.3,0.7, 0.3 ≤ 𝑡 ≤ 1. (71)

The exact solutions to this problem are given as follows:

𝑥1 (𝑡) =

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

1 + 12𝑡2, 0 ≤ 𝑡 < 0.2,43197500 + 10350 𝑡 + 1825𝑡2 + 1130𝑡3 + 14𝑡4, 0.2 ≤ 𝑡 < 0.3,147071120000 + 12𝑡2, 0.3 ≤ 𝑡 < 0.5,117071120000 + 𝑡 − 12𝑡2, 0.5 ≤ 𝑡 < 0.7,
−1033112000 + 747200𝑡 − 161200𝑡2 + 130𝑡3 + 14𝑡4, 0.7 ≤ 𝑡 < 0.9,
− 4245584594200000000 + 1148571500000 𝑡 − 3558832000000𝑡2 − 468130000𝑡3 + 17674000𝑡4 + 71750𝑡5 − 7120𝑡6 + 135𝑡7 0.9 ≤ 𝑡 ≤ 1,

𝑥2 (𝑡) =

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

1 + 𝑡2, 0 ≤ 𝑡 < 0.2,179473187500 + 10150 𝑡2 + 1675𝑡3 + 320𝑡4 + 15𝑡5, 0.2 ≤ 𝑡 < 0.3,31693513000000 + 𝑡2, 0.3 ≤ 𝑡 < 0.5,16693513000000 + 2𝑡 − 𝑡2, 0.5 ≤ 𝑡 < 0.7,
− 2204813000000 + 2𝑡 + 49200𝑡2 + 3100𝑡3 − 110𝑡4 + 15𝑡5, 0.7 ≤ 𝑡 < 0.9,3646033938184000000000 + 2𝑡 − 6316340000𝑡2 + 43722173000000𝑡3 − 1110140000𝑡4 + 198115000𝑡5 + 191900𝑡6 − 11140𝑡7 + 140𝑡8, 0.9 ≤ 𝑡 ≤ 1.

(72)
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To solve this problem by the proposed approach, we first
determine the value of𝑁with the use of (30). Because 𝛾 = 10
and 𝜆 = 1, consequently, we select 𝑁 = 10. Also, we choose𝑀 = 9. Let

𝑥1 (𝑡) = 𝐶𝑇1Φ (𝑡) ,
𝑥2 (𝑡) = 𝐶𝑇2Φ (𝑡) . (73)

Expanding 1, 1 + 𝑡, 2𝑡, and 𝑡2 in terms of hybrid functions
implies

1 = 𝑓𝑇1 Φ (𝑡) ,
1 + 𝑡 = 𝑓𝑇2 Φ (𝑡) ,

2𝑡 = 𝑓𝑇3 Φ (𝑡) ,
𝑡2 = 𝑓𝑇4 Φ (𝑡) .

(74)

Also, using (70), we obtain

∫𝑡
0
𝑢 (𝜏) 𝑑𝜏
= {{{{{{{

12𝑡2 = 𝑓𝑇5 Φ (𝑡) , 0 ≤ 𝑡 < 0.5,
−14 + 𝑡 − 12𝑡2 = 𝑓𝑇6 Φ (𝑡) , 0.5 ≤ 𝑡 < 1.

(75)

Moreover

𝑥1 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇1𝐷Φ (𝑡) ,
𝑥2 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇2𝐷Φ (𝑡) . (76)

Therefore(1 + 𝑡) 𝑥2 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇2𝐷Φ (𝑡)Φ𝑇 (𝑡) 𝑓2= 𝐶𝑇2𝐷𝑓̃2Φ (𝑡) ,2𝑡𝑥1 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇1𝐷Φ (𝑡)Φ𝑇 (𝑡) 𝑓3= 𝐶𝑇1𝐷𝑓̃3Φ (𝑡) ,𝑡2𝑥2 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇2𝐷Φ (𝑡)Φ𝑇 (𝑡) 𝑓4= 𝐶𝑇2𝐷𝑓̃4Φ (𝑡) ,
(77)

in which 𝑓̃2, 𝑓̃3, and 𝑓̃4 can be obtained in a way similar to
the construction method of the matrix 𝐶̃ defined by (24). By
integrating both sides of (67) with respect to 𝑡 and using (68),
(70), (71), (73), (74), (75), (76), and (77), we get

𝐶𝑇1 (𝐼𝑀𝑁 − 𝐷𝑃) − 𝐶𝑇2𝐷𝑓̃2𝑃 = 𝑓𝑇1 + 𝑓𝑇5 + 𝑓𝑇6 ,𝐶𝑇2 (𝐼𝑀𝑁 − 𝐷𝑓̃4𝑃) − 𝐶𝑇1𝐷𝑓̃3𝑃 = 𝑓𝑇1 + 2𝑓𝑇5 + 2𝑓𝑇6 . (78)

By solving the resulting system described by (78) and then
using (73), we would obtain the same values as the exact
values of 𝑥1(𝑡) and 𝑥2(𝑡).
5.3. Example 3. Consider the following time-delay system
[3]:𝑥̇ (𝑡) = −5𝑥 (𝑡) − 5𝑥 (𝑡 − 𝑎 (𝑡)) + 2𝑢 (𝑡) , 0 ≤ 𝑡 ≤ 2, (79)𝑥 (0) = 1, (80)𝑢 (𝑡) = 1, 𝑡 ≥ 0, (81)

𝑎 (𝑡) = {{{{{{{{{{{{{
0, 0 ≤ 𝑡 < 0.8,0.3, 0.8 ≤ 𝑡 < 1.4,0.6, 1.4 ≤ 𝑡 ≤ 1.7,0.9, 1.7 ≤ 𝑡 ≤ 2.

(82)

The exact solution to this problem is given by [3]

𝑥 (𝑡) =
{{{{{{{{{{{{{{{{{{{

0.2 + 0.8𝑒−10𝑡, 0 ≤ 𝑡 < 0.8,0.2 + 0.8𝑒3−10𝑡 + 0.8𝑒−4 (1 − 𝑒3) 𝑒−5𝑡, 0.8 ≤ 𝑡 < 1.1,0.2 + 0.8𝑒5−10𝑡 − 4𝑒−2.5 (1 − 𝑒3) 𝑡𝑒−5𝑡 + 0.8 (1 − 𝑒3) (6.5𝑒−2.5 + 𝑒−4) 𝑒−5𝑡, 1.1 ≤ 𝑡 < 1.4,0.2 + 0.8𝑒9−10𝑡 − 4𝑒−1 (1 − 𝑒3) 𝑡𝑒−5𝑡 + 0.8 (1 − 𝑒3) (8𝑒−1 − 0.5𝑒−2.5 + 𝑒−4) 𝑒−5𝑡, 1.4 ≤ 𝑡 < 1.7,0.2 + 0.8𝑒12−10𝑡 − 4𝑒0.5 (1 − 𝑒3) 𝑡𝑒−5𝑡 + 0.8 (1 − 𝑒3) (9.5𝑒0.5 − 0.5𝑒−1 − 0.5𝑒−2.5 + 𝑒−4) 𝑒−5𝑡, 1.7 ≤ 𝑡 ≤ 2.
(83)

To employ the proposed method, we first determine the
suitable value of𝑁. Using (30), it follows that𝑁 = 𝛾𝜆𝑡𝑓 = 20. (84)

Assume that𝑀 is an arbitrary positive integer number. Let

𝑥 (𝑡) = 𝐶𝑇Φ (𝑡) . (85)
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Similarly

𝑥 (0) = 𝑢 (𝑡) = 𝑑𝑇Φ (𝑡) ,𝑥 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇𝐷Φ (𝑡) . (86)

By integrating both sides of (79) with respect to 𝑡 and using
(85)-(86), we conclude that𝐶𝑇 = (𝑑𝑇 + 2𝑑𝑇𝑃) (𝐼𝑀𝑁 + 5𝑃 + 5𝐷𝑃)−1 , (87)

where 𝐼𝑀𝑁 is the𝑀𝑁-dimensional identity matrix. Define𝐸 = max {󵄨󵄨󵄨󵄨𝑥𝑒 (𝑡) − 𝑥 (𝑡)󵄨󵄨󵄨󵄨 : 0 ≤ 𝑡 ≤ 1} , (88)

in which 𝑥(𝑡) and 𝑥𝑒(𝑡) denote the approximate solution
determined by the present approach and the exact solution,
respectively. In Table 1, the numerical results of themaximum
error denoted by 𝐸, for 𝑁 = 20, and various values of 𝑀
are reported. The simulation results obtained by the current
approach show a significant improvement in the accuracy of
the solution compared to the method developed in [19].

5.4. Example 4. As a more complicated problem, consider
the following problem:

𝑥̇ (𝑡) = 𝑡𝑥2 (𝑡 − 𝑎 (𝑡)) + 𝑥3 (𝑡 − 𝑎 (𝑡)) + 𝑢 (𝑡) ,0 ≤ 𝑡 ≤ 1, (89)

𝑥 (𝑡) = 0, 𝑡 < 0, (90)𝑥 (0) = 1, (91)

𝑢 (𝑡) = {{{
𝑡, 0 ≤ 𝑡 < 0.4,0.4, 0.4 ≤ 𝑡 ≤ 1, (92)

𝑎 (𝑡) = {{{
0.4, 0 ≤ 𝑡 < 0.8,0.8, 0.8 ≤ 𝑡 ≤ 1. (93)

The analytical solution to this problem is described by

𝑥 (𝑡) =
{{{{{{{{{{{{{{{{{

1 + 12𝑡2, 0 ≤ 𝑡 < 0.4,6632511640625 + 2593315625𝑡 − 7296250𝑡2 + 117250𝑡3 − 3100𝑡4 + 13100𝑡5 − 1120𝑡6 + 156𝑡7, 0.4 ≤ 𝑡 < 0.8,
2356911640625 + 4218715625𝑡 − 76236250𝑡2 + 253250𝑡3 − 43100𝑡4 + 23100𝑡5 − 7120𝑡6 + 156𝑡7, 0.8 ≤ 𝑡 ≤ 1.

(94)

Although the above-mentioned problem is a nonlinear delay
differential equation, the method developed in the present
paper can easily be implemented. Because 𝛾 = 5 and 𝜆 = 2,
we take𝑁 = 3. Furthermore, we take𝑀 = 8. Let

𝑥 (𝑡) = 𝐶𝑇Φ (𝑡) . (95)

Similarly

𝑥 (0) = V𝑇1Φ (𝑡) ,𝑡 = V𝑇2Φ (𝑡) , (96)

∫𝑡
0
𝑢 (𝜏) 𝑑𝜏 = {{{{{

12𝑡2 = V𝑇3Φ (𝑡) , 0 ≤ 𝑡 < 0.4,− 225 + 25𝑡 = V𝑇4Φ (𝑡) , 0.4 ≤ 𝑡 < 1, (97)

where V1, V2, V3, and V4 are vectors of order𝑀𝑁×1. Also, we
have

𝑥 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇𝐷Φ (𝑡) , (98)𝑥2 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇𝐷Φ (𝑡)Φ𝑇 (𝑡) 𝐷𝑇𝐶= 𝐶𝑇𝐷𝑊̃Φ (𝑡) , (99)

𝑥3 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇𝐷𝑊̃Φ (𝑡)Φ𝑇 (𝑡)𝑊
= 𝐶𝑇𝐷𝑊̃2Φ (𝑡) , (100)

in which

𝑊 = 𝐷𝑇𝐶. (101)

Using (99) gives

𝑡𝑥2 (𝑡 − 𝑎 (𝑡)) = 𝐶𝑇𝐷𝑊̃Φ (𝑡)Φ𝑇 (𝑡) V2= 𝐶𝑇𝐷𝑊̃Ṽ2Φ (𝑡) . (102)

Integrating both sides of (89) with respect to 𝑡 and using (95),
(97), (98), (99), (100), and (102) imply that

𝐶𝑇 (𝐼𝑀𝑁 − 𝐷𝑊̃Ṽ2𝑃 − 𝐷𝑊̃2𝑃) − (V𝑇1 + V𝑇3 + V𝑇4 )= 0. (103)

By solving (103) and using (95), the exact value of 𝑥(𝑡)will be
obtained.
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Table 1: Computational results of maximum error for Example 3.
Present method CPU time (s) 𝐸𝑁 = 20,𝑀 = 1 0.112 1.165𝑒 − 02𝑁 = 20,𝑀 = 2 0.202 3.231𝑒 − 03𝑁 = 20,𝑀 = 4 0.398 2.573𝑒 − 06𝑁 = 20,𝑀 = 6 0.769 4.836𝑒 − 08𝑁 = 20,𝑀 = 8 0.853 3.942𝑒 − 11𝑁 = 20,𝑀 = 10 1.282 2.376𝑒 − 13𝑁 = 20,𝑀 = 12 1.841 5.875𝑒 − 16𝑁 = 20,𝑀 = 14 2.167 3.624𝑒 − 17𝑁 = 20,𝑀 = 16 2.536 5.117𝑒 − 20
5.5. Example 5. As the final example, we consider the time-
varying multidelay system defined by𝑥̇ (𝑡) = 𝑡𝑥 (𝑡 − 𝑎1 (𝑡)) + 𝑡2𝑥2 (𝑡 − 𝑎2 (𝑡)) + 𝑢 (𝑡) ,0 ≤ 𝑡 ≤ 1,

𝑥 (0) = 1,
𝑢 (𝑡) = {{{{{

𝑡, 0 ≤ 𝑡 < 12 ,12 , 12 ≤ 𝑡 ≤ 1,
(104)

where

𝑎1 (𝑡) = {{{{{{{
12 , 0 ≤ 𝑡 < 34 ,14 , 34 ≤ 𝑡 ≤ 1,

𝑎2 (𝑡) = {{{{{{{
14 , 0 ≤ 𝑡 < 12 ,34 , 12 ≤ 𝑡 ≤ 1.

(105)

The analytical solution to this problem is described by

𝑥 (𝑡) =
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

1 + 12𝑡2, 0 ≤ 𝑡 < 14 ,2037320480 + 12𝑡2 + 1132𝑡3 − 116𝑡4 + 110𝑡5, 14 ≤ 𝑡 < 12 ,4819161440 + 12𝑡 + 916𝑡2 − 16𝑡3 + 18𝑡4, 12 ≤ 𝑡 < 34 ,12897431966080 + 12𝑡 + 1428740960𝑡2 + 187384𝑡3 − 1256𝑡4 + 124𝑡5 + 148𝑡6, 34 ≤ 𝑡 ≤ 1.
(106)

Although the above-mentioned system involves multiple
piecewise constant delays, the proposed procedure can be
applied. To employ our approach, we select 𝑁 = 4. By
choosing𝑀 = 7, the exact solution of 𝑥(𝑡) will be obtained.
6. Conclusion

An efficient and flexible framework has been successfully
developed for solving piecewise constant delay systems. The
foundation of the proposed method is based on a hybrid of
block-pulse functions and Taylor’s polynomials. The opera-
tional matrix of delay has been constructed. The operational
matrices of integration, delay, and product associated with
the hybrid functions were utilized to transform the problem
under consideration into a system of algebraic equations. It
is worth emphasizing that the exact solutions of Examples1, 2, 4, and 5 cannot be produced solely either by block-
pulse functions or by Taylor’s polynomials. After determining
the suitable value of 𝑁, the number of subintervals, small
values for 𝑀, the degree of the Taylor’s polynomials, are
needed to achieve a specific accuracy. The simulation results
demonstrate the effectiveness of the suggested procedure. In
addition, the proposed numerical scheme can be extended

to a class of nonlinear piecewise constant delay systems, but
some modifications are required.
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