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This paper studies themultiattribute decisionmaking (MADM)problems inwhich the attribute values take the formof dual hesitant
fuzzy triangular linguistic elements and the weights of attributes take the form of real numbers. Firstly, to solve the situation where
the membership degree and the nonmembership degree of an element to a triangular linguistic variable, the concept, operational
laws, score function, and accuracy function of dual hesitant fuzzy triangular linguistic elements (DHFTLEs) are defined.Then, some
dual hesitant fuzzy triangular linguistic geometric aggregation operators are developed for aggregating the DHFTLEs, including
dual hesitant fuzzy triangular linguistic weighted geometric (DHFTLWG) operator, dual hesitant fuzzy triangular linguistic ordered
weighted geometric (DHFTLOWG) operator, dual hesitant fuzzy triangular linguistic hybrid geometric (DHFTLHG) operator,
generalized dual hesitant fuzzy triangular linguistic weighted geometric (GDHFTLWG) operator, and generalized dual hesitant
fuzzy triangular linguistic ordered weighted geometric (GDHFTLOWG) operator. Furthermore, some desirable properties of these
operators are investigated in detail. Based on the proposed operators, an approach to MADM with dual hesitant fuzzy triangular
linguistic information is proposed. Finally, a numerical example for investment alternative selection is given to illustrate the
application of the proposed method.

1. Introduction

Multiattribute decision making (MADM) has become a
hot research topic, which is to select the most desirable
solution from a finite set of feasible alternatives with respect
to conflicting attributes, both quantitative and qualitative.
Due to the increasing complexity of the socioeconomic
environment and the lack of knowledge or data about the
decision making problems domain, the attributes involved
in the decision problems are not always expressed as crisp
numbers, andmany researchers have utilized the fuzzy theory
to deal with investment alternative selection [1–4]. The fuzzy
set theory originally proposed by Zadeh [5] is a very useful
tool to describe uncertain information. However, in some
real decision situations the fuzzy set is imprecise resulting
from characterizing the fuzziness just by a membership
degree. On the basis of the fuzzy set theory, Atanassov [6, 7]
proposed the intuitionistic fuzzy set characterized by a mem-
bership function and a nonmembership function. Obviously,
the intuitionistic fuzzy set can describe and characterterize

the fuzzy essence of the objective world more exquisitely, and
it has received more and more attention since its appearance
[8–13].

However, in the real world, decision makers usually
cannot completely express their opinions by quantitative
numbers, and some of them aremore appropriately described
by qualitative linguistic terms. Since linguistic variables
[14] have been proposed, so far, a number of linguistic
approaches have been defined such as 2-tuple linguistic [15],
interval-valued 2-tuple linguistic [16], uncertain linguistic
[17], and trapezoid fuzzy linguistic [18]. In order to express
the uncertainty and ambiguity as accurate as possible, Wang
and Li [19] proposed the concept of intuitionistic linguistic
set based on linguistic variables and intuitionistic fuzzy set,
which can overcome the defects for intuitionistic fuzzy set
which can only roughly represent criteria’s membership and
nonmembership to a particular concept, such as “good” and
“bad,” and for linguistic variables which usually implies that
membership degree is 1, and the nonmembership degree and
hesitation degree of decision makers cannot be expressed.
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Furthermore, Liu and Jin [20] and Liu [21] proposed the
intuitionistic uncertain linguistic variables and the interval-
valued intuitionistic uncertain linguistic variables as well as
some decision making methods.

In real decision making process, we often encounter such
situation that the decision makers are hesitant among a set of
possible values whichmakes the outcome of decisionmaking
inconsistent. To solve this problem, the hesitant fuzzy set
(HFS), an extension of fuzzy set [5], was proposed by Torra
and Narukawa [22] and Torra [23], which permits the mem-
bership degree of an element to a given set to be represented
by several possible numerical values. To accommodate more
complex environment, several extensions of HFS have been
presented, such as interval-valued hesitant fuzzy set (IVHFS)
[24, 25] and hesitant fuzzy linguistic term set (HFLS) [26].
Especially, considering that the human judgments including
preference information may be stated which permits the
membership having a set of possible hesitant fuzzy linguistic
values or hesitant fuzzy uncertain linguistic values, Lin et
al. [27] proposed the concepts of hesitant fuzzy linguis-
tic set (HFLS) and hesitant fuzzy uncertain linguistic set
(HFULS). Furthermore, some aggregation operators hesitant
fuzzy linguistic weighted average (HFLWA) operator, hesi-
tant fuzzy linguistic ordered weighted average (HFLOWA)
operator, hesitant fuzzy uncertain linguistic weighted aver-
age (HFULWA) operator, hesitant fuzzy uncertain linguistic
ordered weighted average (HFULOWA) operator, and an
approach are proposed for MADM problems. However, the
above hesitant fuzzy decision making methods just provide
the membership degrees and neglect the importance of the
nonmembership degrees. In fact, the nonmembership plays
the same important role as the membership in describing the
vague decision making information, which indicates that the
possible degrees of one element do not belong to a fixed set.
To assess the attribute values more precisely, Zhu et al. [28]
developed the dual hesitant fuzzy set (DHFS), taking much
more information into account given by decision makers,
in which the membership degree and the nonmembership
degree are in the form of sets of values in [0, 1]. Then
correlation coefficient [29, 30] and aggregation operators
[31] are proposed to deal with MADM problems under
dual hesitant fuzzy environment. Furthermore, Ju et al. [32]
proposed the definition of the interval-valued dual hesitant
fuzzy set (IVDHFS).

To the best of our knowledge, the existing approaches
under the hesitant fuzzy environment are not suitable for
dealing with MADM problems with dual hesitant fuzzy
triangular linguistic information.Therefore, motivated by the
idea of HFLS and HFULS, based on the triangular linguistic
term set and the DHFS, in this paper, we define a new
concept called the dual hesitant fuzzy triangular linguistic set
composed of a triangular linguistic term, a set ofmembership
degrees, and a set of nonmembership degrees, which can
overcome the shortcomings of the HFLS. For example, for
a predefined linguistic set 𝑆 = {𝑠

0
= extremely low, 𝑠

1
=

very low, 𝑠
2
= low, 𝑠

3
= medium, 𝑠

4
= high, 𝑠

5
= very

high, 𝑠
6
= extremely high}, we can evaluate the “growth”

of a company by a dual hesitant fuzzy triangular linguistic
element (DHFTLE) ⟨[𝑠

3
, 𝑠

4
, 𝑠

5
], {0.4, 0.5, 0.6}, {0.2, 0.3, 0.4}⟩.

This is the motivation of our study. The main advantages
of DHFTLE include (1) triangular linguistic term which can
describe the uncertainty more precisely and objectively than
linguistic term and uncertain linguistic term in qualitative;
(2) a set of membership degrees and a set of nonmembership
degrees are complements of the triangular linguistic terms,
which can explain how much degree that an attribute value
belongs to and not belong to a triangular linguistic term in
quantitative.

The remainder of this paper is organized as follows. Some
basic definitions of triangular linguistic term set, hesitant
fuzzy set, and dual hesitant fuzzy set are briefly reviewed
in Section 2. In Section 3, the concept, operational laws,
score function, and accuracy function of the dual hesitant
fuzzy triangular linguistic elements are defined. In Section 4,
some dual hesitant fuzzy triangular linguistic geometric
aggregation operators are proposed, and then some desirable
properties of the proposed operators are investigated. In
Section 5, we develop an approach for multiple attribute
decisionmaking with dual hesitant fuzzy triangular linguistic
information based on the proposed operators. In Section 6, a
numerical example is given to illustrate the application of the
proposed method. The paper is concluded in Section 7.

2. Preliminaries

To facilitate the following discussion, some basic definitions
related to triangular linguistic term set, hesitant fuzzy set, and
dual hesitant fuzzy set are briefly reviewed in this section.

2.1. Triangular Linguistic Term Set. Let 𝑆 = {𝑠
0
, 𝑠

1
, . . . , 𝑠

𝑙
}

be a finite linguistic term set with odd cardinality, where 𝑠
𝑖

represents a possible value for a linguistic term and 𝑙+1 is the
cardinality of 𝑆. For example, when 𝑙 = 6, a set of seven terms
𝑆 could be given as follows:

𝑆 = {𝑠
0
= extremely low, 𝑠

1
= very low, 𝑠

2
= low, 𝑠

3

= medium, 𝑠
4
= high, 𝑠

5
= very high, 𝑠

6
= extremely

high}.

In general, for any linguistic term set 𝑆, it is required that
𝑠
𝑖
and 𝑠

𝑗
satisfy the following properties [33, 34]:

(1) the set is ordered: 𝑠
𝑖
≻ 𝑠

𝑗
, if and only if 𝑖 > 𝑗;

(2) there is the negation operator: Neg(𝑠
𝑖
) = 𝑠

𝑗
, such that

𝑗 = 𝑔 − 𝑖;
(3) maximum operator: max{𝑠

𝑖
, 𝑠

𝑗
} = 𝑠

𝑖
, if 𝑖 ≥ 𝑗;

(4) minimum operator: min{𝑠
𝑖
, 𝑠

𝑗
} = 𝑠

𝑗
, if 𝑖 ≥ 𝑗.

Definition 1 (see [35]). Let 𝑆 = {𝑠
𝑖
| 𝑠

0
≤ 𝑠

𝑖
≤ 𝑠

𝑔
, 𝑖 ∈ [0, 𝑔]} be

the continuous form of 𝑆, 𝑠
𝜃
, 𝑠

𝜋
, 𝑠

𝜏
∈ 𝑆, and 𝑠

𝜃
≤ 𝑠

𝜋
≤ 𝑠

𝜏
; then

𝑠 = [𝑠
𝜃
, 𝑠

𝜋
, 𝑠

𝜏
] can be called a triangular linguistic variable,

and 𝑆 is called a triangular linguistic term set.

Especially, if 𝑠
𝜃
= 𝑠

𝜋
= 𝑠

𝜏
, then the triangular linguistic

variable 𝑠 reduces to a linguistic variable; if 𝑠
𝜃

= 𝑠
𝜋
or

𝑠
𝜋
= 𝑠

𝜏
, then the triangular linguistic variable 𝑠 reduces to

an uncertain linguistic variable.
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Let 𝑆 be a set of triangular linguistic variables; for any
two triangular linguistic variables 𝑠

1
= [𝑠

𝜃
1

, 𝑠
𝜋
1

, 𝑠
𝜏
1

] and 𝑠
2
=

[𝑠
𝜃
2

, 𝑠
𝜋
2

, 𝑠
𝜏
2

], 𝑠
1
, 𝑠

2
∈ 𝑆, the operational laws are shown as

follows [35]:

(1) 𝑠
1
⊕ 𝑠

2
= [𝑠

𝜃
1

, 𝑠
𝜋
1

, 𝑠
𝜏
1

] ⊕ [𝑠
𝜃
2

, 𝑠
𝜋
2

, 𝑠
𝜏
2

] = [𝑠
𝜃
1
+𝜃
2

, 𝑠
𝜋
1
+𝜋
2

,

𝑠
𝜏
1
+𝜏
2

];
(2) 𝑠

1
⊗ 𝑠

2
= [𝑠

𝜃
1

, 𝑠
𝜋
1

, 𝑠
𝜏
1

] ⊗ [𝑠
𝜃
2

, 𝑠
𝜋
2

, 𝑠
𝜏
2

] = [𝑠
𝜃
1
×𝜃
2

, 𝑠
𝜋
1
×𝜋
2

,

𝑠
𝜏
1
×𝜏
2

];

(3) 𝑠𝛽

1
= [𝑠

𝜃
1

, 𝑠
𝜋
1

, 𝑠
𝜏
1

]
𝛽
= [𝑠

(𝜃
1
)
𝛽 , 𝑠

(𝜋
1
)
𝛽 , 𝑠

(𝜏
1
)
𝛽], 𝛽 > 0;

(4) 𝛽 𝑠
1
= 𝛽[𝑠

𝜃
1

, 𝑠
𝜋
1

, 𝑠
𝜏
1

] = [𝑠
𝛽𝜃
1

, 𝑠
𝛽𝜋
1

, 𝑠
𝛽𝜏
1

], 𝛽 > 0.

2.2. Hesitant Fuzzy Set

Definition 2 (see [22, 23]). Let 𝑋 be a fixed set; then a
hesitant fuzzy set (HFS) on𝑋 is in terms of a function ℎ that
when applied to 𝑋 returns a subset of [0, 1], which can be
represented as the following mathematical symbol:

𝐸 = {⟨𝑥, ℎ (𝑥)⟩ | 𝑥 ∈ 𝑋} , (1)

where ℎ(𝑥) is a set of some values in [0, 1], denoting the
possible degrees of the element 𝑥 ∈ 𝑋 to the set 𝐸. For
convenience, Xia and Xu [36] called ℎ(𝑥) a hesitant fuzzy
element (HFE) and 𝐸 the set of all hesitant fuzzy elements
(HFEs).

Definition 3 (see [36]). Let ℎ be a HFE; then the score
function of ℎ is determined as follows:

𝑆 (ℎ) =
1

#ℎ
∑
𝑟∈ℎ

𝑟, (2)

where #ℎ is the number of the elements in ℎ. For twoHFEs ℎ
1

and ℎ
2
, if 𝑆(ℎ

1
) > 𝑆(ℎ

2
), then ℎ

1
> ℎ

2
; if 𝑆(ℎ

1
) = 𝑆(ℎ

2
), then

ℎ
1
= ℎ

2
.

2.3. Dual Hesitant Fuzzy Set

Definition 4 (see [28]). Let 𝑋 be a fixed set; then a dual
hesitant fuzzy set (DHFS)𝐷 on𝑋 is described as

𝐷 = {⟨𝑥, ℎ̃ (𝑥) , 𝑔 (𝑥)⟩ | 𝑥 ∈ 𝑋} , (3)

in which ℎ̃(𝑥) and 𝑔(𝑥) are two sets of some values in [0, 1],
denoting the possible membership degrees and nonmember-
ship degrees of the element 𝑥 ∈ 𝑋 to the set 𝐷, respectively,
with the conditions

0 ≤ 𝑟, 𝜂 ≤ 1, 0 ≤ 𝑟
+
+ 𝜂

+
≤ 1, (4)

where 𝑟 ∈ ℎ̃(𝑥), 𝜂 ∈ 𝑔(𝑥), 𝑟+ ∈ ℎ̃
+
(𝑥) = ∪

𝑟∈ℎ̃(𝑥)
max{𝑟}, and

𝜂
+
∈ 𝑔

+
(𝑥) = ∪

𝜂∈𝑔(𝑥)
max{𝜂} for all 𝑥 ∈ 𝑋. For convenience,

the pair 𝑑(𝑥) = ⟨ℎ̃(𝑥), 𝑔(𝑥)⟩ is called a dual hesitant fuzzy
element (DHFE) denoted by 𝑑 = ⟨ℎ̃, 𝑔⟩.

Obviously, if there is only one element in both ℎ̃(𝑥) and
𝑔(𝑥), theDHFE reduces to an intuitionistic fuzzy number [6].

Definition 5 (see [28]). Let 𝑑
𝑖
= ⟨ℎ̃(𝑑

𝑖
), 𝑔(𝑑

𝑖
)⟩ (𝑖 = 1, 2, . . . , 𝑛)

be a collection of DHFEs, then the score function 𝑆(𝑑
𝑖
) and

the accuracy function 𝑃(𝑑
𝑖
) of 𝑑

𝑖
(𝑖 = 1, 2, . . . , 𝑛) can be

defined by (5) and (6), respectively;

𝑆 (𝑑
𝑖
) =

1

#ℎ̃
∑

𝑟∈ℎ̃

𝑟 −
1

#𝑔
∑
𝜂∈𝑔

𝜂, (5)

𝑃 (𝑑
𝑖
) =

1

#ℎ̃
∑

𝑟∈ℎ̃

𝑟 +
1

#𝑔
∑
𝜂∈𝑔

𝜂, (6)

where #ℎ̃ and #𝑔 are the numbers of values in ℎ̃(𝑑
𝑖
) and 𝑔(𝑑

𝑖
),

respectively.

3. Dual Hesitant FuzzyTriangular
Linguistic Set

Based on the triangular linguistic term set and the dual
hesitant fuzzy set, we propose the definition of the dual
hesitant fuzzy triangular linguistic set, the operational laws,
score function, and accuracy function in what follows.

Definition 6. Let 𝑋 be a fixed set; then a dual hesitant fuzzy
triangular linguistic set (DHFTLS)𝐷 on𝑋 is described as

𝐷 = {⟨𝑥 [𝑠
𝜃(𝑥)

, 𝑠
𝜋(𝑥)

, 𝑠
𝜏(𝑥)

] , ℎ (𝑥) , 𝑔 (𝑥)⟩ | 𝑥 ∈ 𝑋} , (7)

in which [𝑠
𝜃(𝑥)

, 𝑠
𝜋(𝑥)

, 𝑠
𝜏(𝑥)

] ∈ 𝑆, ℎ(𝑥) and 𝑔(𝑥) are two sets
of some values in [0, 1], denoting the possible membership
degrees and nonmembership degrees of the element 𝑥 ∈ 𝑋

to the triangular linguistic variable [𝑠
𝜃(𝑥)

, 𝑠
𝜋(𝑥)

, 𝑠
𝜏(𝑥)

], respec-
tively, with the conditions

0 ≤ 𝑟, 𝜂 ≤ 1, 0 ≤ 𝑟
+
+ 𝜂

+
≤ 1, (8)

where 𝑟 ∈ ℎ(𝑥), 𝜂 ∈ 𝑔(𝑥), 𝑟+ ∈ ℎ
+
(𝑥) = ∪

𝑟∈ℎ(𝑥)
max{𝑟}, and

𝜂
+
∈ 𝑔

+
(𝑥) = ∪

𝜂∈𝑔(𝑥)
max{𝜂} for all 𝑥 ∈ 𝑋. For convenience,

the 3-tuples 𝑑(𝑥) = ⟨[𝑠
𝜃(𝑥)

, 𝑠
𝜋(𝑥)

, 𝑠
𝜏(𝑥)

], ℎ(𝑥), 𝑔(𝑥)⟩ is called a
dual hesitant fuzzy triangular linguistic element (DHFTLE)
denoted by 𝑑 = ⟨[𝑠

𝜃
, 𝑠

𝜋
, 𝑠

𝜏
], ℎ, 𝑔⟩.

Especially, if 𝑠
𝜃
= 𝑠

𝜋
= 𝑠

𝜏
, then the dual hesitant fuzzy

triangular linguistic element 𝑑 = ⟨[𝑠
𝜃
, 𝑠

𝜋
, 𝑠

𝜏
], ℎ, 𝑔⟩ reduces to

a dual hesitant fuzzy linguistic element; if 𝑠
𝜃
= 𝑠

𝜋
or 𝑠

𝜋
= 𝑠

𝜏
,

then the dual hesitant fuzzy triangular linguistic element 𝑑 =

⟨[𝑠
𝜃
, 𝑠

𝜋
, 𝑠

𝜏
], ℎ, 𝑔⟩ reduces to a dual hesitant fuzzy uncertain

linguistic element.

Definition 7. Let 𝑑
1

= ⟨[𝑠
𝜃(𝑑
1
)
, 𝑠

𝜋(𝑑
1
)
, 𝑠

𝜏(𝑑
1
)
], ℎ

1
, 𝑔

1
⟩ and

𝑑
2
= ⟨[𝑠

𝜃(𝑑
2
)
, 𝑠

𝜋(𝑑
2
)
, 𝑠

𝜏(𝑑
2
)
], ℎ

2
, 𝑔

2
⟩ be two DHFTLEs; then the

operational laws are defined as

(1) 𝑑
1
⊕ 𝑑

2
= ⟨[𝑠

𝜃(𝑑
1
)+𝜃(𝑑

2
)
, 𝑠

𝜋(𝑑
1
)+𝜋(𝑑

2
)
, 𝑠

𝜏(𝑑
1
)+𝜏(𝑑

2
)
],

⋃
𝑟
1
∈ℎ
1
,𝑟
2
∈ℎ
2
,𝜂
1
∈𝑔
1
,𝜂
2
∈𝑔
2

{{𝑟
1
+ 𝑟

2
− 𝑟

1
𝑟
2
}, {𝜂

1
𝜂
2
}}⟩;

(2) 𝑑
1
⊗ 𝑑

2
= ⟨[𝑠

𝜃(𝑑
1
)×𝜃(𝑑

2
)
, 𝑠

𝜋(𝑑
1
)×𝜋(𝑑

2
)
, 𝑠

𝜏(𝑑
1
)×𝜏(𝑑

2
)
],

⋃
𝑟
1
∈ℎ
1
,𝑟
2
∈ℎ
2
,𝜂
1
∈𝑔
1
,𝜂
2
∈𝑔
2

{{𝑟
1
𝑟
2
}, {𝜂

1
+ 𝜂

2
− 𝜂

1
𝜂
2
}}⟩;
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(3) 𝜆𝑑
1
= ⟨[𝑠

𝜆𝜃(𝑑
1
)
, 𝑠

𝜆𝜋(𝑑
1
)
, 𝑠

𝜆𝜏(𝑑
1
)
], ⋃

𝑟
1
∈ℎ
1
,𝜂
1
∈𝑔
1

{{1 − (1 −

𝑟
1
)
𝜆
}, {(𝜂

1
)
𝜆
}}⟩, 𝜆 > 0;

(4) 𝑑𝜆

1
= ⟨[𝑠

𝜃(𝑑
1
)
𝜆 , 𝑠

𝜋(𝑑
1
)
𝜆 , 𝑠

𝜏(𝑑
1
)
𝜆], ⋃

𝑟
1
∈ℎ
1
,𝜂
1
∈𝑔
1

{{(𝑟
1
)
𝜆
}, {1 −

(1 − 𝜂
1
)
𝜆
}}⟩, 𝜆 > 0.

Theorem 8. Let 𝑑
1
= ⟨[𝑠

𝜃(𝑑
1
)
, 𝑠

𝜋(𝑑
1
)
, 𝑠

𝜏(𝑑
1
)
], ℎ

1
, 𝑔

1
⟩ and 𝑑

2
=

⟨[𝑠
𝜃(𝑑
2
)
, 𝑠

𝜋(𝑑
2
)
, 𝑠

𝜏(𝑑
2
)
], ℎ

2
, 𝑔

2
⟩ be two DHFTLEs; the operational

laws of DHFTLEs are defined as follows:
(1) 𝑑

1
⊕ 𝑑

2
= 𝑑

2
⊕ 𝑑

1
;

(2) 𝑑
1
⊗ 𝑑

2
= 𝑑

2
⊗ 𝑑

1
;

(3) 𝜆𝑑
1
⊕ 𝜆𝑑

2
= 𝜆(𝑑

1
⊕ 𝑑

2
), 𝜆 > 0;

(4) 𝑑𝜆

1
⊗ 𝑑

𝜆

2
= (𝑑

1
⊗ 𝑑

2
)
𝜆, 𝜆 > 0.

Definition 9. Let 𝑑 = ⟨[𝑠
𝜃
, 𝑠

𝜋
, 𝑠

𝜏
], ℎ, 𝑔⟩ be a DHFTLE; then

the score function of 𝑑 is defined as follows:

𝑆 (𝑑) =
𝜃 + 2𝜋 + 𝜏

4𝑙
× (

1

#ℎ
∑
𝑟∈ℎ

𝑟 −
1

#𝑔
∑
𝜂∈𝑔

𝜂) ,

(9)

where #ℎ and #𝑔 are the numbers of values in ℎ and 𝑔,
respectively. (𝑙 + 1) is the cardinality of 𝑆 = {𝑠

0
, 𝑠

1
, . . . , 𝑠

𝑙
}.

Definition 10. Let 𝑑 = ⟨[𝑠
𝜃
, 𝑠

𝜋
, 𝑠

𝜏
], ℎ, 𝑔⟩ be a DHFTLE; then

the accuracy function of 𝑑 is defined as follows:

𝑃 (𝑑) =
𝜃 + 2𝜋 + 𝜏

4𝑙
× (

1

#ℎ
∑
𝑟∈ℎ

𝑟 +
1

#𝑔
∑
𝜂∈𝑔

𝜂) ,

(10)

where #ℎ and #𝑔 are the numbers of values in ℎ and 𝑔,
respectively. (𝑙 + 1) is the cardinality of 𝑆 = {𝑠

0
, 𝑠

1
, . . . , 𝑠

𝑙
}.

Theorem 11. Let 𝑑
1
= ⟨[𝑠

𝜃(𝑑
1
)
, 𝑠

𝜋(𝑑
1
)
, 𝑠

𝜏(𝑑
1
)
], ℎ

1
, 𝑔

1
⟩ and 𝑑

2
=

⟨[𝑠
𝜃(𝑑
2
)
, 𝑠

𝜋(𝑑
2
)
, 𝑠

𝜏(𝑑
2
)
], ℎ

2
, 𝑔

2
⟩ be two DHFTLEs; they can be

compared by the following rules:
(1) if 𝑆(𝑑

1
) > 𝑆(𝑑

2
), then 𝑑

1
> 𝑑

2
;

(2) if 𝑆(𝑑
1
) = 𝑆(𝑑

2
), then

if 𝑃(𝑑
1
) > 𝑃(𝑑

2
), then 𝑑

1
> 𝑑

2
;

if 𝑃(𝑑
1
) = 𝑃(𝑑

2
), then 𝑑

1
= 𝑑

2
.

4. Some Dual Hesitant Fuzzy Triangular
Linguistic Geometric Aggregation Operators

In what follows, based on the operational laws of DHFTLEs,
we will develop some geometric aggregation operators for
aggregating the dual hesitant fuzzy triangular linguistic infor-
mation.

Definition 12. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs, and DHFTLWG :

Ω
𝑛
→ Ω; then the dual hesitant fuzzy triangular linguistic

weighted geometric (DHFTLWG) operator can be defined as

DHFTLWG (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) =

𝑛

∏
𝑗=1

(𝑑
𝑗
)
𝑤
𝑗

, (11)

in which Ω is a dual hesitant fuzzy triangular linguistic set
and 𝑤 = (𝑤

1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇 is the weight vector of 𝑑

𝑗
(𝑗 =

1, 2, . . . , 𝑛), such that 𝑤
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝑤

𝑗
= 1.

Especially, if 𝑤 = (1/𝑛, 1/𝑛, . . . , 1/𝑛)
𝑇, then the

DHFTLWG operator reduces to the dual hesitant fuzzy
triangular linguistic geometric (DHFTLG) operator.

Theorem 13. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs and let 𝑤 = (𝑤
1
, 𝑤

2
,

. . . , 𝑤
𝑛
)
𝑇be the weight vector of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛), such that

𝑤
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝑤

𝑗
= 1. Then their aggregated value by

the DHFTLWG operator is still a DHFTLE, and

𝐷𝐻𝐹𝑇𝐿𝑊𝐺(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
)

= ⟨[𝑠
∏
𝑛

𝑗=1
(𝜃(𝑑
𝑗
))
𝑤𝑗 , 𝑠∏𝑛

𝑗=1
(𝜋(𝑑
𝑗
))
𝑤𝑗 , 𝑠∏𝑛

𝑗=1
(𝜏(𝑑
𝑗
))
𝑤𝑗 ] ,

⋃
𝑟
𝑗
∈ℎ
𝑗
,𝜂
𝑗
∈𝑔
𝑗

{

{

{

{

{

{

𝑛

∏
𝑗=1

(𝑟
𝑗
)
𝑤
𝑗
}

}

}

,
{

{

{

1 −

𝑛

∏
𝑗=1

(1 − 𝜂
𝑗
)
𝑤
𝑗
}

}

}

}

}

}

⟩.

(12)

Theorem 14 (boundedness). Let 𝑑
𝑗

=

⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of

DHFTLEs, for theDHFTLWGoperator, if 𝑠
𝜃
− = min

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
,

𝑠
𝜋
− = min

1≤𝑗≤𝑛
𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
− = min

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑠

𝜃
+ =

max
1≤𝑗≤𝑛

𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋
+ = max

1≤𝑗≤𝑛
𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
+ = max

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
,

𝑟
−
= min

1≤𝑗≤𝑛
{𝑟

𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
}, 𝑟+ = max

1≤𝑗≤𝑛
{𝑟

𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
},

𝜂
−
= min

1≤𝑗≤𝑛
{𝜂

𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, 𝜂+

= max
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, for

all 𝑗 = 1, 2, . . . , 𝑛; then one can obtain

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩ ≤ DHFTLWG (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ ⟨[𝑠
𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩ .

(13)

Proof. Since 𝑟− = min
1≤𝑗≤𝑛

{𝑟
𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
}, 𝑟+ = max

1≤𝑗≤𝑛
{𝑟

𝑗
|

𝑟
𝑗
∈ ℎ

𝑗
}, 𝜂−

= min
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, 𝜂+

= max
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈

𝑔
𝑗
}, then for any 𝑟

𝑗
∈ ℎ

𝑗
and 𝜂

𝑗
∈ 𝑔

𝑗
, 𝑗 = 1, 2, . . . , 𝑛, we have

𝑟
−
≤ 𝑟

𝑗
≤ 𝑟

+
, 𝜂

−
≤ 𝜂

𝑗
≤ 𝜂

+
, 𝑗 = 1, 2, . . . , 𝑛; (14)

then
𝑛

∏
𝑗=1

(𝑟
𝑗
)
𝑤
𝑗

≥

𝑛

∏
𝑗=1

(𝑟
−
)
𝑤
𝑗

= 𝑟
−
,

1 −

𝑛

∏
𝑗=1

(1 − 𝜂
𝑗
)
𝑤
𝑗

≤ 1 −

𝑛

∏
𝑗=1

(1 − 𝜂
+
)
𝑤
𝑗

= 𝜂
+
.

(15)

That is,

1

#ℎ
∑

𝑟
𝑗
∈ℎ
𝑗

𝑛

∏
𝑗=1

(𝑟
𝑗
)
𝑤
𝑗

−
1

#𝑔
∑

𝜂
𝑗
∈𝑔
𝑗

(1 −

𝑛

∏
𝑗=1

(1 − 𝜂
𝑗
)
𝑤
𝑗

) ≥ 𝑟
−
− 𝜂

+
,

(16)
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where #ℎ and #𝑔 are the numbers of values in the
membership degrees and nonmembership degrees of
DHFTLWG(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
), respectively.

Since 𝑠
𝜃
− = min

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
, we have

𝑠
∏
𝑛

𝑗=1
(𝜃(𝑑
𝑗
))
𝑤𝑗 ≥ 𝑠

∏
𝑛

𝑗=1
(min
1≤𝑗≤𝑛

𝜃(𝑑
𝑗
))
𝑤𝑗 = 𝑠

∏
𝑛

𝑗=1
(𝜃
−
)
𝑤𝑗 = 𝑠

𝜃
− .

(17)

Similarly, we have

𝑠
∏
𝑛

𝑗=1
(𝜋(𝑑
𝑗
))
𝑤𝑗 ≥ 𝑠

𝜋
− , 𝑠

∏
𝑛

𝑗=1
(𝜏(𝑑
𝑗
))
𝑤𝑗 ≥ 𝑠

𝜏
− . (18)

Therefore, according to Definition 9 and Theorem 11, we
obtain

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩ ≤ DHFTLWG (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) .

(19)

Similarly,

DHFTLWG (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) ≤ ⟨[𝑠

𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩ .

(20)

Therefore,

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩ ≤ DHFTLWG (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ ⟨[𝑠
𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩ .

(21)

However, the DHFTLWG operator is not idempotent,
which can be illustrated by the following example.

Example 15. Let 𝑑
1
= ⟨[𝑠

4
, 𝑠

5
, 𝑠

6
], {0.3, 0.5}, {0.2, 0.3}⟩ = 𝑑

and 𝑑
2
= ⟨[𝑠

4
, 𝑠

5
, 𝑠

6
], {0.3, 0.5}, {0.2, 0.3}⟩ = 𝑑 be two DHF-

TLEs;𝑤 = (0.6, 0.4)
𝑇 is the weight vector of 𝑑

𝑗
(𝑗 = 1, 2);then

by the DHFTLWG operator, we have

DHFTLWG (𝑑
1
, 𝑑

2
)

= ⟨[𝑠
4
, 𝑠

5
, 𝑠

6
] , {0.3, 0.368, 0.408, 0.5} ,

{0.2, 0.242, 0.262, 0.3} ⟩ .

(22)

It is clear that DHFTLWG(𝑑
1
, 𝑑

2
) ̸= 𝑑, therefore, the

idempotency is not hold.

Lemma 16 (see [37]). Let 𝑥
𝑗
> 0, 𝜆

𝑗
> 0, 𝑗 = 1, 2, . . . , 𝑛, and

∑
𝑛

𝑗=1
𝜆

𝑗
= 1; then

𝑛

∏
𝑗=1

𝑥
𝜆
𝑗

𝑗
≤

𝑛

∑
𝑗=1

𝜆
𝑗
𝑥

𝑗
, (23)

with equality if and only if 𝑥
1
= 𝑥

2
= ⋅ ⋅ ⋅ = 𝑥

𝑛
.

Theorem 17. Let 𝑑
𝑗
= ⟨[𝑠

𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1,

2, . . . , 𝑛) be a collection of DHFTLEs; 𝑤 = (𝑤
1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇

is the weight vector of 𝑑
𝑗
(𝑗 = 1, 2, . . . , 𝑛), such that 𝑤

𝑗
∈ [0, 1]

and ∑𝑛

𝑗=1
𝑤

𝑗
= 1. One has

𝐷𝐻𝐹𝑇𝐿𝑊𝐺(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) ≤ 𝐷𝐻𝐹𝑇𝐿𝑊𝐴(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(24)

where 𝐷𝐻𝐹𝑇𝐿𝑊𝐴(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) denotes the dual hesitant

fuzzy triangular linguistic weighted average (DHFTLWA) oper-
ator of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛) proposed by Ju and Yang [38].

Proof. According to Lemma 16, for any 𝑑
𝑗
= ⟨[𝑠

𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛), we have

𝑠
∏
𝑛

𝑗=1
(𝜃(𝑑
𝑗
))
𝑤𝑗 ≤ 𝑠

∑
𝑛

𝑗=1
𝑤
𝑗
𝜃(𝑑
𝑗
)
,

𝑠
∏
𝑛

𝑗=1
(𝜋(𝑑
𝑗
))
𝑤𝑗 ≤ 𝑠

∑
𝑛

𝑗=1
𝑤
𝑗
𝜋(𝑑
𝑗
)
,

𝑠
∏
𝑛

𝑗=1
(𝜏(𝑑
𝑗
))
𝑤𝑗 ≤ 𝑠

∑
𝑛

𝑗=1
𝑤
𝑗
𝜏(𝑑
𝑗
)
,

𝑛

∏
𝑗=1

(𝑟
𝑗
)
𝑤
𝑗

≤

𝑛

∑
𝑗=1

𝑤
𝑗
𝑟
𝑗

= 1 −

𝑛

∑
𝑗=1

𝑤
𝑗
(1 − 𝑟

𝑗
) ≤ 1 −

𝑛

∏
𝑗=1

(1 − 𝑟
𝑗
)
𝑤
𝑗

,

1 −

𝑛

∏
𝑗=1

(1 − 𝜂
𝑗
)
𝑤
𝑗

≥ 1 −

𝑛

∑
𝑗=1

𝑤
𝑗
(1 − 𝜂

𝑗
)

=

𝑛

∑
𝑗=1

𝑤
𝑗
𝜂
𝑗
≥

𝑛

∏
𝑗=1

(𝜂
𝑗
)
𝑤
𝑗

;

(25)

then, we have

1

#ℎ
1

∑
𝑟
𝑗
∈ℎ
𝑗

𝑛

∏
𝑗=1

(𝑟
𝑗
)
𝑤
𝑗

−
1

#𝑔
1

∑
𝜂
𝑗
∈𝑔
𝑗

(1 −

𝑛

∏
𝑗=1

(1 − 𝜂
𝑗
)
𝑤
𝑗

)

≤
1

#ℎ
2

∑
𝑟
𝑗
∈ℎ
𝑗

(1 −

𝑛

∏
𝑗=1

(1 − 𝑟
𝑗
)
𝑤
𝑗

)

−
1

#𝑔
2

∑
𝜂
𝑗
∈𝑔
𝑗

𝑛

∏
𝑗=1

(𝜂
𝑗
)
𝑤
𝑗

,

(26)

where #ℎ
1
and #𝑔

1
are the numbers of values in the

membership degrees and nonmembership degrees of
DHFTLWG(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
), respectively; #ℎ

2
and #𝑔

2
are

the numbers of values in the membership degrees and
nonmembership degrees of DHFTLWA(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
),

respectively.
Therefore, based on Definition 9 andTheorem 11, we can

obtain

𝑆 (DHFTLWG (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
))

≤ 𝑆 (DHFTLWA (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
)) .

(27)

which implies that DHFTLWG(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) ≤

DHFTLWA(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
).

Definition 18. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs, and DHFTLOWG :

Ω
𝑛
→ Ω; then the dual hesitant fuzzy triangular linguistic
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ordered weighted geometric (DHFTLOWG) operator can be
defined as

DHFTLOWG (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) =

𝑛

∏
𝑗=1

(𝑑
𝜎(𝑗)

)
𝜔
𝑗

, (28)

inwhichΩ is a dual hesitant fuzzy triangular linguistic set and
𝜔 = (𝜔

1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇 is the aggregation-associated weight

vector, such that 𝜔
𝑗
∈ [0, 1] and ∑

𝑛

𝑗=1
𝜔

𝑗
= 1. 𝑑

𝜎(𝑗)
=

⟨[𝑠
𝜃
𝜎(𝑗)

, 𝑠
𝜋
𝜎(𝑗)

, 𝑠
𝜏
𝜎(𝑗)

], ℎ
𝜎(𝑗)

, 𝑔
𝜎(𝑗)

⟩ is the 𝑗th largest element in 𝑑
𝑗

(𝑗 = 1, 2, . . . , 𝑛).
Especially, if 𝜔 = (1/𝑛, 1/𝑛, . . . , 1/𝑛)

𝑇, then the DHFT-
LOWG operator reduces to the dual hesitant fuzzy triangular
linguistic geometric (DHFTLG) operator.

Theorem 19. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs; 𝜔 = (𝜔
1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇

is the aggregation-associated weight vector, such that 𝜔
𝑗
∈

[0, 1] and ∑
𝑛

𝑗=1
𝜔

𝑗
= 1. Then their aggregated value by the

DHFTLOWG operator is still a DHFTLE, and

𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
)

= ⟨[𝑠
∏
𝑛

𝑗=1
(𝜃
𝜎(𝑗)

)
𝜔𝑗 , 𝑠∏𝑛

𝑗=1
(𝜋
𝜎(𝑗)

)
𝜔𝑗 , 𝑠∏𝑛

𝑗=1
(𝜏
𝜎(𝑗)

)
𝜔𝑗 ] ,

⋃
𝑟
𝜎(𝑗)

∈ℎ
𝜎(𝑗)

,𝜂
𝜎(𝑗)

∈𝑔
𝜎(𝑗)

{

{

{

{

{

{

𝑛

∏
𝑗=1

(𝑟
𝜎(𝑗)

)
𝜔
𝑗
}

}

}

,

{

{

{

1 −

𝑛

∏
𝑗=1

(1 − 𝜂
𝜎(𝑗)

)
𝜔
𝑗
}

}

}

}

}

}

⟩.

(29)

Theorem 20 (boundedness). Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of DHFTLEs,

for the DHFTLOWG operator, if 𝑠
𝜃
− = min

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋
− =

min
1≤𝑗≤𝑛

𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
− = min

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑠

𝜃
+ = max

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
,

𝑠
𝜋
+ = max

1≤𝑗≤𝑛
𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
+ = max

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑟− = min

1≤𝑗≤𝑛
{𝑟

𝑗
|

𝑟
𝑗
∈ ℎ

𝑗
}, 𝑟+ =max

1≤𝑗≤𝑛
{𝑟

𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
}, 𝜂−

= min
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈

𝑔
𝑗
}, 𝜂+

= max
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, for all 𝑗 = 1, 2, . . . , 𝑛; then

we can obtain

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩ ≤ 𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ ⟨[𝑠
𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩ ,

(30)

which can be proven to be similar to Theorem 14.

Theorem 21 (commutativity). Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of DHFTLEs, if

(𝑑
󸀠

1
, 𝑑

󸀠

2
, . . . , 𝑑

󸀠

𝑛
) is any permutation of (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
); then

𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺(𝑑
󸀠

1
, 𝑑

󸀠

2
, . . . , 𝑑

󸀠

𝑛
)

= 𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) .

(31)

Proof. Since (𝑑
󸀠

1
, 𝑑

󸀠

2
, . . . , 𝑑

󸀠

𝑛
) is a permutation of (𝑑

1
, 𝑑

2
,

. . . , 𝑑
𝑛
), we have 𝑑󸀠

𝜎(𝑗)
= 𝑑

𝜎(𝑗)
, for all 𝑗 = 1, 2, . . . , 𝑛. Then,

based on Definition 18, we obtain

DHFTLOWG (𝑑
󸀠

1
, 𝑑

󸀠

2
, . . . , 𝑑

󸀠

𝑛
)

= DHFTLOWG (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(32)

which completes the proof of Theorem 21.

Theorem 22. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs; 𝜔 = (𝜔
1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇

is the aggregation-associated weight vector, such that 𝜔
𝑗
∈

[0, 1] and ∑𝑛

𝑗=1
𝜔

𝑗
= 1. One has

𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ 𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐴(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(33)

where 𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐴(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) is the dual hesitant fuzzy

triangular linguistic ordered weighted average (DHFTLOWA)
operator of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛) proposed by Ju and Yang [38].

This theorem can be proven to be similar to Theorem 17.

Definition 23. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs, and DHFTLHG :

Ω
𝑛
→ Ω; then the dual hesitant fuzzy triangular linguistic

hybrid geometric (DHFTLHG) operator can be defined as

DHFTLHG (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) =

𝑛

∏
𝑗=1

( ̇𝑑
𝜎(𝑗)

)
𝜔
𝑗

, (34)

in which Ω is a dual hesitant fuzzy triangular linguistic set,
𝜔 = (𝜔

1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇is the aggregation-associated weight

vector, such that 𝜔
𝑗
∈ [0, 1] and ∑

𝑛

𝑗=1
𝜔

𝑗
= 1. ̇𝑑

𝜎(𝑗)
is the

𝑗th largest element in ̇𝑑
𝑗
( ̇𝑑

𝑗
= 𝑑

𝑛𝑤
𝑗

𝑗
, 𝑗 = 1, 2, . . . , 𝑛), 𝑤 =

(𝑤
1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇 is the weight vector of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛),

such that 𝑤
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝑤

𝑗
= 1, and 𝑛 is the balancing

coefficient.
Especially, if 𝜔 = (1/𝑛, 1/𝑛, . . . , 1/𝑛)

𝑇, then the
DHFTLHG operator reduces to the DHFTLWG operator in
(11). If𝑤 = (1/𝑛, 1/𝑛, . . . , 1/𝑛)

𝑇, then theDHFTLHGoperator
reduces to the DHFTLOWG operator in (28).

Theorem 24. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs and let 𝜔 =

(𝜔
1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇 be the aggregation-associated weight vector,
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such that 𝜔
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝜔

𝑗
= 1. Then their aggregated

value by the DHFTLHG operator is still a DHFTLE, and

𝐷𝐻𝐹𝑇𝐿𝐻𝐺 (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
)

= ⟨[𝑠
∏
𝑛

𝑗=1
(𝜃( ̇𝑑
𝜎(𝑗)

))
𝜔𝑗 , 𝑠∏𝑛

𝑗=1
(𝜋( ̇𝑑
𝜎(𝑗)

))
𝜔𝑗 , 𝑠∏𝑛

𝑗=1
(𝜏( ̇𝑑
𝜎(𝑗)

))
𝜔𝑗 ] ,

⋃

̇𝑟
𝜎(𝑗)

∈ℎ̇
𝜎(𝑗)

, ̇𝜂
𝜎(𝑗)

∈ ̇𝑔
𝜎(𝑗)

{

{

{

{

{

{

𝑛

∏
𝑗=1

( ̇𝑟
𝜎(𝑗)

)
𝜔
𝑗
}

}

}

,

{

{

{

1 −

𝑛

∏
𝑗=1

(1 − ̇𝜂
𝜎(𝑗)

)
𝜔
𝑗
}

}

}

}

}

}

⟩.

(35)

Theorem 25 (boundedness). Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of DHFTLEs,

for the DHFTLHG operator; if 𝑠
𝜃
− = min

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋
− =

min
1≤𝑗≤𝑛

𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
− = min

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑠

𝜃
+ = max

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
,

𝑠
𝜋
+ = max

1≤𝑗≤𝑛
𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
+ = max

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑟− = min

1≤𝑗≤𝑛
{𝑟

𝑗
|

𝑟
𝑗
∈ ℎ

𝑗
}, 𝑟+ =max

1≤𝑗≤𝑛
{𝑟

𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
}, 𝜂−

= min
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈

𝑔
𝑗
}, 𝜂+

= max
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, for all 𝑗 = 1, 2, . . . , 𝑛, then

one can obtain

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩ ≤ 𝐷𝐻𝐹𝑇𝐿𝐻𝐺 (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ ⟨[𝑠
𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩ ,

(36)

which can be proven to be similar to Theorem 14.

Theorem 26. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs and let 𝜔 =

(𝜔
1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇 be the aggregation-associated weight vector,

such that 𝜔
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝜔

𝑗
= 1. One has

𝐷𝐻𝐹𝑇𝐿𝐻𝐺 (𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) ≤ 𝐷𝐻𝐹𝑇𝐿𝐻𝐴 (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(37)

where 𝐷𝐻𝐹𝑇𝐿𝐻𝐴(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) is the dual hesitant fuzzy

triangular linguistic hybrid average (DHFTLHA) operator of
𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛) proposed by Ju and Yang [38].This theorem

can be proven similar to Theorem 17.

Definition 27. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs, and GDHFTLWG :

Ω
𝑛
→ Ω; then the generalized dual hesitant fuzzy triangular

linguistic weighted geometric (GDHFTLWG) operator can
be defined as

GDHFTLWG
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) =

1

𝜆
(

𝑛

∏
𝑗=1

(𝜆𝑑
𝑗
)
𝑤
𝑗

) ,

(38)

in which Ω is a dual hesitant fuzzy triangular linguistic set
and 𝑤 = (𝑤

1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇 is the weight vector of 𝑑

𝑗
(𝑗 =

1, 2, . . . , 𝑛), such that 𝑤
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝑤

𝑗
= 1, 𝜆 > 0.

Especially, if 𝜆 = 1, then the GDHFTLWG operator
reduces to the DHFTLWG operator in (11).

Theorem 28. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs and let 𝑤 =

(𝑤
1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇 be the weight vector of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛),

such that 𝑤
𝑗

∈ [0, 1] and ∑
𝑛

𝑗=1
𝑤

𝑗
= 1, 𝜆 > 0. Then

their aggregated value by the GDHFTLWG operator is still a
DHFTLE, and

𝐺𝐷𝐻𝐹𝑇𝐿𝑊𝐺
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

= ⟨[𝑠
(1/𝜆)∏

𝑛

𝑗=1
(𝜆⋅𝜃(𝑑

𝑗
))
𝑤𝑗, 𝑠(1/𝜆)∏

𝑛

𝑗=1
(𝜆⋅𝜋(𝑑

𝑗
))
𝑤𝑗, 𝑠(1/𝜆)∏

𝑛

𝑗=1
(𝜆⋅𝜏(𝑑

𝑗
))
𝑤𝑗 ] ,

⋃
𝑟
𝑗
∈ℎ
𝑗
,𝜂
𝑗
∈𝑔
𝑗

{

{

{

{

{

{

1 − (1 −

𝑛

∏
𝑗=1

(1 − (1 − 𝑟
𝑗
)
𝜆

)
𝑤
𝑗

)

1/𝜆

}

}

}

,

{

{

{

(1 −

𝑛

∏
𝑗=1

(1 − (𝜂
𝑗
)
𝜆

)
𝑤
𝑗

)

1/𝜆

}

}

}

}

}

}

⟩.

(39)

Theorem 29 (boundedness). Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of DHFTLEs,

for the GDHFTLWG operator; if 𝑠
𝜃
− = min

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋
− =

min
1≤𝑗≤𝑛

𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
− = min

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑠

𝜃
+ = max

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
,

𝑠
𝜋
+ = max

1≤𝑗≤𝑛
𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
+ = max

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑟− = min

1≤𝑗≤𝑛
{𝑟

𝑗
|

𝑟
𝑗
∈ ℎ

𝑗
}, 𝑟+ =max

1≤𝑗≤𝑛
{𝑟

𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
}, 𝜂−

= min
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈

𝑔
𝑗
}, 𝜂+

= max
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, for all 𝑗 = 1, 2, . . . , 𝑛; then

one can obtain

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩ ≤ 𝐺𝐷𝐻𝐹𝑇𝐿𝑊𝐺

𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ ⟨[𝑠
𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩

(40)

which can be proven to be similar to Theorem 14.

Theorem 30. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs and let 𝑤 =

(𝑤
1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇 be the weight vector of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛),

such that 𝑤
𝑗
∈ [0, 1] and ∑𝑛

𝑗=1
𝑤

𝑗
= 1, 𝜆 > 0. One has

𝐺𝐷𝐻𝐹𝑇𝐿𝑊𝐺
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ 𝐺𝐷𝐻𝐹𝑇𝐿𝑊𝐴
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(41)

where 𝐺𝐷𝐻𝐹𝑇𝐿𝑊𝐴(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) is the generalized

dual hesitant fuzzy triangular linguistic weighted average
(GDHFTLWA) operator of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛) proposed by Ju

and Yang [38]. This theorem can be proven to be similar to
Theorem 17.

Definition 31. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs, andGDHFTLOWG :



8 Journal of Applied Mathematics

Ω
𝑛
→ Ω; then the generalized dual hesitant fuzzy triangu-

lar linguistic ordered weighted geometric (GDHFTLOWG)
operator can be defined as

GDHFTLOWG
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) =

1

𝜆
(

𝑛

∏
𝑗=1

(𝜆𝑑
𝜎(𝑗)

)
𝜔
𝑗

) ,

(42)

inwhichΩ is a dual hesitant fuzzy triangular linguistic set and
𝜔 = (𝜔

1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇 is the aggregation-associated weight

vector, such that 𝜔
𝑗
∈ [0, 1] and ∑

𝑛

𝑗=1
𝜔

𝑗
= 1, 𝜆 > 0. 𝑑

𝜎(𝑗)

is the 𝑗th largest element in 𝑑
𝑗
(𝑗 = 1, 2, . . . , 𝑛).

Especially, if 𝜆 = 1, then the GDHFTLOWG operator
reduces to the DHFTLOWG operator in (28).

Theorem 32. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs, and let 𝜔 =

(𝜔
1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇 be the aggregation-associated weight vector,

such that 𝜔
𝑗

∈ [0, 1] and ∑
𝑛

𝑗=1
𝜔

𝑗
= 1, 𝜆 > 0. Then

their aggregated value by the GDHFTLOWG operator is still
a DHFTLE, and

𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

= ⟨
[
[
[

[

𝑠
(1/𝜆)∏

𝑛

𝑗=1
(𝜆⋅𝜃
𝜎(𝑗)

)
𝜔𝑗 , 𝑠(1/𝜆)∏

𝑛

𝑗=1
(𝜆⋅𝜋
𝜎(𝑗)

)
𝜔𝑗 , 𝑠(1/𝜆)∏

𝑛

𝑗=1
(𝜆⋅𝜏
𝜎(𝑗)

)
𝜔𝑗

]
]
]

]

,

⋃
𝑟
𝜎(𝑗)

∈ℎ
𝜎(𝑗)

,𝜂
𝜎(𝑗)

∈𝑔
𝜎(𝑗)

{{1 − (1 −
𝑛

∏
𝑗=1

(1 − (1 − 𝑟
𝜎(𝑗)

)
𝜆
)
𝜔
𝑗

)

1/𝜆

} ,{(1 −
𝑛

∏
𝑗=1

(1 − (𝜂
𝜎(𝑗)

)
𝜆
)
𝜔
𝑗

)

1/𝜆

}}⟩.

(43)

Theorem 33 (boundedness). Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of DHFTLEs, for

the GDHFTLOWG operator; if 𝑠
𝜃
− = min

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋
− =

min
1≤𝑗≤𝑛

𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
− = min

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑠

𝜃
+ = max

1≤𝑗≤𝑛
𝑠
𝜃(𝑑
𝑗
)
,

𝑠
𝜋
+ = max

1≤𝑗≤𝑛
𝑠
𝜋(𝑑
𝑗
)
, 𝑠

𝜏
+ = max

1≤𝑗≤𝑛
𝑠
𝜏(𝑑
𝑗
)
, 𝑟− = min

1≤𝑗≤𝑛
{𝑟

𝑗
|

𝑟
𝑗
∈ ℎ

𝑗
}, 𝑟+ =max

1≤𝑗≤𝑛
{𝑟

𝑗
| 𝑟

𝑗
∈ ℎ

𝑗
}, 𝜂−

= min
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈

𝑔
𝑗
}, 𝜂+

= max
1≤𝑗≤𝑛

{𝜂
𝑗
| 𝜂

𝑗
∈ 𝑔

𝑗
}, for all 𝑗 = 1, 2, . . . , 𝑛, then

one can obtain

⟨[𝑠
𝜃
− , 𝑠

𝜋
− , 𝑠

𝜏
−] , {𝑟

−
} , {𝜂

+
}⟩

≤ 𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ ⟨[𝑠
𝜃
+ , 𝑠

𝜋
+ , 𝑠

𝜏
+] , {𝑟

+
} , {𝜂

−
}⟩ ,

(44)

which can be proven to be similar to Theorem 14.

Theorem 34 (commutativity). Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
,

𝑠
𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 = 1, 2, . . . , 𝑛) be a collection of DHFTLEs; if

(𝑑
󸀠

1
, 𝑑

󸀠

2
, . . . , 𝑑

󸀠

𝑛
) is any permutation of (𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
), then

𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺
𝜆
(𝑑

󸀠

1
, 𝑑

󸀠

2
, . . . , 𝑑

󸀠

𝑛
)

= 𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(45)

which can be proven to be similar to Theorem 21.

Theorem 35. Let 𝑑
𝑗

= ⟨[𝑠
𝜃(𝑑
𝑗
)
, 𝑠

𝜋(𝑑
𝑗
)
, 𝑠

𝜏(𝑑
𝑗
)
], ℎ

𝑗
, 𝑔

𝑗
⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of DHFTLEs; 𝜔 = (𝜔
1
, 𝜔

2
, . . . , 𝜔

𝑛
)
𝑇

is the aggregation-associated weight vector, such that 𝜔
𝑗
∈

[0, 1] and ∑𝑛

𝑗=1
𝜔

𝑗
= 1, 𝜆 > 0. One has

𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐺
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
)

≤ 𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐴
𝜆
(𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑛
) ,

(46)

where 𝐺𝐷𝐻𝐹𝑇𝐿𝑂𝑊𝐴(𝑑
1
, 𝑑

2
, . . . , 𝑑

𝑛
) is the generalized dual

hesitant fuzzy triangular linguistic ordered weighted average
(GDHFTLOWA) operator of 𝑑

𝑗
(𝑗 = 1, 2, . . . , 𝑛) proposed by

Ju and Yang [38]. This theorem can be proven to be similar to
Theorem 17.

5. A Method for MADM Problems
with Dual Hesitant Fuzzy Triangular
Linguistic Information

In this section, we will utilize the dual hesitant fuzzy trian-
gular linguistic geometric aggregation operators to MADM
for investment alternatives selection with dual hesitant fuzzy
triangular linguistic information.

Let 𝐴 = {𝐴
1
, 𝐴

2
, . . . , 𝐴

𝑚
} be a finite set of𝑚 alternatives,

𝐶 = {𝐶
1
, 𝐶

2
, . . . , 𝐶

𝑛
} the set of 𝑛 attributes, 𝑆 = {𝑠

0
, 𝑠

1
, . . . , 𝑠

𝑙
}

a finite linguistic term set, and 𝑤 = (𝑤
1
, 𝑤

2
, . . . , 𝑤

𝑛
)
𝑇 the

weight vector of attributes 𝐶
𝑗
(𝑗 = 1, 2, . . . , 𝑛), with 𝑤

𝑗
∈

[0, 1] and ∑𝑛

𝑗=1
𝑤

𝑗
= 1. Suppose that 𝐷 = (𝑑

𝑖𝑗
)
𝑚×𝑛

is a dual
hesitant fuzzy triangular linguistic decision matrix, where
𝑑

𝑖𝑗
= ⟨[𝑠

𝜃(𝑑
𝑖𝑗
)
, 𝑠

𝜋(𝑑
𝑖𝑗
)
, 𝑠

𝜏(𝑑
𝑖𝑗
)
], ℎ

𝑖𝑗
, 𝑔

𝑖𝑗
⟩ is in the formofDHFTLEs
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given for the alternative 𝐴
𝑖
(𝑖 = 1, 2, . . . , 𝑚) with respect to

the attribute 𝐶
𝑗
(𝑗 = 1, 2, . . . , 𝑛), with 𝑠

𝜃(𝑑
𝑖𝑗
)
, 𝑠

𝜋(𝑑
𝑖𝑗
)
, 𝑠

𝜏(𝑑
𝑖𝑗
)
∈ 𝑆,

ℎ
𝑖𝑗
= ⋃

𝑟
𝑖𝑗
∈ℎ
𝑖𝑗

{𝑟
𝑖𝑗
} and 𝑔

𝑖𝑗
= ⋃

𝜂
𝑖𝑗
∈𝑔
𝑖𝑗

{𝜂
𝑖𝑗
}. Then, to determine

the most desirable alternative(s), the DHFTLWG operator
is utilized to develop a MADM method with dual hesitant
fuzzy triangular linguistic information, which involves the
following steps.

Step 1. Transform the dual hesitant fuzzy triangular linguistic
decision matrix 𝐷 = (𝑑

𝑖𝑗
)
𝑚×𝑛

(𝑖 = 1, 2, . . . , 𝑚, 𝑗 =

1, 2, . . . , 𝑛) into normalized dual hesitant fuzzy triangular
linguistic decision matrix 𝐷

󸀠
= (𝑑

󸀠

𝑖𝑗
)
𝑚×𝑛

. The normalized
method is given as follows:

𝑑
󸀠

𝑖𝑗
= ⟨[𝑠

𝜃(𝑑
󸀠

𝑖𝑗
)
, 𝑠

𝜋(𝑑
󸀠

𝑖𝑗
)
, 𝑠

𝜏(𝑑
󸀠

𝑖𝑗
)
] , ℎ

󸀠

𝑖𝑗
, 𝑔

󸀠

𝑖𝑗
⟩

=

{{{{{{{{

{{{{{{{{

{

⟨[𝑠
𝜃(𝑑
𝑖𝑗
)
, 𝑠

𝜋(𝑑
𝑖𝑗
)
, 𝑠

𝜏(𝑑
𝑖𝑗
)
] , ⋃

𝑟
𝑖𝑗
∈ℎ
𝑖𝑗

{𝑟
𝑖𝑗
} , ⋃

𝜂
𝑖𝑗
∈𝑔
𝑖𝑗

{𝜂
𝑖𝑗
}⟩ , 𝑗 ∈ Ω

𝐵

⟨[𝑠
𝑙−𝜃(𝑑

𝑖𝑗
)
, 𝑠

𝑙−𝜋(𝑑
𝑖𝑗
)
, 𝑠

𝑙−𝜏(𝑑
𝑖𝑗
)
] , ⋃

𝑟
𝑖𝑗
∈ℎ
𝑖𝑗

{1 − 𝑟
𝑖𝑗
} , ⋃

𝜂
𝑖𝑗
∈𝑔
𝑖𝑗

{1 − 𝜂
𝑖𝑗
}⟩ , 𝑗 ∈ Ω

𝐶
,

(47)

where Ω
𝐵
and Ω

𝐶
are the sets of benefit attributes and cost

attributes, respectively, and 𝑙+1 is the cardinality of linguistic
term set 𝑆.

Step 2. Aggregate all assessment values 𝑑󸀠

𝑖𝑗
= ⟨[𝑠

𝜃(𝑑
󸀠

𝑖𝑗
)
, 𝑠

𝜋(𝑑
󸀠

𝑖𝑗
)
,

𝑠
𝜏(𝑑
󸀠

𝑖𝑗
)
], ℎ

󸀠

𝑖𝑗
, 𝑔

󸀠

𝑖𝑗
⟩ of the alternative 𝐴

𝑖
(𝑖 = 1, 2, . . . , 𝑚) on all

attributes 𝐶
𝑗
(𝑗 = 1, 2, . . . , 𝑛) into the overall assessment val-

ues 𝑑
𝑖
= ⟨[𝑠

𝜃(𝑑
𝑖
)
, 𝑠

𝜋(𝑑
𝑖
)
, 𝑠

𝜏(𝑑
𝑖
)
], ℎ

𝑖
, 𝑔

𝑖
⟩, based on the DHFTLWG

operator in (48):

𝑑
𝑖
= ⟨[𝑠

∏
𝑛

𝑗=1
(𝜃(𝑑
󸀠

𝑖𝑗
))
𝑤𝑗 , 𝑠∏𝑛

𝑗=1
(𝜋(𝑑
󸀠

𝑖𝑗
))
𝑤𝑗 , 𝑠∏𝑛

𝑗=1
(𝜏(𝑑
󸀠

𝑖𝑗
))
𝑤𝑗 ] ,

⋃

𝑟
󸀠

𝑖𝑗
∈ℎ
󸀠

𝑖𝑗
,𝜂
󸀠

𝑖𝑗
∈𝑔
󸀠

𝑖𝑗

{

{

{

{

{

{

𝑛

∏
𝑗=1

(𝑟
󸀠

𝑖𝑗
)
𝑤
𝑗
}

}

}

,

{

{

{

1 −

𝑛

∏
𝑗=1

(1 − 𝜂
󸀠

𝑖𝑗
)
𝑤
𝑗
}

}

}

}

}

}

⟩,

(48)

where ℎ
𝑖
= ⋃

𝑟
𝑖
∈ℎ
𝑖

{𝑟
𝑖
} and 𝑔

𝑖
= ⋃

𝜂
𝑖
∈𝑔
𝑖

{𝜂
𝑖
}.

Step 3. Calculate the score values 𝑆(𝑑
𝑖
) of the overall assess-

ment values 𝑑
𝑖
(𝑖 = 1, 2, . . . , 𝑚) by (49):

𝑆 (𝑑
𝑖
) =

𝜃 (𝑑
𝑖
) + 2𝜋 (𝑑

𝑖
) + 𝜏 (𝑑

𝑖
)

4𝑙

× (
1

#ℎ
𝑖

∑
𝑟
𝑖
∈ℎ
𝑖

𝑟
𝑖
−

1

#𝑔
𝑖

∑
𝜂
𝑖
∈𝑔
𝑖

𝜂
𝑖
) ,

(49)

where #ℎ
𝑖
and #𝑔

𝑖
are the numbers of values in ℎ

𝑖
and

𝑔
𝑖
, respectively. If there is no difference between two score

values 𝑆(𝑑
𝑖
) and 𝑆(𝑑

𝑡
), then we need to calculate the accuracy

values 𝑃(𝑑
𝑖
) and 𝑃(𝑑

𝑡
) of the alternatives 𝐴

𝑖
and 𝐴

𝑡
(𝑖, 𝑡 =

1, 2, . . . , 𝑚), respectively, by (50):

𝑃 (𝑑
𝑖
) =

𝜃 (𝑑
𝑖
) + 2𝜋 (𝑑

𝑖
) + 𝜏 (𝑑

𝑖
)

4𝑙

× (
1

#ℎ
𝑖

∑
𝑟
𝑖
∈ℎ
𝑖

𝑟
𝑖
+

1

#𝑔
𝑖

∑
𝜂
𝑖
∈𝑔
𝑖

𝜂
𝑖
) .

(50)

Step 4. Rank all feasible alternatives 𝐴
𝑖
(𝑖 = 1, 2, . . . , 𝑚)

according to Theorem 11 and select the most desirable alter-
native(s).

Step 5. End.

6. Numerical Example

In this section, a MADM problem adapted fromHerrera and
Herrera-Viedma [34] is used to illustrate the application of the
MADM method proposed in Section 5 and to demonstrate
its feasibility and effectiveness in a realistic scenario. An
investment company wants to invest a sum of money in the
best option. There is a panel with four possible alternatives:
(1) 𝐴

1
is a car company; (2) 𝐴

2
is a food company; (3) 𝐴

3

is a computer company; (4) 𝐴
4
is an arms company. The

investment company must make a decision according to
the following three attributes: (1) 𝐶

1
is the market share

analysis; (2) 𝐶
2
is the market growth analysis; (3) 𝐶

3
is the

benefit analysis. The attribute weight vector is given as 𝑤 =

(0.35, 0.25, 0.40)
𝑇.The four possible alternatives {𝐴

1
,𝐴

2
,𝐴

3
,

𝐴
4
} are evaluated by using the dual hesitant fuzzy triangular

linguistic information under the above three attributes with
the linguistic term set 𝑆 = {𝑠

0
= extremely low, 𝑠

1
= very

low, 𝑠
2
= low, 𝑠

3
= medium, 𝑠

4
= high, 𝑠

5
= very high, 𝑠

6

= extremely high}, then the dual hesitant fuzzy triangular
linguistic decision matrix 𝐷 = (𝑑

𝑖𝑗
)
4×3

is constructed as
shown in Table 1.
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Table 1: Dual hesitant fuzzy triangular linguistic decision matrix.

𝐶
1

𝐶
2

𝐶
3

𝐴
1

⟨[𝑠
2
, 𝑠

3
, 𝑠

4
], {0.4, 0.5, 0.6}, {0.3, 0.4}⟩ ⟨[𝑠

3
, 𝑠

4
, 𝑠

5
], {{0.3, 0.5}, {0.2, 0.3}}⟩ ⟨[𝑠

3
, 𝑠

4
, 𝑠

5
], {{0.3, 0.5, 0.6}, {0.1, 0.2}}⟩

𝐴
2

⟨[𝑠
1
, 𝑠

2
, 𝑠

3
], {{0.4, 0.5}, {0.3, 0.4}}⟩ ⟨[𝑠

4
, 𝑠

5
, 𝑠

6
], {{0.4, 0.5}, {0.4, 0.5}}⟩ ⟨[𝑠

2
, 𝑠

3
, 𝑠

4
], {{0.2, 0.5, 0.6}, {0.2, 0.4}}⟩

𝐴
3

⟨[𝑠
3
, 𝑠

4
, 𝑠

5
], {{0.5, 0.7}, {0.2, 0.3}}⟩ ⟨[𝑠

2
, 𝑠

3
, 𝑠

4
], {{0.2, 0.4, 0.5}, {0.3, 0.4}}⟩ ⟨[𝑠

2
, 𝑠

3
, 𝑠

4
], {{0.4, 0.5, 0.7}, {0.2, 0.3}}⟩

𝐴
4

⟨[𝑠
3
, 𝑠

4
, 𝑠

5
], {{0.4, 0.6, 0.8}, {0.1, 0.2}}⟩ ⟨[𝑠

1
, 𝑠

2
, 𝑠

3
], {{0.5, 0.6}, {0.2, 0.4}}⟩ ⟨[𝑠

4
, 𝑠

5
, 𝑠

6
], {{0.6, 0.7}, {0.1, 0.3}}⟩

Step 1. Since all the three attributes are benefit attributes;
therefore they are unnecessary to be normalized; that is,𝐷󸀠

=

(𝑑
󸀠

𝑖𝑗
)
4 × 3

= 𝐷 = (𝑑
𝑖𝑗
)
4 × 3

.

Step 2. Aggregate all assessment values 𝑑󸀠

𝑖𝑗
= ⟨[𝑠

𝜃(𝑑
󸀠

𝑖𝑗
)
, 𝑠

𝜋(𝑑
󸀠

𝑖𝑗
)
,

𝑠
𝜏(𝑑
󸀠

𝑖𝑗
)
], ℎ

󸀠

𝑖𝑗
, 𝑔

󸀠

𝑖𝑗
⟩ of the alternative 𝐴

𝑖
(𝑖 = 1, 2, 3, 4) on all

attributes 𝐶
𝑗
(𝑗 = 1, 2, 3) into the overall assessment values

𝑑
𝑖
= ⟨[𝑠

𝜃(𝑑
𝑖
)
, 𝑠

𝜋(𝑑
𝑖
)
, 𝑠

𝜏(𝑑
𝑖
)
], ℎ

𝑖
, 𝑔

𝑖
⟩ by (48):

𝑑
1
= ⟨[𝑠

2.7108
, 𝑠

3.7224
, 𝑠

4.7287
] ,

{0.3224, 0.3855, 0.4109, 0.3955, 0.4729, 0.5040,

0.3409, 0.4076, 0.4345, 0.4181, 0.5000, 0.5329,

0.3568, 0.4266, 0.4547, 0.4376, 0.5233, 0.5578} ,

{0.1937, 0.2263, 0.2356, 0.2665, 0.2242,

0.2555, 0.2645, 0.2942}⟩ ;

𝑑
2
= ⟨[𝑠

2.2191
, 𝑠

3.3254
, 𝑠

4.3779
] ,

{0.3138, 0.4325, 0.4610, 0.3431, 0.4729, 0.5040,

0.3318, 0.4573, 0.4874, 0.3628, 0.5000, 0.5329} ,

{0.3104, 0.3764, 0.3589, 0.4203,

0.3364, 0.4000, 0.3831, 0.4422}⟩ ;

𝑑
3
= ⟨[𝑠

2.2134
, 𝑠

3.2237
, 𝑠

4.2295
] ,

{0.3205, 0.3466, 0.3899, 0.4229, 0.4573, 0.5145,

0.4624, 0.5000, 0.5625, 0.3487, 0.3770, 0.4241,

0.4601, 0.4974, 0.5596, 0.5030, 0.5439, 0.6119} ,

{0.2416, 0.2762, 0.2870, 0.3195,

0.2665, 0.3000, 0.3104, 0.3419}⟩ ;

𝑑
4
= ⟨[𝑠

2.1380
, 𝑠

3.2777
, 𝑠

4.3445
] ,

{0.5040, 0.5320, 0.5422, 0.5722, 0.5578, 0.5887,

0.6000, 0.6333, 0.5994, 0.6326, 0.6447, 0.6805} ,

{0.1414, 0.2137, 0.2347, 0.2992,

0.1663, 0.2365, 0.2570, 0.3195}⟩ .

(51)

Step 3. Calculate the score values 𝑆(𝑑
𝑖
) of the overall assess-

ment values 𝑑
𝑖
(𝑖 = 1, 2, 3, 4). According to (49), the score

values of alternatives𝐴
𝑖
(𝑖 = 1, 2, 3, 4) are obtained as follows:

𝑆 (𝑑
1
) = 0.1196, 𝑆 (𝑑

2
) = 0.0303,

𝑆 (𝑑
3
) = 0.0904, 𝑆 (𝑑

4
) = 0.1940.

(52)

Step 4. Rank all feasible alternatives 𝐴
𝑖
(𝑖 = 1, 2, 3, 4)

according to the descending order of corresponding score
values 𝑆(𝑑

𝑖
) (𝑖 = 1, 2, 3, 4). The ranking of all investment

alternatives 𝐴
𝑖
(𝑖 = 1, 2, 3, 4) is obtained as follows:

𝐴
4
≻ 𝐴

1
≻ 𝐴

3
≻ 𝐴

2
, (53)

where the symbol “≻” means “superior to.” Therefore, 𝐴
4
is

the most desirable investment alternative.

7. Conclusions

In this paper, with respect to the multiattribute decision
making (MADM) problems inwhich the attribute values take
the form of dual hesitant fuzzy triangular linguistic elements,
a novel MADM method is proposed. Firstly, the concept,
operational laws, score function, and accuracy function of
dual hesitant fuzzy triangular linguistic elements (DHFTLEs)
are defined. Then, a series of dual hesitant fuzzy triangular
linguistic geometric aggregation operators is developed for
aggregating the DHFTLEs, such as dual hesitant fuzzy trian-
gular linguistic weighted geometric (DHFTLWG) operator,
dual hesitant fuzzy triangular linguistic ordered weighted
geometric (DHFTLOWG) operator, dual hesitant fuzzy tri-
angular linguistic hybrid geometric (DHFTLHG) operator,
generalized dual hesitant fuzzy triangular linguistic weighted
geometric (GDHFTLWG) operator, and generalized dual
hesitant fuzzy triangular linguistic ordered weighted geomet-
ric (GDHFTLOWG) operator. Furthermore, some desirable
properties of these operators are investigated in detail. Based
on the proposed operators, an approach to multiple attribute
decisionmaking with dual hesitant fuzzy triangular linguistic
information is proposed. Finally, a numerical example for
investment alternative selection is given to illustrate the appli-
cation of the proposed method. In future research, we will
focus on researching the applications of theMADMmethods
with dual hesitant fuzzy triangular linguistic information.
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