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We investigate the solvability of a fully fourth-order periodic boundary value problemof the form 𝑥
(4)

= 𝑓(𝑡, 𝑥, 𝑥
󸀠
, 𝑥
󸀠󸀠
, 𝑥
󸀠󸀠󸀠
),𝑥(𝑖)(0) =

𝑥
(𝑖)
(𝑇), 𝑖 = 0, 1, 2, 3, where 𝑓 : [0, 𝑇] × R4 → R satisfies Carathéodory conditions. By using the coincidence degree theory, the

existence of nontrivial solutions is obtained. Meanwhile, as applications, some examples are given to illustrate our results.

1. Introduction

In this paper, we consider a fully nonlinear fourth-order
periodic boundary value problem of the form

𝑥
(4)

= 𝑓 (𝑡, 𝑥, 𝑥
󸀠
, 𝑥
󸀠󸀠
, 𝑥
󸀠󸀠󸀠
) , (1)

subject to the boundary conditions

𝑥
(𝑖)

(0) = 𝑥
(𝑖)

(𝑇) , 𝑖 = 0, 1, 2, 3, (2)

where 𝑓 : [0, 𝑇] × R4 → R = (−∞, +∞) satisfies Carathé-
odory conditions; that is,

(i) for a.e. 𝑡 ∈ [0, 𝑇], the function 𝑓(𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) :

R4 → R is continuous;
(ii) for every (𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ R4, the function

𝑓(𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) : [0, 𝑇] → R is measurable;
(iii) for each 𝜌 > 0, there is a real valued function ℎ𝜌(⋅) ∈

𝐿
1
[0, 𝑇] such that

󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3)

󵄨
󵄨
󵄨
󵄨
≤ ℎ𝜌 (𝑡) , (3)

for a.e. 𝑡 ∈ [0, 𝑇] and 𝑥
2
0 + 𝑥
2
1 + 𝑥
2
2 + 𝑥
2
3 < 𝜌
2.

It is well known that fourth-order periodic boundary
value problems are important research topics which arise in a
variety of different areas, such as nonlinear oscillations, fluid

mechanical, and nonlinear elastic mechanical phenomena,
and thus have been extensively studied; for instance, see [1–
30] and references therein. However, most of the works in the
above-mentioned references allow only having 𝑡, 𝑥 or 𝑡, 𝑥, 𝑥󸀠󸀠
in the right-hand side nonlinear function 𝑓; see [2–11, 13, 15–
18, 20–30]. The works on the fully nonlinear cases of which
𝑓 contains explicitly 𝑡 and every derivative of 𝑥 up to order
three have been quite rarely seen; see [1, 12, 14, 19].

The aim of this paper is to establish the existence of
solutions and nontrivial solutions for the fully nonlinear
fourth-order PBVP (1), (2). Our main tool is the coincidence
degree theory. The paper [31] motivated our study.

2. Preliminary

In this section, we present some lemmaswhich are needed for
our main results.

At first, we will briefly recall some notations that are
needed for our discussion.

Let 𝑋, 𝑍 be real Banach spaces. A linear mapping 𝐿 :

dom 𝐿 ⊂ 𝑋 → 𝑍 will be called a Fredholm mapping of index
zero if the following two conditions hold:

(i) Im 𝐿 is a closed subspace of 𝑍;

(ii) dimKer𝐿 = codimIm𝐿 < +∞.
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Let𝐿 : dom 𝐿 ⊂ 𝑋 → 𝑍 be a Fredholmmapping of index
zero; then there exist continuous projectors 𝑃 : 𝑋 → 𝑋 and
𝑄 : 𝑍 → 𝑍 such that

Im𝑃 = Ker 𝐿, Ker𝑄 = Im 𝐿, (4)

so that

𝑋 = Ker 𝐿 ⊕ Ker𝑃, 𝑍 = Im 𝐿 ⊕ Im𝑄. (5)

It follows that 𝐿|dom𝐿∩Ker𝑃 : dom 𝐿 ∩ Ker𝑃 → Im 𝐿 is
invertible. We denote the inverse of that map by 𝐾𝑃. Let Ω
be an open bounded subset of 𝑋 such that dom 𝐿 ∩ Ω ̸= 0;
the map 𝑁 : 𝑋 → 𝑍 will be called 𝐿-compact on Ω, if
𝑄𝑁 : Ω → 𝑍 and𝐾𝑃(𝐼 − 𝑄)𝑁 : Ω → 𝑋 are compact.

Lemma 1 (see [32]). Let 𝐿 : dom 𝐿 → 𝑍 be a linear Fredholm
mapping of index zero and let Ω ⊂ 𝑋 be an open bounded set.
Let 𝑁 : Ω → 𝑍 be 𝐿-compact on Ω and let 𝐴 : 𝑋 → 𝑍 be
𝐿-completely continuous such that

(i) Ker(𝐿 − 𝐴) = {0};
(ii) for every (𝑥, 𝜆) ∈ (dom 𝐿 ∩ 𝜕Ω) × (0, 1),

𝐿𝑥 − (1 − 𝜆)𝐴𝑥 − 𝜆𝑁𝑥 ̸= 0, (6)

and assume that 0 ∈ Ω. Then equation

𝐿𝑥 = 𝑁𝑥 (7)

has at least one solution in dom 𝐿 ∩ Ω.

Lemma2 (see [33]). Let𝐿 : dom 𝐿 → 𝑍 be a linear Fredholm
mapping of index zero and let Ω ⊂ 𝑋 be an open bounded set.
Let𝑁 : Ω → 𝑍 be 𝐿-compact onΩ and the coincidence degree
𝐷[(𝐿,𝑁), Ω] is well defined. If there exists 𝑧 ∈ 𝑍 with 𝑧 ̸= 0

such that

𝐿𝑥 − 𝑁𝑥 ̸= 𝜆𝑧, ∀ (𝑥, 𝜆) ∈ (dom 𝐿 ∩ 𝜕Ω) × [0, +∞) , (8)

then𝐷[(𝐿,𝑁), Ω] = 0.

In the following, we take Banach space𝑋 = 𝐶
3
[0, 𝑇]with

the norm ‖𝑥‖𝐶3 = ∑
3

𝑖=0 ‖𝑥
(𝑖)
‖∞, and 𝑍 = 𝐿

1
[0, 𝑇]. Define a

linear map 𝐿 : dom 𝐿 ⊂ 𝑋 → 𝑍 by

(𝐿𝑥) (𝑡) = 𝑥
(4)

(𝑡) , ∀𝑥 ∈ dom 𝐿, (9)

where dom 𝐿 = {𝑥 ∈ 𝑊
4,1

(0, 𝑇) : 𝑥
(𝑖)
(0) = 𝑥

(𝑖)
(𝑇), 𝑖 =

0, 1, 2, 3} and 𝑊
4,1

(0, 𝑇) is the usual Sobolev space. It is easy
to see that 𝐿 is a Fredholmmapping of index zero. Also define
a nonlinear map𝑁 : 𝑋 → 𝑍 by

(𝑁𝑥) (𝑡) = 𝑓 (𝑡, 𝑥, 𝑥
󸀠
, 𝑥
󸀠󸀠
, 𝑥
󸀠󸀠󸀠
) , ∀𝑥 ∈ 𝑋. (10)

Define two projects 𝑃 : 𝑋 → 𝑋 and 𝑄 : 𝑍 → 𝑍 as
follows:

𝑃𝑥 =

1

𝑇

∫

𝑇

0

𝑥 (𝑡) d𝑡, ∀𝑥 ∈ 𝑋;

𝑄𝑧 =

1

𝑇

∫

𝑇

0

𝑧 (𝑡) d𝑡, ∀𝑧 ∈ 𝑍.

(11)

Let 𝐺(𝑡, 𝑠) be Green function for the homogeneous BVP

𝑥
(4)

(𝑡) = 0, 0 < 𝑡 < 𝑇,

∫

𝑇

0

𝑥 (𝑡) d𝑡 = 0, 𝑥
(𝑖)

(0) = 𝑥
(𝑖)

(𝑇) , 𝑖 = 0, 1, 2, 3.

(12)

Then 𝐾𝑃 : Im 𝐿 → dom 𝐿 ∩ Ker𝑃 can be given by

(𝐾𝑃𝑧) (𝑡) = ∫

1

0
𝐺 (𝑡, 𝑠) 𝑧 (𝑠) d𝑠, ∀𝑧 ∈ Im 𝐿. (13)

Hence the map 𝐾𝑃 : Im 𝐿 → dom 𝐿 ∩ Ker𝑃 is continuous.
We note that if 𝑓 : [0, 𝑇] ×R4 → R satisfying Carathéodory
conditions, then 𝑁 : 𝑋 → 𝑍 is bounded and continuous by
Lebesgue’s dominated convergence theorem. Furthermore,𝑁
is 𝐿-compact on every bounded set Ω ⊂ 𝑋.

3. Main Results

For ℎ ∈ 𝐿
1
[0, 𝑇] and 𝑟 ∈ (0, +∞) we put

ℎ0 = exp(2∫

𝑇

0

ℎ (𝑡) d𝑡) , 𝑟0 = 𝑟 + 𝑒ℎ0𝑇
3
;

𝜀 ∈ (0,min{

1

2𝑟0𝑇
, (

2𝜋

𝑇

)

4

}) , 𝑟3 = ℎ0 exp (2𝜀𝑟0𝑇) ;

𝑟2 = 𝑟3𝑇, 𝑟1 = 𝑟2𝑇.

(14)

In order to introduce our main theorem, we need some
lemmas.

Lemma 3. Let ℎ ∈ 𝐿
1
[0, 𝑇] be a nonnegative function and

𝑟 ∈ (0, +∞). Let 𝑟0, 𝑟1, 𝑟2, 𝑟3, and 𝜀 fulfil (14). Then for any
𝑥 ∈ dom 𝐿, the inequalities

|𝑥 (𝑡)| ≤ 𝑟0,
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠
(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟1,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠
(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟2,

∀𝑡 ∈ [0, 𝑇] ,

(15)

𝑥
(4)

(𝑡) sign𝑥
󸀠󸀠󸀠

(𝑡) ≤ ℎ (𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
+ 𝜀 |𝑥 (𝑡)|

𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ {𝑡 ∈ [0, 𝑇] :

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≥ 1}

(16)

imply
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟3, ∀𝑡 ∈ [0, 𝑇] . (17)

Proof. Since 𝑥 ∈ dom 𝐿, there exists 𝑡0 ∈ (0, 𝑇) such that

𝑥
󸀠󸀠󸀠

(𝑡0) = 0. (18)

We will show that
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< √𝑟3, ∀𝑡 ∈ [𝑡0, 𝑇] . (19)

By contradiction, assume that there exists 𝑡1 ∈ (𝑡0, 𝑇] such
that

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡1)
󵄨
󵄨
󵄨
󵄨
󵄨
≥ √𝑟3. (20)
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Then there exists 𝑡2 ∈ (𝑡0, 𝑡1) such that
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡2)
󵄨
󵄨
󵄨
󵄨
󵄨
= 1,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≥ 1, ∀𝑡 ∈ [𝑡2, 𝑡1] . (21)

There are two cases to consider.

Case 1. Consider 𝑥󸀠󸀠󸀠(𝑡) ≥ 1 on [𝑡2, 𝑡1]. In this case, integrating
(16) from 𝑡2 to 𝑡1 and using (15) and (21) we infer that

∫

𝑡1

𝑡2

𝑥
(4)

(𝑡)

𝑥
󸀠󸀠󸀠

(𝑡)

d𝑡 ≤ ∫

𝑡1

𝑡2

(ℎ (𝑡) + 𝜀𝑟0) d𝑡 < ∫

𝑇

0

ℎ (𝑡) d𝑡 + 𝜀𝑟0𝑇.

(22)

Thus 𝑥󸀠󸀠󸀠(𝑡1) < √𝑟3, which contradicts (20).

Case 2. Consider 𝑥󸀠󸀠󸀠(𝑡) ≤ −1 on [𝑡2, 𝑡1]. Similar to Case 1, we
have

∫

𝑡1

𝑡2

−𝑥
(4)

(𝑡)

−𝑥
󸀠󸀠󸀠

(𝑡)

d𝑡 ≤ ∫

𝑡1

𝑡2

(ℎ (𝑡) + 𝜀𝑟0) d𝑡 < ∫

𝑇

0

ℎ (𝑡) d𝑡 + 𝜀𝑟0𝑇.

(23)

Thus, 𝑥󸀠󸀠󸀠(𝑡1) > −√𝑟3, which contradicts (20). Therefore (19)
is true. Furthermore, from the fact 𝑥󸀠󸀠󸀠(0) = 𝑥

󸀠󸀠󸀠
(𝑇) it follows

that |𝑥󸀠󸀠󸀠(0)| < √𝑟3.
Finally, we show that

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟3, ∀𝑡 ∈ [0, 𝑡0] . (24)

Suppose on the contrary that there exists 𝑡3 ∈ (0, 𝑡0) satisfying
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡3)
󵄨
󵄨
󵄨
󵄨
󵄨
≥ 𝑟3. (25)

Then there exists 𝑡4 ∈ (0, 𝑡3) such that
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡4)
󵄨
󵄨
󵄨
󵄨
󵄨
= √𝑟3,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≥ √𝑟3, ∀𝑡 ∈ [𝑡4, 𝑡3] . (26)

There are two cases to consider.

Case 1󸀠. Consider 𝑥󸀠󸀠󸀠(𝑡) ≥ √𝑟3 on [𝑡4, 𝑡3]. Similar to Case 1,
we have 𝑥󸀠󸀠󸀠(𝑡3) < 𝑟3, which contradicts (25).

Case 2󸀠. Consider 𝑥󸀠󸀠󸀠(𝑡) ≤ −√𝑟3 on [𝑡4, 𝑡3]. Similar to Case
2, one has 𝑥󸀠󸀠󸀠(𝑡3) > −𝑟3, which also contradicts (25). Hence
(24) is true.

In summary, from (19) and (24) it follows that estimate
(17) holds. This completes the proof of the lemma.

Lemma 4. Let 𝑟 ∈ (0, +∞) and let ℎ ∈ 𝐿
1
[0, 𝑇] be a

nonnegative function. Let 𝑟0, 𝑟1, 𝑟2, 𝑟3, and 𝜀 fulfil (14). Then
for any function 𝑥 ∈ dom 𝐿 the inequalities

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟3, ∀𝑡 ∈ [0, 𝑇] , (27)

𝜇𝑥
(4)

(𝑡) sign𝑥 (𝑡) > 0 𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ {𝑡 ∈ [0, 𝑇] : |𝑥 (𝑡)| ≥ 𝑟}

(28)

imply

|𝑥 (𝑡)| < 𝑟0,
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠
(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟1,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠
(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟2,

∀𝑡 ∈ [0, 𝑇] .

(29)

Proof. For every 𝑥 ∈ dom 𝐿, from (28), there exist 𝑡0, 𝑡1, 𝑡2 ∈
[0, 𝑇] such that

󵄨
󵄨
󵄨
󵄨
𝑥 (𝑡0)

󵄨
󵄨
󵄨
󵄨
< 𝑟, 𝑥

󸀠
(𝑡1) = 0, 𝑥

󸀠󸀠
(𝑡2) = 0. (30)

Integrating (27) by (14) and (30) we get
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠
(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟3𝑇 = 𝑟2,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠
(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟2𝑇 = 𝑟1 on [0, 𝑇] ,

|𝑥 (𝑡)| < 𝑟 + 𝑟2𝑇
2
< 𝑟0 on [0, 𝑇] .

(31)

This completes the proof of the lemma.

Now, we apply Lemma 1 to establish the existence results
of solutions for the fourth-order PBVP (1), (2).

Theorem 5. Assume that there exist 𝜇 ∈ {−1, 1}, 𝑟 ∈ (0, +∞),
and a nonnegative function ℎ ∈ 𝐿

1
[0, 𝑇]. Suppose further that

(H0) 𝑓 : [0, 𝑇] × R4 → R satisfies the Carathéodory
conditions;

(H1) if |𝑥0| ≥ 𝑟, |𝑥1| ≤ 𝑟1, |𝑥2| ≤ 𝑟2, |𝑥3| ≤ 𝑟3, then

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) sign𝑥0 ≥ 0 𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ [0, 𝑇] ; (32)

(H2) if |𝑥0| ≤ 𝑟0, |𝑥1| ≤ 𝑟1, |𝑥2| ≤ 𝑟2, |𝑥3| ≥ 1, then

𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) sign𝑥3 ≤ ℎ (𝑡)
󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨

𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ [0, 𝑇] ,

(33)

where 𝑟0, 𝑟1, 𝑟2, 𝑟3 fulfil (14). Then PBVP (1), (2) has at
least one solution 𝑥 such that

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
(𝑖)

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟𝑖, 𝑖 = 0, 1, 2, 3, ∀𝑡 ∈ [0, 𝑇] . (34)

Proof. Let

Ω = {𝑥 ∈ 𝑋 :

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
(𝑖)

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟𝑖, 𝑖 = 0, 1, 2, 3, 𝑡 ∈ [0, 𝑇]} . (35)

Then 𝑥 ∈ 𝜕Ω iff there exist some 𝑗 ∈ {0, 1, 2, 3} such that

max
0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
(𝑗)

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
= 𝑟𝑗,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
(𝑖)

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟𝑖, 𝑖 = 0, 1, 2, 3,

𝑡 ∈ [0, 𝑇] .

(36)

Now, we show that

Ker (𝐿 − 𝐴) = {0} , (37)

where 𝐴 : 𝑋 → 𝑍, 𝑥 󳨃→ 𝜇𝜀𝑥. To do this, we assume that
𝑥(𝑡) is the solution of the following periodic boundary value
problem:

𝑥
(4)

(𝑡) = 𝜇𝜀𝑥 (𝑡) , a.e. 𝑡 ∈ (0, 𝑇) ,

𝑥
(𝑖)

(0) = 𝑥
(𝑖)

(𝑇) , 𝑖 = 0, 1, 2, 3.

(38)

Integrating the equation as above on [0, 𝑇], we obtain

∫

𝑇

0

𝑥 (𝑡) d𝑡 = 0. (39)
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Thus, by Wirtinger inequality,

󵄩
󵄩
󵄩
󵄩
󵄩
𝑥
(𝑖)󵄩󵄩
󵄩
󵄩
󵄩2

≤

𝑇

2𝜋

󵄩
󵄩
󵄩
󵄩
󵄩
𝑥
(𝑖+1)󵄩󵄩

󵄩
󵄩
󵄩2
, 𝑖 = 0, 1, 2, 3. (40)

Hence from (38) it follows that

‖𝑥‖2 ≤ (

𝑇

2𝜋

)

4
󵄩
󵄩
󵄩
󵄩
󵄩
𝑥
(4)󵄩󵄩

󵄩
󵄩
󵄩2

≤ 𝜀(

𝑇

2𝜋

)

4

‖𝑥‖2.
(41)

If ‖𝑥‖2 > 0, then, from 𝜀 < (2𝜋/𝑇)
4, the following

contradiction holds:

‖𝑥‖2 < ‖𝑥‖2. (42)

Therefore, Ker(𝐿 − 𝐴) = {0}.
Finally, we show that, for every (𝑥, 𝜆) ∈ (dom 𝐿 ∩ 𝜕Ω) ×

(0, 1),

𝐿𝑥 − (1 − 𝜆)𝐴𝑥 − 𝜆𝑁𝑥 ̸= 0. (43)

To do this, let 𝜆 ∈ (0, 1) and let 𝑥𝜆 ∈ Ω be a solution of the
following PBVP:

𝑥
(4)

= 𝜆𝑓 (𝑡, 𝑥, 𝑥
󸀠
, 𝑥
󸀠󸀠
, 𝑥
󸀠󸀠󸀠
) + (1 − 𝜆) 𝜇𝜀𝑥,

𝑥
(𝑖)

(0) = 𝑥
(𝑖)

(𝑇) , 𝑖 = 0, 1, 2, 3.

(44)

Then 𝑥𝜆 ∉ 𝜕Ω. In fact, let

󵄨
󵄨
󵄨
󵄨
𝑥𝜆 (𝑡)

󵄨
󵄨
󵄨
󵄨
≤ 𝑟0,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠

𝜆 (𝑡)
󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟1,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠

𝜆 (𝑡)
󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟2,

∀𝑡 ∈ [0, 𝑇] .

(45)

Then, by (33),

𝑥
(4)

𝜆
sign𝑥

󸀠󸀠󸀠

𝜆 = 𝜆𝑓 sign𝑥
󸀠󸀠󸀠

𝜆

+ (1 − 𝜆) 𝜇𝜀𝑥𝜆 sign𝑥
󸀠󸀠󸀠

𝜆 ≤ ℎ (𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

𝜆

󵄨
󵄨
󵄨
󵄨
󵄨
+ 𝜀

󵄨
󵄨
󵄨
󵄨
𝑥𝜆

󵄨
󵄨
󵄨
󵄨
,

(46)

for a.e. 𝑡 ∈ {𝑡 ∈ [0, 𝑇] : |𝑥
󸀠󸀠󸀠
𝜆 (𝑡)| ≥ 1}. Applying Lemma 3, we

obtain
󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

𝜆 (𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟3, ∀𝑡 ∈ [0, 𝑇] . (47)

Thus according to (32), we have

𝜇𝑥
(4)

𝜆
sign𝑥𝜆 = 𝜆𝜇𝑓 sign𝑥𝜆 + 𝜇

2
(1 − 𝜆) 𝜀

󵄨
󵄨
󵄨
󵄨
𝑥𝜆

󵄨
󵄨
󵄨
󵄨
> 0, (48)

for a.e. 𝑡 ∈ {𝑡 ∈ [0, 𝑇] : |𝑥𝜆(𝑡)| ≥ 𝑟}. It follows from Lemma 4
that

󵄨
󵄨
󵄨
󵄨
𝑥𝜆 (𝑡)

󵄨
󵄨
󵄨
󵄨
< 𝑟0,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠

𝜆 (𝑡)
󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟1,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠

𝜆 (𝑡)
󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟2,

∀𝑡 ∈ [0, 𝑇] .

(49)

Thus 𝑥𝜆 ∉ 𝜕Ω. This implies that condition (ii) of Lemma 1 is
valid.

In summary, all conditions of Lemma 1 are satisfied.
Therefore the conclusion ofTheorem 5 holds. This completes
the proof of the theorem.

Next, we establish the existence result of nontrivial
solutions for the fourth-order PBVP (1), (2) by means of
Lemma 2.

Theorem 6. Assume that all conditions in Theorem 5 hold
with the exception of (H1), which is replaced by the following:

(H󸀠1) there exists a constant 𝑟
∗
∈ (0, 𝑟) such that if 𝑥0 > −𝑟

∗,
|𝑥1| ≤ 𝑟1, |𝑥2| ≤ 𝑟2, |𝑥3| ≤ 𝑟3, then

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) ≥ 0 𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ [0, 𝑇] , (50)

and if 𝑥0 < −𝑟, |𝑥1| ≤ 𝑟1, |𝑥2| ≤ 𝑟2, |𝑥3| ≤ 𝑟3, then

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) ≤ 0 𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ [0, 𝑇] . (51)

Then PBVP (1), (2) has at least one nontrivial solution 𝑥

satisfying (34).

Proof. From the proof of Theorem 5 and Lemma 1, it follows
that 𝐿𝑥 = 𝑁𝑥 has a solution in

Ω = {𝑥 ∈ 𝑋 :

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
(𝑖)

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
< 𝑟𝑖, 𝑖 = 0, 1, 2, 3, 𝑡 ∈ [0, 𝑇]} , (52)

and |𝐷[(𝐿,𝑁), Ω]| = 1. Without loss of generality, we assume
that 𝜇 = 1 and 𝐵𝑟∗ = {𝑥 : ‖𝑥‖𝐶3 < 𝑟

∗
} ⊂ Ω. We also assume

that 𝐿𝑥 ̸= 𝑁𝑥 for all 𝑥 ∈ 𝜕𝐵𝑟∗ .
Now we assert that

𝐷[(𝐿,𝑁) , 𝐵𝑟∗] = 0. (53)

In fact, suppose that there exist 𝑥0 ∈ 𝜕𝐵𝑟∗ and 𝜆0 > 0 such
that

𝐿𝑥0 − 𝑁𝑥0 = 𝜆0. (54)

Applying 𝑄 to both sides of above equality, it follows that

−𝑄𝑁𝑥0 = 𝜆0𝑄 (1) ; (55)

that is,

−

1

𝑇

∫

𝑇

0

𝑓 (𝑡, 𝑥0 (𝑡) , 𝑥
󸀠

0 (𝑡) , 𝑥
󸀠󸀠

0 (𝑡) , 𝑥
󸀠󸀠󸀠

0 (𝑡)) d𝑡 = 𝜆0.
(56)

Notice that ‖𝑥0‖𝐶3 = 𝑟
∗ and 𝐵𝑟∗ ⊂ Ω; we have

𝑥0 (𝑡) ≥ −
󵄩
󵄩
󵄩
󵄩
𝑥0

󵄩
󵄩
󵄩
󵄩∞

≥ −
󵄩
󵄩
󵄩
󵄩
𝑥0

󵄩
󵄩
󵄩
󵄩𝐶3

= −𝑟
∗
, ∀𝑡 ∈ [0, 𝑇] ,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠

0 (𝑡)
󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟1,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠

0 (𝑡)
󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟2,

󵄨
󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

0 (𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝑟3,

∀𝑡 ∈ [0, 𝑇] .

(57)

Consequently, from assumption (H󸀠1) one has

𝑓 (𝑡, 𝑥0 (𝑡) , 𝑥
󸀠

0 (𝑡) , 𝑥
󸀠󸀠

0 (𝑡) , 𝑥
󸀠󸀠󸀠

0 (𝑡)) ≥ 0 for a.e. 𝑡 ∈ [0, 𝑇] .

(58)

This together with (56) it follows that

𝜆0 ≤ 0, (59)
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which is a contradiction. This implies that

𝐿𝑥 − 𝑁𝑥 ̸= 𝜆, ∀𝑥 ∈ 𝜕𝐵𝑟∗ , ∀𝜆 ≥ 0. (60)

Thus from Lemma 2 it follows that

𝐷[(𝐿,𝑁) , 𝐵𝑟∗] = 0. (61)

Hence

𝐷[(𝐿,𝑁) , Ω \ 𝐵𝑟∗] = 𝐷 [(𝐿,𝑁) , Ω] − 𝐷 [(𝐿,𝑁) , 𝐵𝑟∗] ̸= 0.

(62)

Therefore 𝐿𝑥 = 𝑁𝑥 has a solution in Ω \ 𝐵𝑟∗ ; that is, PBVP
(1), (2) has at least one nontrivial solution.This completes the
proof of the theorem.

Finally, we give some examples to illustrate our results.

Example 7. Consider the fourth-order periodic boundary
value problem

𝑥
(4)

(𝑡) = 𝜆ℎ (𝑡) (𝑥 (𝑡) + 1) 𝑒
𝑥(𝑡)𝑥
󸀠
(𝑡)
(𝑥
󸀠󸀠
(𝑡))

2
(𝑥
󸀠󸀠󸀠

(𝑡) + 𝑐) ,

a.e. 𝑡 ∈ [0, 𝑇] ,

𝑥
(𝑖)

(0) = 𝑥
(𝑖)

(𝑇) , 𝑖 = 0, 1, 2, 3,

(63)

where 𝜆 is a parameter, ℎ ∈ 𝐿
1
[0, 𝑇] is nonnegative, and

𝑐 ∈ (exp(2∫

𝑇

0

ℎ (𝑡) d𝑡 + 1) , +∞) (64)

is a constant.
Let

𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) = 𝜆ℎ (𝑡) (𝑥0 + 1) 𝑒
𝑥0𝑥1

𝑥
2

2 (𝑥3 + 𝑐) . (65)

Then 𝑓 : [0, 𝑇] ×R4 → R satisfies Carathéodory conditions.
Taking any 𝑟 ∈ (1, +∞), then 𝑟0, 𝑟1, 𝑟2, and 𝑟3 are well defined
by (14).

Now, we assert that all conditions of Theorem 5 are
satisfied when

𝜆 ∈ [−

1

(𝑟0 + 1) 𝑒
𝑟0𝑟1𝑟
2
2 (𝑟3 + 𝑐)

,

1

(𝑟0 + 1) 𝑒
𝑟0𝑟1𝑟
2
2 (𝑟3 + 𝑐)

] .

(66)

In fact, without loss of generality, we can assume𝜆 ∈ [−1/(𝑟0+

1)𝑒
𝑟0𝑟1

𝑟
2
2(𝑟3+𝑐), 0]. In this case, we choose 𝜇 = −1. It is easy to

see that, for every (𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ [𝑟, +∞) ×R2 × [−𝑟3, 𝑟3],

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) sign𝑥0 ≥ 0, a.e. 𝑡 ∈ [0, 𝑇] , (67)

and, for every (𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ (−∞, −𝑟] ×R2 × [−𝑟3, 𝑟3],

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) sign𝑥0 ≥ 0, a.e. 𝑡 ∈ [0, 𝑇] . (68)

Hence condition (H1) of Theorem 5 is satisfied. In addition,
for |𝑥0| ≤ 𝑟0, |𝑥1| ≤ 𝑟1, |𝑥2| ≤ 𝑟2, |𝑥3| ≥ 1, we have

𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) sign𝑥3

≤ |𝜆| ℎ (𝑡) (
󵄨
󵄨
󵄨
󵄨
𝑥0

󵄨
󵄨
󵄨
󵄨
+ 1) 𝑒

|𝑥0𝑥1|
𝑥
2

2 (
󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨
+ 𝑐)

≤ ℎ (𝑡)

󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨
+ 𝑐

𝑟3 + 𝑐

≤ ℎ (𝑡)
󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨
, a.e. 𝑡 ∈ [0, 𝑇] .

(69)

Therefore, condition (H2) of Theorem 5 is also satisfied.
Hence, from Theorem 5, the fourth-order PBVP (63) has at
least a solution 𝑥 = 𝑥(𝑡), provided

𝜆 ∈ [−

1

(𝑟0 + 1) 𝑒
𝑟0𝑟1𝑟
2
2 (𝑟3 + 𝑐)

,

1

(𝑟0 + 1) 𝑒
𝑟0𝑟1𝑟
2
2 (𝑟3 + 𝑐)

] .

(70)

Example 8. Consider the fourth-order periodic boundary
value problem

𝑥
(4)

(𝑡) =

𝜆ℎ (𝑡) (𝑥 (𝑡) + 1)
𝑘 󵄨󵄨
󵄨
󵄨
󵄨
𝑥
󸀠󸀠󸀠

(𝑡)

󵄨
󵄨
󵄨
󵄨
󵄨

1 + (𝑥
󸀠
(𝑡))
𝑛
+ (𝑥
󸀠󸀠
(𝑡))
𝑛 , a.e. 𝑡 ∈ [0, 𝑇] ,

𝑥
(𝑖)

(0) = 𝑥
(𝑖)

(𝑇) , 𝑖 = 0, 1, 2, 3,

(71)

where 𝜆 is a parameter, 𝑘, 𝑛 ∈ N = {1, 2, . . .}, 𝑘 is odd, 𝑛 is
even, and ℎ ∈ 𝐿

1
[0, 𝑇] is a nonnegative function.

Let

𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) =

𝜆ℎ (𝑡) (𝑥0 + 1)
𝑘 󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨

1 + 𝑥
𝑛
1 + 𝑥
𝑛
2

. (72)

Then 𝑓 : [0, 𝑇] ×R4 → R satisfies Carathéodory conditions.
We choose 𝑟 ∈ (1, +∞); then 𝑟0 is well defined by (14).

Now, we assert that𝑓 satisfies all conditions ofTheorem 6
when

𝜆 ∈ [−(𝑟0 + 1)
−𝑘
, (𝑟0 + 1)

−𝑘
] . (73)

In fact, without loss of generality, we can assume that 𝜆 ∈

[0, (𝑟0 + 1)
−𝑘
]. Choose 𝜇 = 1 and 𝑟

∗
= 1. Then it is easy to see

that, for every (𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ [−𝑟
∗
, +∞) ×R3,

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) ≥ 0, a.e. 𝑡 ∈ [0, 𝑇] , (74)

and, for every (𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ (−∞, −𝑟] ×R3,

𝜇𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) ≤ 0 a.e. 𝑡 ∈ [0, 𝑇] . (75)

On the other hand, for every (𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ [−𝑟0, 𝑟0] ×R3,

𝑓 (𝑡, 𝑥0, 𝑥1, 𝑥2, 𝑥3) sign𝑥3

≤

𝜆
󵄨
󵄨
󵄨
󵄨
𝑥0 + 1

󵄨
󵄨
󵄨
󵄨

𝑘

1 + 𝑥
𝑛
1 + 𝑥
𝑛
2

ℎ (𝑡)
󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨

≤

1

1 + 𝑥
𝑛
1 + 𝑥
𝑛
2

ℎ (𝑡)
󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨

≤ ℎ (𝑡)
󵄨
󵄨
󵄨
󵄨
𝑥3

󵄨
󵄨
󵄨
󵄨
, a.e. 𝑡 ∈ [0, 𝑇] .

(76)
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In summary, all conditions ofTheorem 6 are satisfied.There-
fore, fromTheorem 6, the fourth-order PBVP (71) has at least
one nontrivial solution 𝑥 = 𝑥(𝑡), provided 𝜆 ∈ [−(𝑟0+

1)
−𝑘
, (𝑟0 + 1)

−𝑘
].

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgment

This work was supported by the National Natural Science
Foundation of China (11201008).

References

[1] P. Amster and M. C. Mariani, “Oscillating solutions of a
nonlinear fourth order ordinary differential equation,” Journal
of Mathematical Analysis and Applications, vol. 325, no. 2, pp.
1133–1141, 2007.

[2] Z. Bai, “Iterative solutions for some fourth-order periodic
boundary value problems,” Taiwanese Journal of Mathematics,
vol. 12, no. 7, pp. 1681–1690, 2008.

[3] C. Bereanu, “Periodic solutions of some fourth-order nonlinear
differential equations,”Nonlinear Analysis:Theory, Methods and
Applications, vol. 71, no. 1-2, pp. 53–57, 2009.

[4] A. Cabada, “The method of lower and upper solutions for sec-
ond, third, fourth, and higher order boundary value problems,”
Journal of Mathematical Analysis and Applications, vol. 185, no.
2, pp. 302–320, 1994.

[5] A. Cabada and S. Lois, “Maximum principles for fourth and
sixth order periodic boundary value problems,” Nonlinear
Analysis: Theory, Methods and Applications, vol. 29, no. 10, pp.
1161–1171, 1997.

[6] A. Cabada and J. J. Nieto, “Quasilinearization and rate of con-
vergence for higher-order nonlinear periodic boundary-value
problems,” Journal of OptimizationTheory andApplications, vol.
108, no. 1, pp. 97–107, 2001.

[7] P. C. Carrião, L. F. O. Faria, and O. H. Miyagaki, “Periodic solu-
tions for extended Fisher-Kolmogorov and Swift-Hohenberg
equations by truncature techniques,” Nonlinear Analysis: The-
ory, Methods & Applications, vol. 67, no. 11, pp. 3076–3083, 2007.

[8] J. Chen and D. O’Regan, “On periodic solutions for even order
differential equations,” Nonlinear Analysis: Theory, Methods &
Applications, vol. 69, no. 4, pp. 1138–1144, 2008.

[9] F. Cong, “Periodic solutions for 2𝑘th order ordinary differen-
tial equations with nonresonance,” Nonlinear Analysis: Theory,
Methods and Applications, vol. 32, no. 6, pp. 787–793, 1998.

[10] M.Conti, S. Terracini, andG.Verzini, “Infinitelymany solutions
to fourth order superlinear periodic problems,” Transactions of
the American Mathematical Society, vol. 356, no. 8, pp. 3283–
3300, 2004.

[11] Q. Fan, W. Wang, and J. Zhou, “Periodic solutions of some
fourth-order nonlinear differential equations,” Journal of Com-
putational and Applied Mathematics, vol. 233, no. 2, pp. 121–126,
2009.

[12] J. Fialho and F. Minhós, “On higher order fully periodic
boundary value problems,” Journal of Mathematical Analysis
and Applications, vol. 395, no. 2, pp. 616–625, 2012.

[13] M. R. Grossinho, L. Sanchez, and S. A. Tersian, “On the
solvability of a boundary value problem for a fourth-order
ordinary differential equation,” Applied Mathematics Letters,
vol. 18, no. 4, pp. 439–444, 2005.

[14] C. P. Gupta, “Solvability of a fourth-order boundary value
problem with periodic boundary conditions II,” International
Journal of Mathematics and Mathematical Sciences, vol. 14, pp.
127–138, 1991.

[15] D. Jiang, W. Gao, and A. Wan, “A monotone method for con-
structing extremal solutions to fourth-order periodic boundary
value problems,” Applied Mathematics and Computation, vol.
132, no. 2-3, pp. 411–421, 2002.

[16] Y. Li, “Positive solutions of fourth-order periodic boundary
value problems,” Nonlinear Analysis. Theory, Methods & Appli-
cations. An International Multidisciplinary Journal. Series A:
Theory and Methods, vol. 54, no. 6, pp. 1069–1078, 2003.

[17] Y. Li, “On the existence and uniqueness for higher order
periodic boundary value problems,”Nonlinear Analysis:Theory,
Methods and Applications, vol. 70, no. 2, pp. 711–718, 2009.

[18] Y. Liu, “Solvability of periodic boundary value problems for 𝑛th-
order ordinary differential equations,” Computers &Mathemat-
ics with Applications, vol. 52, no. 6-7, pp. 1165–1182, 2006.

[19] Z. Liu, “Periodic solutions for nonlinear 𝑛th order ordinary
differential equations,” Journal of Mathematical Analysis and
Applications, vol. 204, no. 1, pp. 46–64, 1996.

[20] S. Lu and S. Jin, “Existence of periodic solutions for a fourth-
order 𝑝-Laplacian equation with a deviating argument,” Journal
of Computational and Applied Mathematics, vol. 230, no. 2, pp.
513–520, 2009.

[21] R. Y. Ma, “Solvability of a class of fourth-order periodic
boundary value problems,”ActaMathematica Scientia. Series A,
vol. 15, no. 3, pp. 315–318, 1995.

[22] J. Mawhin and F. Zanolin, “A continuation approach to fourth
order superlinear periodic boundary value problems,” Topolog-
ical Methods in Nonlinear Analysis, vol. 2, no. 1, pp. 55–74, 1993.

[23] F. I. Njoku and P. Omari, “Singularly perturbed higher order
periodic boundary value problems,” Journal of Mathematical
Analysis and Applications, vol. 289, no. 2, pp. 639–649, 2004.

[24] L. A. Peletier and W. C. Troy, “Spatial patterns described by
the extended Fisher-Kolmogorov equation: periodic solutions,”
SIAM Journal on Mathematical Analysis, vol. 28, no. 6, pp. 1317–
1353, 1997.
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