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To obtain the best estimates of the unknown population parameters have been the key theme of the statisticians. In the present paper
we have suggested some estimators which estimate the population parameters efficiently. In short we propose a ratio, product, and
regression estimators using two auxiliary variables, when there are some maximum and minimum values of the study and auxiliary
variables, respectively. The properties of the proposed strategies in terms of mean square errors (variances) are derived up to first
order of approximation. Also the performance of the proposed estimators have shown theoretically and these theoretical conditions
are verified numerically by taking four real data sets under which the proposed class of estimators performed better than the other

previous works.

1. Introduction

In the literature of survey sampling, the use of ancillary
information provided by auxiliary variables was discussed by
various statisticians in order to improve the efficiency of their
constructed estimators or to obtain improved estimators for
estimating some most common population parameters, such
as population mean, population total, population variance,
and population coefficient of variation. In such a situation,
ratio, product, and regression estimators provide better esti-
mates of the population parameters. The work of Neyman [1]
is considered as the early works where auxiliary information
has been used. After that a lot of work has been done
for estimating finite population mean and other population
parameters using auxiliary information and for improving
their efficiency. For a more related work one can go through
Das and Tripathi [2, 3], Upadhyaya and Singh [4], Singh
[5], and so forth. Sisodia and Dwivedi [6] have proposed
ratio estimator using coefficient of variation of an auxiliary
variable. Kadilar and Cingi [7] have suggested an estimator
for population mean using two auxiliary variables. Khan and
Shabbir [8] have introduced the idea of ratio type estimator
or the estimation of population variance using quartiles of

an auxiliary variable. Mouatasim and Al-Hossain [9] have
studied reduced gradient method for minimax estimation
of a bounded poisson mean in which concept of auxiliary
variables can be easily placed and study. Further Al-Hossain
[10] has studied inference on compound Rayleigh parameters
with progressively type II censored samples wherein censored
samples can be chosen as to auxiliary variables. Recently
Khan and Shabbir [11] suggested different estimators of finite
population mean using maximum and minimum values.

Let us consider a finite population of size N of different
units U = {U,,U,,Us,...,Uy}. Let y, x,, and x, be the
study and the auxiliary variables with corresponding values
¥;» X1;> and x,;, respectively, for the ith uniti = {1,2,3,..., N}
defined on a finite population U. Let Y = (1/N) Zf\:]l Vi
X, = (I/N)YY x; and X, = (1/N) XY, xy; be the
population means of the study as well as auxiliary variables,
respectively, let Sf, =(1/N-1) Zfil (y; —?)2, Sil = (1/N -

DI (=X, and 8, = (/N = DI, (o~ X)°
be the corresponding population variances of the study as
well as auxiliary variables, respectively, let C,, C, , and
C,, be the coeflicient of variation of the study as well as
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auxiliary variables, respectively, and let p,,. , p,. , and p, .,
be the population correlation coefficient among y, x;, x, and
between x; and x,, respectively.

In order to estimate the unknown population mean, we
take a random sample of size n units from the finite popula-
tion U by using simple random sample without replacement.
Let y, x,, and x, be the study and the auxiliary variables
with corresponding values y;, x;;, and x,;, respectively, for
the ith unit i = {1,2,3,...,n} in the sample. Let ¥ =
(/m) Xy yo Xy = (1m) XL, x50 and X, = (1/m) X2, xy; be
the sample means of the study as well as auxiliary variables,
respectively, and let §§, = (/mn-DYL, (-9 S

(1/n-1) 3L (xy; - z1)2’ and §iz =(/n=1) 3L, (xy — Ez)z
be the corresponding sample variances of the study as well as
auxiliary variables, respectively. Also let C 3 C, ,and 6x2 be
the sample coefficient of variation of the study variable y as

well as auxiliary variables x, and x,, respectively, and let S, ,

§yx ,and S, be the sample covariances between y, x,, and
2 142
x, and between x, and x,, respectively.

The usual unbiased estimator to estimate the population
mean of the study variable is

—_Z?:lyi 1
y= 2l M

The variance of the estimator y up to first order of approxi-
mation is given as follows:

var () = 98/,2[,, 2

where 8 = 1/n—1/N.

In many real data sets there exist some large (y,,,,) or
small values (y,,;,) and to estimate the unknown population
parameters without considering this information is very
sensitive in case the result will be either overestimated or
underestimated. In order to handle this situation Sarndal [12]
suggested the following unbiased estimator for the estimation
of finite population mean using maximum and minimum
values:

if sample contains y,,;, but not y, ..

if sample contains y,, .. but not y_.. (3)

y+c
Ys=1y-¢
y

for all other samples,

where ¢ is a constant, which is to be found for minimum
variance.

The minimum variance of the estimator y, up to first
order of approximation is given as

2
e(ymax B ymin) (4)

VAI(55) i = var (7) - e

where the optimum value of ¢, is

(ymax B ymin)
s ©
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The ratio estimator for estimating the unknown popula-
tion mean of the study variable using two auxiliary variables
is given by

g Xy )

XX,

17122 =

The mean square error of the estimator Y, up to first
order of approximation is given by

MSE(Yy,) = 0[S} + RIS2 + RSS2 + 2R RS, ., o
7

- 2R,S,, -2R,S,, ].

The product estimator for estimating the unknown popu-
lation mean of the study variable using two auxiliary variables
is given by

(8)

The mean square error of the estimator Yp, up to first
order of approximation is given by

= 2 202 22
MSE (Yp,) = 0[S) + RiS? + R3S2, +2RR,S, .

)

+ 2R,S,. +2R;S

y%, yxi ]

When there are two auxiliary variables, then the regres-
sion estimator to estimate the finite population mean is given
by

Vi =7+b (X, -%)+b,(X,-5,),  (0)

2 2
where by = S, /S, and b, = S, /S, are the sample
regression coeflicients between y and x, and between y and
X,, respectively.

The variance of the estimator Y,,, up to first order of
approximation is given as

MSE (?lﬂ) = esi [1 - P)Z/xl - p}zlxz + 2‘pyx1 Pyxszlxz] . (11)

2. Proposed Estimators

On the lines of Sarndal [12], we propose a ratio, product,
and regression estimators using two auxiliary variables when
there are some maximum and minimum values of the study
variables and the auxiliary variables, respectively.

Case 1. When the correlation between the study variable
and the auxiliary variable is positive, the selection of the
larger value of the auxiliary variable the larger the value of
study variable is to be expected, and the smaller the value
of auxiliary variable the smaller the value of study variable is
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to be expected, and using such type of information the ratio
estimator using two auxiliary variables becomes

1:/ X, X,
RC2 = ) =
Cu X1c,, %2,
| X X
(y+a) . 2

(*1+a) (% +g)

if sample contains y,.;; and (X} mins X min) »
X X

=4 (7 ) 1 2

(xl 6) (% -g)

if sample contains y,,.. and (X a0 X2 max) »

X, X
=222 for all other samples,
X1 X
(12)
?lr(Pl) = 70“ +b (Xl - EICH) +b, (Xz - fzcﬂ) , (13)
where (yo = ¥+ c,Xg, = X + Xy, = X F %) it

the sample contains ., and (X in» %y min)- Vg, = ¥ =
Xyc,, = X1 — 6, Xy, = X, — G) if the sample contains ymax
and (X pax X5 max)- And (J’c =7 x1cl = X xzc1 =X,)
for all other samples.

Case 2. Similarly when the correlation is negative the selec-
tion of the larger value of the auxiliary variable the smaller
the value of study variable is to be expected, and the smaller
the value of auxiliary variable the larger the value of study
variable is to be expected, and using such type of information
the product estimator using two auxiliary variables becomes

= _ Xig, X
Y — — 22 — 32
rc2 = Yc, X, X,
' (x-5) (% -g)
+ C - = T =
(7 +a) X, X,
if sample contains y,.;, and (%] max> X2 max) »
o) L ra) (xl +6) (% +g)
1 —

-6~ _
X X,
if sample contains y,... and (X > X2 min) »
F2L 22 for all other samples,
L Xl XZ
171r(132) =Ye, t by (Y1 - ECZZ) +b, (Yz - E2c32) )
(14)
where (7C12 =Y+, Xig, = X; — 6, Xpo, = X — ) if

the sample contains i, and (X oy X2 max)> Ve, =V — >
Xic, = X1t 6, Xyc, = X, + ) if the sample contains
and (X} ins X min)> and @cu =), X1, = X1, Xy, = X,) for
all other samples. Also ¢, ¢,, and ¢; are unknown constants,
whose value is to be determined for optimality conditions.

To obtain the properties of the proposed estimators in
terms of bias and mean square error, we define the following
relative error terms and their expectations.

e = (¥, - Y)Y, e = (e, = X,)/X,,and e, = (%5, =

?2)/Y2, such that E(e;) = E(e;) = E(e,) = 0. Consider also

2 0 2 2?’lC1
E(eO) = % (Sy - N-1 (ymax ~ Ymin _ncl)> >

2 0 2 27’102
E(el) - X_? (le - N_1 (xlmax ~ X1 min _ncz)> >
0 2nc
E (e;) = X_i (Sfc2 - N _31 (x2max ~ Xomin T nc3)> >
0 n
E (ege;) = o (Syxl “N-1
1
X (02 (ymax - ymin)

+ ¢ (X) max = X1 min) — 216,6;) ) >

n

0
E(ege,) = . (Syxz “N-1
2

X ((3 (ymax - ymin)

+q (x2max - x2min) - 21’16103,) ) >

= == (Sxx - X7 4
X, X, \ 7 N-1

X (C3 (xl max — X1 min)

LK) (x2max - mein) - 2”@%) ) .
(15)

Rewriting (12), Y g, in terms of e;’s, we have

Ve =V (1+e)(1+e) (1+e) " (6)

Expanding the right hand side of above equation and includ-
ing terms up to second powers of e;s, that is, up to first order
of approximation, we have

v - 2, 2
YRCZ—YzY(eO e —ez+ez+el+elez—eoez—eoel).

17)

On squaring both sides of (17) and keeping e;’s powers up
to first order of approximation, we have

= —\2
(YRC2 - Y) =Y [+l +ed - 2epe; — 2e0e, + 2018,
(18)



Taking expectation on both sides of (18), we get mean
square error up to first order of approximation, given as

MSE (Yrc,)
= [e (S5 + RiSY + R3S +2RR,S

X1%3

2n0 (¢, — Rye; — Rgy)
N-1

- 2R,S,, -2R,S,, ) -
x {(ymax - ymin) - Rl (xl max xlmin)

- R2 (meax - x2min) —-n (Cl - RZOj - RIQ)} :| .
(19)

To find the minimum mean squared error of Y pc,, we
differentiate (19) with respect to ¢}, ¢,, and ¢, respectively;
that is,

OMSE (Y )

=0 or
Jdg

(ymax - ymin) - Rl (xlmax - X min)
-R, (x2max - x2min) —2n (Cl -Rig - R2C3) =0,

OMSE (e )
—8(2 =0 or
(20)

(ymax - ymin) - Rl (xl max ~ X1 min)

-R, (meax - x2min) -2n(q — Ry - Rz%) =0,
OMSE (Y )
————— > =0 or

dc,

(ymax - ymin) - Rl (xlmax -X min)
= Ry (%2 max = X2min) = 211(c; = Ry = Ry5) = 0.
On differentiating (19), with respect to ¢, ¢, and ¢,

respectively, we get one equation with three unknowns and
so unique solution is not possible; so let

_ (ymax B ymin)
¢ = ——==
2n
G = (xlmaxz_ X1 min)’ (21)
n
_ (x2max B mein)
G = — .

2n
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On substituting the optimum value of ¢, ¢,, and ¢; from
(21) in (19), we get the minimum mean square error of the
proposed estimator, given as

MSE(?RCZ)min
0

= MSE (¥, ) - TND

x [(ymax - ymin)

2
- Rl (xl max — X1 min) - RZ (meax - mein)] >
(22)

where MSE(Yy,) = 0[S} + RiS; + R3S, + 2R\R,S, , —
2R,S,., — 2R;S,, 1.

Similarly the mean square error of the product estimator,
up to first order of approximation, is given by

MSE(?PCz)min
- 6
= MSE (¥p,) - TN-D
X [(ymax - ymin)

2
+ Rl (xl max xlmin) + RZ ('meax - mein)] >
(23)

where MSE(Y ) = 0[S}, + RiS; + R3S, + 2R|R,S, . +
2R,S,, +2RS,, ].

Now the minimum variance of the regression estimator
in the case of positive correlation, up to first order of

approximation, is given by

MSE(Viver))

0

= MSE (¥, ) - SNTD

(24)
X ((ymax - ymin)

2
- ﬂl ('xl max — X1 min) - ﬁZ (meax - mein)) >

v 2 2 2
where MSE(Y},,) = 0S)[1 - p. =P, + 2Py Py, Pr,x, |-
Similarly for the case of negative correlation, the mini-
mum variance of the regression estimator, up to first order of
approximation, is given by

MSE(Viyen))
= 6

= MSE(Y,,) - TE]

X [(Vmax = Ynin)

2
+ ﬁl (xl max — X1 min) + ﬁz (meax - x2min)] .
(25)
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But when there is positive and negative correlation, the
regression estimator gives us better result, and so for both
cases (positive and negative correlation) we write the variance
as

MSE(Yy)
= 0
= MSE(Y,,) - SND
X (Vmax = Yain)

- |:82| (meax - mein))z'
(26)

- |ﬂ1| (xl max — X1 min)

3. Comparison of Estimators

In this section, we have compared the proposed estimators
with the ratio, product, and regression estimators and some
of their efficiency comparison condition has been carried out
under which the proposed estimators perform better.

(i) By (7) and (22),

[MSE (V) - MSE(?RCZ)mm] >0 @7)
if
[(ymax - ymin) - Rl (xl max — X1 min)
(28)
_RZ (meax X min)]2 > 0.
(ii) By (9) and (23),
[MSE (Y, ) - MSE(?PCZ)mm] >0 (29)
if
[(ymax - ymin) + Rl (xl max — X1 min)
(30)
+ RZ (meax - x2min)]2 > 0.
(iii) By (11) and (26),
[MSE (Y, - MSE(?I,(P))M] >0 (31)
if
[(ymax - ymin) - |ﬂ1| (xlmax - X min)
(32)

- |ﬁ2| (meax - x2min)]2 =0

From (i), (ii), and (iii) we have observed that the proposed
estimators performed better than the other existing estima-
tors because the conditions are in the form of a square and
greater than zero which is always true.

4. Numerical Illustration

In this section we demonstrate the performance of the
suggested estimators over various other estimators, through
four real data sets. The description and the necessary data
statistics of the populations are given as follows.

Population I (source: Agricultural Statistics (1999) [13], Wash-
ington, DC.)
Y: estimated number of fish caught during 1995;
X,: estimated number of fish caught during 1994;
X,: estimated number of fish caught during 1993;
N = 69,n = 20, X, = 4954.435, X, = 4591072,
Y = 4514.899, S} = 37199578, S; = 39881874, C;, =
18249, C3 = 20300 Ci, = 18921 X max = 38007

X1 min 32 Ymax = 30027 Ymin = 23 X2 max = 34060
Xymin = 35,85 = 49829270, p,. = 0.9601, p,, =
0.9564, p, . =0.9729,S,, = 41335932.85,andS,, =
36838026.14.

Population 2 (source: Agricultural Statistics (1998) [14],
Washington, US.)
Y: season average price per pound during 1996;
X,: season average price per pound during 1995;
X,: season average price per pound during 1994;
N = 36,n = 12, X, = 01856, X, = 0.1708,
Y = 0.2033, x; 0y = 0403, x, iy = 0.07L, ypue =

0452, Yin = 0101, x50 = 0.334, X, = 0.078,
S} = 0.006458, S} = 0.005654, S3 = 0.004017, C;, =

0.1563, C2 = 0.1641, C2 = 0.13757, p,, = 0.8775,
1 2 1

Pyx, = 0.8577, p, ., = 0.8788,S, = 0.0053, and

Syx, = 0.0044.

Population 3 (source: Agricultural Statistics (1999) [13],
Washington, DC.)
Y: estimated number of fish caught during 1995;
X, : estimated number of fish caught during 1994;
X,: estimated number of fish caught during 1992;
N =69, n = 20, X, = 4954.435, X, = 4230.174,Y =
2
4514.899, X/ = 38007, X, iy = 32, S}, = 37199578,
Ymax = 30027, yy = 23, S} = 49829270, S =
31010599, X, oy = 38933, Xy = 5, C) = 1.8249,
Ci = 20300, Cy = 17329, S, = 41335932.85,
S = 32395255. 07 S, = 37642761 85 Pyx, =

X,

0.9601, p,,, = 0.9538, and § Py, = 0.9576.

Population 4 (source: Agricultural Statistics (1999) [13],
Washington, DC.)

Y: estimated number of fish caught during 1995;
X,: estimated number of fish caught during 1993;
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TABLE 1: MSE of the existing and the proposed estimators.

Estimator Population 1 Population 2 Population 3 Population 4
MSEC(-) MSEC(-) MSE(-) MSE(-)
?Rz 1671738.947 0.0004 1513620.253 1440668.498
§P2 12164963.92 0.0029 11772394.82 11494548.32
irz 1254819.885 0.0003 1217975.563 1231973.764
Proposed
Yo 1293565.557 0.0003 957662.57 911989.0387
?pcz 9654413.760 0.0021 8830692.238 8616039.070
§er 971781.5401 0.00025 753868.3966 769477.0316

X,: estimated number of fish caught during 1992;

N =69,n = 20, X, = 4591.072, X, = 4230.174,Y =
4514.899, y,.. = 30027, Y0 = 23, X| ey = 34060,
Ximin = 35, 8} = 37199578, S} = 39881874, S =
31010599, C3 = 1.8249, X, 0y = 28933, X; iy = 5,

C2 =18921,C2 =17329,S,, =36838026.14,p . =
1 2 Xy VX
0.9564, S, , = 3387344188, S, = 32395255.07,
Pyx, = 0.9538,and p, , = 0.9632.

The mean squared error of the proposed and the existing
estimators is shown in Table 1.

5. Conclusion and Future Work

We have developed some ratio, product, and regression
estimators under maximum and minimum values using two
auxiliary variables. The proposed estimators under certain
efficiency conditions are shown to be more efficient than the
ratio, product, and regression estimators using two auxiliary
variables. The results are shown numerically in Table 1 where
we observed that the performance of the proposed estimators
is better than the usual ratio, product, and the regression
estimators using two auxiliary variables. We can easily imple-
ment the concept of auxiliary variables minimax or maximin
estimation of a bounded Poisson (respectively some other
distribution) mean and censors samples. Thus the proposed
estimators may be preferred over the existing estimators for
the use of practical applications.
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