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Cell formation (CF) is a crucial aspect in the design of cellular manufacturing (CM) systems.This paper develops a comprehensive
mathematical programmingmodel for the cell formation problem, where product demands, cell size limits, sequence of operations,
multiple units of identical machines, machine capacity, or machine cost are all considered. In this model, the intercell moves are
restricted to be unidirectional from one cell to the downstream cells, without backtracking. The proposed model is investigated
through several numerical examples. To evaluate the solution quality of the proposed model, it is compared with some well-known
cell formation methods from the literature, by using group capability index (GCI) as a performance measure. The results and
comparisons indicate that the proposed model produces solution with a higher performance.

1. Introduction

Group technology (GT) can be defined as a manufacturing
philosophy aims at identifying similar parts and grouping
them together to take advantage of their similarities in the
manufacturing and design [1]. Cellular manufacturing (CM)
is an application of GT which has emerged as a promising
alternative manufacturing system [2]. It provides an envi-
ronment to meet today’s production requirements where
manufacturing systems are often required to be reconfigured
to respond to changes in product design and demand [3].
CM offers the advantages of simplified material flows, faster
throughput, reduced setup times, reduced inventory, better
control over the shop floor, and lower scrap rates [4].

Thedesign and implementation of an effectiveCMsystem
involves many issues such as, machine part cell formation
(CF), production planning, layout design, and scheduling.
The CF problem can be defined as “if the number, types, and
capacities of production machines, the number and types of
parts to be manufactured, and the routing plans andmachine
standards for each part are known, which machines and their
associated parts should be grouped together to form cell?”

[5]. Numerous algorithms, heuristic and nonheuristicmodels
have been developed in the literature, for solving the CF
problem.

The CF problems can be classified into binary and
comprehensive problems depending on whether or not pro-
cessing times and the machine capacities are considered.
The binary problem arises if the part demands are unknown
when the CM system is being developed. Some examples
of the binary problems can be found in Askin et al. [6],
Chen and Cheng [7], and Chan and Milner [8]. If the part
demand can be accurately predicted, processing time and
machine capacities have to be included in the analysis. This
gives rise to comprehensive problems [9]. Some examples
of comprehensive models can be found in Logendran [10],
Zolfaghari and Liang [11], Raminfar et al. [12], and Defersha
and Chen [13].

The primary objective of this paper is to present a
comprehensive model to solve the CF problem. The rest
of this paper is organized as follows. Literature review and
primary definitions of CF problem are addressed in Section 2.
Detailed description of the problem and the proposed model
are given in Section 3. Numerical examples are presented in
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Table 1: Machine-part matrix.

Machine types Part type
1 2 3 4 5

1 1 1 1
2 1 1 1
3 1 1
4 1 1

Section 4 to illustrate the proposed model. Discussions to
verify the model and conclusions are presented in Sections
5 and 6, respectively.

2. An Overview of Cell
Formation (CF) Problem

A variety of methods have been proposed by researchers for
solving the CF problem. General overviews on the methods
of solving the CF problem can be found in Singh [14], Selim et
al. [1], and Papaioannou and Wilson [2]. These methods can
be classified based on the procedures/formulations employed
to form manufacturing cells and also the part families. Selim
et al. [1] identified three solution strategies. The first class,
which is referred to as part families identification (PFI),
begins the cell formation process by identifying the families
of parts first and then allocates machines to the families.
The second class which is referred to as machine groups’
identification (MGI) follows the reversal of the steps in the
first class. Manufacturing cells (grouped machines) are first
created based on similarity in part routings, and then the
parts are allocated to cells. The third class which is referred
to as part families/machine grouping (PF/MG) identifies the
part families and machine groups simultaneously. As in the
third class, the proposed model in this paper forms the part
families and machine groups simultaneously.

The relationship between machines and part types is
represented by machine part incidence matrix. The machine
part incidence matrix has zero and one entries (𝑎

𝑖𝑗
). A 1

entry in row 𝑖 and column 𝑗; (𝑎
𝑖𝑗

= 1) of the matrix
indicates that part 𝑗 has one or more operations on machine
𝑖, whereas a 0 entry indicates that it does not [3]. Each
solution to a cell formation problem is displayed as a final part
machinematrix in standard block diagonal form. In the block
diagonal form matrix, out-of-cell operations are referred to
as “exceptional elements,” and the nonvisited machines are
referred to as “voids”. Table 1 presents an example of machine
part incidencematrix. For instance, part type 1 has operations
on machine types 1 and 3. Two cells (clusters) are formed as
shown in Table 2. Cell 1 consists of machine types 2 and 4 and
produces part types 5 and 2. Cell 2 consists of machine types 1
and 3 and produces part types 3, 1, and 4. Part type 3 needs to
be processed onmachine types 1 and 3, in cell 2.However, part
type 3 also needs to be processed on machine type 2 which
has been assigned to cell 1. Part type 3 has an exceptional
operation, so that it requires an intercell move. In Table 2,
the 0 entry represents a void in cell 2. A void indicates that a
machine assigned to a cell is not required for the processing of

Table 2: Solution matrix of cell formation.

Machine types Part type
5 2 3 1 4

2 1 1 1
4 1 1
1 1 1 1
3 1 1 0

a particular part in that cell. In Table 2 it can be observed that
part type 4 has no operation to be performed on the machine
type 3.

One way to increase the performance of any CF solution
matrix is to minimize the number of exceptional elements.
Obviously, this can be achieved by minimizing the number
of intercell movements. For this purpose common solutions
include replicating the bottleneck machines/facilities [15, 16],
considering alternative process plans for part types [17, 18],
and subcontracting the operations or part types [13, 19].

As mentioned earlier, numerous algorithms, heuristic
and nonheuristic methods have been developed for the CF
problem. However, most of these methods may be criticized
due to their narrow scope and simplistic view of the problem.
For instance, it is often neglected to consider the operations
sequence of each part (i.e., the order in which the operations
are performed on each part). An accurate count of intercell
movements must be based on the number of cell visitations,
and thus the need to include the sequence of operations into
the analysis [20]. However, there is little analytical work that
takes into account the operations sequence of the parts in
evaluating the intercell movements.

From the literature it can be observed that several inter-
related issues are involved in the cell formation problem,
while most of the existing studies only discuss a fraction
of these issues. Therefore, development of comprehensive
cell formation methodology/procedures would seem to be
necessary in order to simultaneously address these issues.

Consequently, in this research, a comprehensive math-
ematical model is proposed to solve CF problem. This
mathematical programming model provides a large coverage
of attributes such as part demand, intercell traffic movement
cost with focusing on sequence of operations, different
travel distances between cells, cell size limits, machine cost,
machine capacity, and multiple identical machines. This
model is also formulated in such a way as to ensure a
unidirectional flow of material between cells.

In fact, it is widely accepted in the literature that thewhole
problemof designing aCMS, taking into accounts the numer-
ous criteria involved, belongs to the class of NP-complete
problems [21]. Furthermore, the additional features of the
proposed model increase its complexity and combinatorial
nature. For instance, one feature of the proposed model is to
determine the number and types of machines to assign for
each part type or cell; Logendran et al. [22] have shown that
the problem involved with this feature is NP-hard.Therefore,
the proposed mathematical model in this paper is NP-hard
too, because of attributes model.
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Cell 1 Cell 2 Cell 𝑛· · ·

Figure 1: A Schematic view of the cells in the proposed plan [20].

3. Mathematical Model Development

3.1. Model Development. Consider a manufacturing system
consisting of a number of machines to process different part
types. Each part typemay require some or all of themachines
for processing. Demands for different part types are assumed
to be known fromwork orders or from forecast.Theproposed
model of this study therefore determines how to form the
manufacturing cells and how to group the part types into
part families. This model is developed through considering
multiple identical machines (machine replication), machines
capacity, cell size limit, machines costs, and intercell move-
ments costs. In order to copewith the possible cell revisitation
and the resulting intercell backtracking traffic, a simple plan
including certain positioning of the cells is considered. This
plan divides the underlying manufacturing system into 𝑛

cells, as in Dahel [20]. In this regard, each cell is designed
and positioned on the material flow pattern in such a way
to achieve a unidirectional flow of intercell traffic. Figure 1
illustrates a schematic view of the cells in this plan, where
the cells are numbered to reflect their relative position on
the material flow pattern. For example, cell 2 follows cell 1
immediately, in turn cell 3 follows cell 2, and so on. However,
in the case of existence of any exceptional part type in a
cell, the exceptional part type(s) move to the cell imme-
diately downstream for further processing. Accordingly, an
operation 𝑗 of part 𝑖 may be assigned to, say, cell 𝑙 only
if the preceding operation (𝑗 − 1) on the part’s routing
sequence is assigned either to cell 𝑙 or to any cell upstream of
cell 𝑙. Since cell design is based on the operations sequence,
exceptional parts (which should be processed in multiple
cells) can process so without resorting to cell revisitation.
This results in eliminating intercell backtracking and thus
simplifies material handling. A general description of the
proposed planwith flow line cells and its advantages over “job
shop” cells can be found in Dahel [20].

In this paper, a mixed integer nonlinear programming
model is developed to solve the above-mentioned problem.
Notations including indices, coefficients, and parameters are
described in the following section.

3.2. Notations

Indices

𝑖: Part type index: 𝑖 = 1, . . . , 𝐼

𝑗: Index of operations of part type 𝑖: 𝑗 = 1, . . . , 𝐽
𝑖

𝑙: Cell index: 𝑙 = 1, . . . , 𝐿

𝑘: Machine index: 𝑘 = 1, . . . , 𝐾.

Coefficients and Parameters

𝐷
𝑖
: Known demand of part type 𝑖

𝑀
𝑘
: Unit machine operating cost for machine type 𝑘

𝐹
𝑖[𝑗𝑘]

: Processing time of operation 𝑗 of part 𝑖 on
machine type 𝑘

𝐶
𝑘
: Capacity of one machine of type 𝑘 for one time

period

𝑅
𝑙𝑙
 : Cost of moving a unit of part type from cell 𝑙 to

cell 𝑙

𝐿𝐵
𝑙
: Minimum number of machines in cell 𝑙

𝑈𝐵
𝑙
: Maximum number of machines in cell 𝑙.

Binary Decision Variables

𝛿
𝑖[𝑗𝑘]𝑙

=

{
{
{
{

{
{
{
{

{

1, if operation 𝑗 of part-type 𝑖 to
be processed by machine type 𝑘

is done in cell 𝑙,
0, otherwise.

(1)

Subscripts 𝑖[𝑗𝑘] of variable 𝛿
𝑖[𝑗𝑘]𝑙

indicate that machine
𝑘 is required to process operation 𝑗 of part type 𝑖. This
information is known from the given part process plan.

Integer Decision Variables

𝑛
𝑘𝑙
: Number of machine type 𝑘 assigned to cell 𝑙.

3.3. Mathematical Formulation. Consider the following:

minimize 𝑍 =

𝐾

∑

𝑘=1

𝑀
𝑘
.

𝐿

∑

𝑙=1

𝑛
𝑘𝑙

+

𝐼

∑

𝑖=1

𝐷
𝑖
.

𝑗
𝑖
−1

∑

𝑗=1

𝐾

∑

𝑘=1

𝐾

∑

𝑘

=1

𝐿

∑

𝑙=1

𝐿

∑

𝑙

=1

𝑅
𝑙𝑙
𝛿
𝑖[𝑗𝑘]𝑙

.𝛿
𝑖[(𝑗+1)𝑘


]𝑙


(2)

subject to

𝐿

∑

𝑙=1

𝛿
𝑖[𝑗𝑘]𝑙

= 1; 𝑖 = 1, . . . , 𝐼, 𝑗 = 1, . . . , 𝐽
𝑖
, 𝑘 = 1, . . . , 𝐾

𝑗𝑖
,

(3)

𝐼

∑

𝑖=1

𝐽
𝑖

∑

𝑗=1

𝛿
𝑖[𝑗𝑘]𝑙

≥ 𝑛
𝑘𝑙
; 𝑖 = 1, . . . , 𝐼, 𝑗 = 1, . . . 𝐽

𝑖
, 𝑘 = 1, . . . , 𝐾,

𝑙 = 1, . . . , 𝐿,

(4)
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𝐼

∑

𝑖=1

𝐽
𝑖

∑

𝑗=1

𝐷
𝑖
. 𝐹
𝑖[𝑗𝑘]

. 𝛿
𝑖[𝑗𝑘]𝑙

≤ 𝐶
𝑘
. 𝑛
𝑘𝑙
; 𝑘 = 1, . . . , 𝐾, 𝑙 = 1, . . . , 𝐿,

(5)

𝛿
𝑖[𝑗𝑘]𝑙

≤

𝑙

∑

𝑡=1

𝛿
𝑖[(𝑗−1)𝑘]𝑡

, 𝑖 = 1, . . . , 𝐼, 𝑗 = 2, . . . 𝐽
𝑖
,

𝑘 = 1, . . . , 𝐾, 𝑙 = 1, . . . , 𝐿,

(6)

𝐿𝐵
𝑙
≤

𝐾

∑

𝑘=1

𝑛
𝑘𝑙

≤ 𝑈𝐵
𝑙
; 𝑙 = 1, . . . , 𝐿, (7)

𝑛
𝑘𝑙

≥ 0 and integer, 𝛿
𝑖[𝑗𝑘]𝑙

= 0, 1, ∀𝑖, 𝑗, 𝑙, 𝑙

, 𝑘, 𝑘

. (8)

The objective function of the proposed model is given by
(2). The objective function is the sum of machine cost and
intercell material handling cost.The first term of the objective
function is the machine operating cost. It is assumed that the
machines can be included when they are needed and can be
removed from the system when they are not required. The
second term of the objective function is the intercell material
handling cost. This cost function is nonlinear, since it has
been assumed that the distances between each pair of cells
are different (part type 𝑖 after completion of its operation 𝑗

by machine 𝑘 in cell 𝑙, moves to machine 𝑘
 for the next

operation, 𝑗 + 1, in cell 𝑙
). It is further assumed that the

specifications of different part types (for example, size or
volume of different part types) do not influence the material
handling cost.

Constraints of the model consist of (3) to (8). Constraint
set (3) assigns each part’s operation to exactly one cell.
Constraint set (4) ensures that, once machine 𝑘 is assigned
to cell 𝑙, then the operations of part types may be assigned
to that machine. Constraint set (5) ensures that sufficient
machine capacity is assigned to each cell. Furthermore, it
determines the number of machine types which will be
required. Constraint set (6) states that an operation 𝑗 of part
type 𝑖 by machine type 𝑘 may be performed in cell 𝑙, only if
the preceding operation (𝑙 − 1) is performed either in cell 𝑙 or
in any cell upstream of cell 𝑙. Constraint sets (7) specifies the
minimum number (𝐿𝐵) and the maximum number (𝑈𝐵) of
machines in cell 𝑙. Constraint sets (8) impose nonnegativity
and integrality. The model, as shown previously, has been
adapted and modified from Atmani et al. [23], Dahel [20],
and Chen [24].

3.4. Linearization of the Proposed Model. The objective func-
tion in the model is a nonlinear function due to its second
term for material handling cost. This term can be linearized
using a procedure as follows. First, consider the second term
of the objective function as follows:

𝐼

∑

𝑖=1

𝐷
𝑖
.

𝑗
𝑖
−1

∑

𝑗=1

𝐾

∑

𝑘=1

𝐾

∑

𝑘

=1

𝐿

∑

𝑙=1

𝐿

∑

𝑙

=1

𝑅
𝑙𝑙
𝛿
𝑖[𝑗𝑘]𝑙

.𝛿
𝑖[(𝑗+1)𝑘


]𝑙
 . (9)

It can be modified as follows:
𝐼

∑

𝑖=1

𝐽
𝑖

∑

𝑗=1

𝐾

∑

𝑘=1

𝐾

∑

𝑘

=1

𝐿

∑

𝑙=1

𝐿

∑

𝐿

=1

𝑅
𝑙𝑙
 . [𝛿
𝑖[𝑗𝑘]𝑙

.𝛿
𝑖[(𝑗+1)𝑘


]𝑙
] . (10)

In order to linearize the previous expression, that assume

𝑌
𝑖[𝑗𝑘]𝑙𝑘


𝑙
= 𝛿
𝑖[𝑗𝑘]𝑙

. 𝛿
𝑖[(𝑗+1)𝑘


]𝑙
 . (11)

These variables imply that

𝑌
𝑖[𝑗𝑘]𝑙𝑘


𝑙
 =

{
{
{
{
{
{
{

{
{
{
{
{
{
{

{

1, if part type 𝑖 moves to machine 𝑘


in cell 𝑙 to perform operation
(𝑗 + 1) after performing operation 𝑗

on machine 𝑘 in cell 𝑙,
0, otherwise.

(12)

Finally, the second term of objective function can be replaced
by the following linear expression:

𝐼

∑

𝑖=1

𝐽
𝑖
−1

∑

𝑗=1

𝐾

∑

𝑘=1

𝐾

∑

𝑘

=1

𝐿

∑

𝑙=1

𝐿

∑

𝐿

=1

𝑅
𝑙𝑙
𝑌
𝑖[𝑗𝑘]𝑙𝑘


𝑙
 . (13)

Moreover, the following constraints should be added to this
model:

𝛿
𝑖[𝑗𝑘]𝑙

+ 𝛿
𝑖[(𝑗+1)𝑘


]𝑙
 − 2𝑌

𝑖[𝑗𝑘]𝑙𝑘

𝑙
 ≥ 0, (14)

𝛿
𝑖[𝑗𝑘]𝑙

+ 𝛿
𝑖[(𝑗+1)𝑘


]𝑙
 − 𝑌
𝑖[𝑗𝑘]𝑙𝑘


𝑙
 ≤ 1, (15)

Constraints sets (14) and (15) imply that 𝑌
𝑖[𝑗𝑘]𝑙𝑘


𝑙
(𝑡) is equal

to 1, if one unit of part type 𝑖 is moved to machine 𝑘
 in cell 𝑙

for operation (𝑗+1) after performing operation 𝑗 onmachine
𝑘 in cell 𝑙.

4. Numerical Examples

Two numerical examples with different structures from
existing literature are presented in this section.The examples
have been solved using LINGO 12.0, a commercially available
optimization software, on a personal computer with Intel
Core2 Duo T6400 @ 2.00GHz processor and 4GB RAM.

Example 1. Data set of this example has been adapted from
Dahel [20] with slight modifications. In this example, 11
part types and 7 machine types are considered. A three-cell
partition is sought, and the minimum number of machines
allowed per cell is set to two and four, respectively. Detailed
production demand for each part type, machine operating
costs, and machine capacity for each machine type are
presented in Table 3. Meanwhile, Table 4 represents part-
machine requirements, sequence of operations for each part
type, and processing time needed for each operation. From
Table 4 it can be observed that, for example, part type 4
requires three operations with the first operation onmachine
6, the second on machine 3, and the third on machine 4. In
Table 4, the lower number in each cell represents the process-
ing time requirement corresponding to its relative operation.
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Table 3: Machine cost, machine capacity, and part processing demand for Example 1.

Machine type
1 2 3 4 5 6 7

Machine cost 15 10 20 15 12 15 16
Machine capacity 800 700 500 600 700 600 800

Part type
1 2 3 4 5 6 7 8 9 10 11

Part processing demand 22 20 18 12 23 24 22 30 19 25 28

Table 4: Partial input data for Example 1.

Part type
1 2 3 4 5 6 7 8 9 10 11

Machine
number Part operation requirement (upper number) and processing time requirement (lower number)

1 2 1 2 1
10.9 8.9 21.8 20

2 1 1 2 2
12.7 21.0 14.6 11.1

3 2 2 1 1 2
12.5 12.5 20.0 18.4 7.1

4 3 2 2 2
10.0 7.8 4.0 4.8

5 2 1
11.7 19.1

6 3 1 3
13.3 5.0 6.4

7 1 1 1
27.8 8.0 12.8

Table 5: Intercell material handling cost for Example 1.

Cell No. 1 2 3
1 0.0 1.0 1.4
2 1.0 0.0 1.2
3 1.4 1.2 0.0

For instance, 5 time units of processing on machine type 6
are required in order to produce one unit of part type 4. In
other words, part type 4 requires 5 time units of the capacity
ofmachine type 6. In addition, the intercell material handling
costs are shown in Table 5.

Considering the part-operation requirements in Table 4,
in order to reduce the number of variables and constraints,
the variables which can be fixed to zero were removed from
the model using sparse set membership filtering technique of
LINGO [25]. After fixing these variables, some constraints
became redundant and were subsequently removed. The
LINGO solver defined this model as mixed integer linear

program (MILP) and used the branch and bound (B-and-
B) method to solve it. This problem consists of 222 variables
(including 96 integer variables) and 284 constraints. The
global optimal solution was achieved after 13 seconds of the
solver running, and the objective value (i.e., the total cost) of
the problem was 282.8. Table 6 presents a solution matrix for
this example, where bracketed numbers show the number of
corresponding machine assigned to each cell.

This solution has four exceptional part type, including
parts 4, 6, 9, and 11. For instance, part type 4 performs its
first two operations in cell 2 and then moves downstream
to cell 3, for its third operation. Accordingly, intercell traffic
follows a unidirectional pattern from cell 2 toward cell 3, and
no backtracking is happened.

From Table 6 it can be observed that multiple units of the
same machine can be used in different cells or even in each
cell. For instance, two machines of type 3 have been assigned
to cell 1, since the capacity provided by a single machine for
these twomachine types is not sufficient to satisfy the capacity
requirements of the parts assigned to this cell. Similarly two
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Table 6: A solution matrix for Example 1.

Cell number Machine number Part type
1 2 6 11 3 4 7 9 5 8 10

1
1 2 1
2 1 1

3 [2] 2 1 2

2

1 1 2
3 2 1
5 2 1
6 3 3 1

3
2 2 2
4 3 2 2 2

7 [2] 1 1 1

Table 7: Machine cost, machine capacity, and part processing demand for Example 2.

Machine type
1 2 3 4 5 6 7 8

Machine cost 70 160 160 180 165 65 110 185
Machine capacity 18000 18000 20000 20000 22000 18400 18000 20000

Part type
1 2 3 4 5 6 7 8 9 10

Part processing demand 50 150 500 75 500 1200 1500 750 5000 1300
Part type (continued)

11 12 13 14 15 16 17 18 19 20
Part processing demand 1239 575 1239 1500 14000 39 900 339 390 304

machines of type 7 are included in cell 3, and two machines
of type 1 are assigned to cells 1 and 2. Two machines types of
2 are assigned to cells 1 and 3 too.

Example 2. In this example, the data for part-machine
incidence matrix have been adapted from Chandrasekharan
and Rajagopalan [26]. 3 cells, 20 part types, and 8 machine
types are considered in this example. The minimum and
maximum numbers of machines in each cell are 2 and 5,
respectively. Machine cost and machine capacity for each
machine type and detailed production demands for each part
type are presented in Table 7. Part-machine requirements
and processing time needed for each operation are shown in
Table 8. For example, the 3rd column of Table 8 shows that
there are 2 operations for processing part 2. It also indicates
that machines 1 and 3 are required to perform operations 1
to 2, respectively, for part type 1. Furthermore, the intercell
material handling costs are considered to be the same as those
in the first example.

The LINGO code of this example was written similar
to that of the first example. The LINGO solver detected
this example as a mixed integer linear program (MILP) and
used the branch and bound (B-and-B) method to solve it.
The linear model of this example consists of 576 variables
(including 207 integer variables) and 731 constraints. The
solution was achieved after 2 minutes and 44 seconds of the
solver running.The total cost of this problem (which appears

as objective value in the LINGO solution report) was 4612.8.
Table 9 shows the solution matrix (machines and part types
groups) for this example. Recall that the bracketed numbers
show the number of correspondingmachine assigned to each
cell.

It is observed that in this solution there are four excep-
tional part types (including parts 3, 11, 18, and 20) with
12 exceptional elements. Through a careful consideration
of all the factors mentioned before, it can be seen that
the constraints (5) and (7) have significant influence on
the solution and the solver runtime. For instance, if the
maximum number of machines in each cell is increased
from 5 to 6, the solver runtime will be reduced by 54%
through generating second remarkable results, where there is
no exceptional part type in the solution (Table 10).

5. Discussion

This section discusses about conditions and advantages of
the proposed mathematical model. The performance of the
proposed model is compared with those of some existing
well-known methodologies.

As matter of fact, it seems that the proposed model has
some advantages over other research models. For instance,
Askin et al. [6], Chan and Milner [8] are solved CF model by
binarymodels and they do not consider substantial attributes
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Table 8: Partial input data for Example 2.

Part type
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Machine
number Part operation requirement (upper number) and processing time requirement (lower number)

1 1 1 1 1 1 1 1 1 1 1
0.55 3.59 2.4 0.4 3 0.4 1.8 1.24 1 3.5

2 2 2 1 1 2 1 1
2.84 0.59 3.83 2.03 3.7 0.5 2.4

3 2 2 2 2 2 3 2 3 2
2.01 1.8 0.9 0.6 3.5 2.6 3.8 1.5 2

4 3 1 3 2 2 2 2
2.01 2.8 0.32 3.52 2.4 0.6 0.8

5 1 2 2 1 1 1 2
3.34 3.96 0.85 2.9 0.4 1.2 0.3

6 2 1 3 3 3 2 3
2.18 1.78 0.4 1 0.2 1.7 0.3

7 4 3 4 4 3 2 3 5
1.13 1.8 1.31 2.6 1.5 3.5 3.9 2.5

8 5 4 5 3 4 4
2.17 0.16 0.3 0.3 0.6 1.4

Table 9: A solution matrix for Example 2.

Cell number Machine number Part type
1 2 3 5 8 9 11 13 14 16 17 18 19 20 10 12 15 4 6 7

1

1 1 1 1 1 1 1 1 1 1 1
2 2 1 1
3 2 2 2 2 2 3 2 3 2
5 1 2 2
6 2 1 3

2

4 2 2
5 1 1 1

6 [2] 3 3 3 2
7 3 2

3

2 2 2 1 1
4 3 2 1 3 2
5 2
7 4 3 5 3 4 4
8 5 4 4 4 5 3

such as demand, time, or cost, but the proposedmodel is cov-
ered many attributes. Other examples such as, Defersha and
Chen [27], and Zolfaghari and Liang [11] are comprehensive
models to solve CF problem and consider many attributes
such as considering multiple copies of identical machine;
nevertheless in these models part type flow between cells is
not unidirectional but the proposed model has this attribute;
or the proposed mixed integer linear programming model is
solved by branch and bound algorithm which can be found

global optimal solution, but the previous two researches
models are found local optimum solution.

On the other hand, based on the examination of the lit-
erature, in order to quantify the performance of the different
methodologies/solutions, “performance measures” are used.
For this purpose, several different performance measures
have been suggested in the literature. A comprehensive
review of various performance measures of CF solutions
was presented by Sarker [28]. Through various performance
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Table 10: A secondary solution for Example 2, after applying a new
limit for maximum number machines in each cell.

Cell number Machine number Part number
1 2, 4, 5, 6, 7, 8 1, 5, 6, 7, 10, 12, 20
2 1, 3, 5, 6 [2]∗ 9, 13, 15, 17
3 1, 2, 3, 4, 7, 8 2, 3, 4, 8, 11, 14, 16, 18, 19
∗Bracketed numbers show the number of corresponding machine assigned
to each cell.

Table 11: CF results of the proposedmodel versus the results of other
methods.

Example number Model 𝑒
𝑜

𝑒 GCI

1
ROC 5 25 80%
Proposed model 4 25 84%
ROC2 15 61 75.4%

2

HPH 9 61 85.2%

Proposed model 12 61 80.3%
Secondary results of
proposed model 0 61 100%

measures, group capability index (GCI), which has been
proposed by Hsu [29], is used here. The reason for selecting
the GCI as the performance measure in this study is due
to its simultaneous consideration of production volume and
processing time of operations. GCI excludes voids (“zero”
entries) from the calculation of goodness, and it can be
formulated as follow:

GCI = 1 −

𝑒
0

𝑒

, (16)

where 𝑒
0
is the number of exceptional elements in the

machine partmatrix and 𝑒 is the total number of “one” entries
in the machine component matrix.

The results of the first example fromTable 6 are compared
with the results of rank order clustering (ROC) model [30],
by means of GCI performance measure. Similarly, the results
of second example (Tables 9 and 10) are compared with the
results of ROC2 and Hamiltonian Path Heuristics (HPH)
models [6], by means of GCI performance measure. These
comparisons are presented in Table 11. For the sake of concise
presentation, those steps required to solve the examples with
above-mentioned models are not described in this paper.
From Table 10 it can be observed that the proposed model
represents improvements in GCI, in comparison with the
othermodels. Furthermore, the proposedmodel of this study
considers practical features such as operation sequence and
machine capacity, while the ROC, ROC2, and HPH models
are not able to take these features into consideration.

6. Conclusions

In this paper a mathematical model was developed in order
to solve the cell formation (CF) problem in the cellular
manufacturing (CM) systems. This mathematical model
takes into account the features such as production volume of
each part, operations sequence of each part, intercell traffic

movement cost with focusing on different travel distance
between cells, machine capacity, and machine replication.
The model designs cells with the flexibility of choosing the
number of cells and specifying limits on the number of
machines per cell. The model also formulated in a way so
as to ensure a unidirectional flow of material between cells.
This feature results in eliminating the intercell backtracking,
which simplifies the material handling. In order to examine
the proposed model, two numerical examples with different
specifications from existing literature were considered. The
examples were solved by means of LINGO optimization soft-
ware. In order to evaluate the performance of the proposed
model, it was compared with some existing well-known
models, including rank order clustering (ROC), ROC2, and
Hamilton path heuristic (HPH), bymeans of group capability
index (GCI) performance measure. In conclusion, we can say
that the proposed CF model in this paper has a high and
acceptable performance, and it is reliable for the design and
analysis of the cellular manufacturing (CM) systems.
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