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of Even Orthogonal Lie Algebras 

Alexander I. Molev 

Abstract. 

A weight basis for each finite-dimensional irreducible represen­
tation of the orthogonal Lie algebra o(2n) is constructed. The basis 
vectors are parametrized by the D-type Gelfand-Tsetlin patterns. 
The basis is consistent with the chain of subalgebras g1 C • · • C 9n, 
where gk = o(2k). Explicit formulas for the matrix elements of gen­
erators of o(2n) in this basis are given. The construction is based on 
the representation theory of the Yangians and extends our previous 
results for the symplectic Lie algebras. 

§1. Introduction 

In their pioneering works [3] and [4] Gelfand and Tsetlin proposed a 
combinatorial method to explicitly construct representations of the clas­
sical Lie algebras. For each finite-dimensional irreducible representation 
of the general linear Lie algebra g[(N) and the orthogonal Lie algebra 
o(N) they gave a parametrization of basis vectors and provided explicit 
formulas for the matrix elements of generators of the Lie algebras in 
the basis. Derivations of the matrix element formulas in the orthogonal 
case are given in [14, 17]; see also [5]. A number of different approaches 
to the problem of constructing representation bases for simple Lie alge­
bras has been developed; see [9] for more references. Note also recent 
results by Donnelly [2] and Littelmann [6]. In [2] explicit combinatorial 
constructions of the fundamental representations of the B and C se­
ries Lie algebras and of their q-analogs are given; in [6] monomial bases 
parametrized by patterns of Gelfand-Tsetlin type are constructed for 
all simple complex Lie algebras. In [9] an analog of the Gelfand-Tsetlin 
basis for the symplectic Lie algebras sp(2n) is constructed and explicit 
formulas for the matrix elements of generators of sp(2n) in this basis 
are given. Bases for the finite-dimensional irreducible representations 
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of the classical Lie algebras of B, C, and D series can be constructed 
in a uniform manner with the use of the representation theory of the 
Yangians, as in [9]. Here we extend the results of [9] to the case of the 
D series and hope to treat the remaining B series case in a forthcoming 
publication. 

Our basis for o(2n) is different from that of Gelfand and Tsetlin [4]. 
Their basis is consistent with the chain of subalgebras 

o(2) c o(3) C · · · c o(N). 

The reductions o(k) 1 o(k - 1) are multiplicity-free which makes the 
basis orthogonal with respect to a natural contravariant bilinear form. 
However, the basis vectors are not weight vectors with respect to the 
Cartan subalgebra of o(N). To get a weight (although non-orthogonal) 
basis we consider the following chain instead: 

o(2) c o(4) c • • · c o(2n) 

so that all the subalgebras belong to the D series. 
The reduction o(2n) 1 o(2n - 2) is not multiplicity free. This means 

that the subspace V(>.);t of o(2n - 2)-highest vectors of a weight µ 
in an o(2n)-module V(>.) is not necessarily one-dimensional. However, 
this space turns out to possess a natural structure of an irreducible 
representation of a large associative algebra y+ (2) called the twisted 
Yangian (introduced by Olshanski in [13]) and can also be equipped 
with an action of the g[(2)-Yangian Y(2). This allows us to construct 
a Yangian Gelfand-Tsetlin basis in V(>.);t associated with an inclusion 
Y(l) c Y(2); see [7, 11, 12, 15]. 

Our calculations are based on the relationship between the twisted 
Yangian Y+(2) and the transvector algebra Z(gn,9n-1), 9n = o(2n). 
The transvector algebras ( they are sometimes called the Mickelsson al­
gebras or S-algebras) are studied in detail in [18, 19]. 

Although the constructions of the bases are very similar for the 
orthogonal and symplectic cases, there is a slight difference in the cal­
culation of the matrix elements of generators of the Lie algebras in the 
basis. The Lie algebra .sp(2n) contains the "second diagonal" generators 
F-k,k = 2E-k,k where the Eij denote the standard generators of g[(2n) 
( see Section 2 below). The action of these elements in the basis is rather 
simple and can be easily found. However, their counterparts do not exist 
in the orthogonal case. Instead, there are second degree elements 4>-k,k 

of the universal enveloping algebra U(gn) which belong to the centralizer 
of 9k-l in U(gk) and play the role similar to that of the elements F-k,k 

in the symplectic case. 
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§2. Notations and preliminary results 

We shall enumerate the rows and columns of 2n x 2n-matrices over 
(C by the indices -n, ... , -1, 1, ... , n. We let the EiJ, i,j = -n, ... , n 
denote the standard basis of the Lie algebra g((2n). We shall also as­
sume throughout the paper that the index O is skipped in a sum or in a 
product. Introduce the elements 

(2.1) 

We have F-j,-i = -Fij. In particular, F-i,i = 0 for all i. The orthog­
onal Lie algebra 9n := o(2n) can be identified with the subalgebra in 
g((2n) spanned by the elements Fij, i, j = -n, . .. , n. 

The subalgebra 9n-1 is spanned by the elements (2.1) with the in­
dices i, j running over the set { -n + 1, ... , n - 1 }. Denote by 1J = IJn 
the diagonal Cartan subalgebra in 9n· The elements Fu, ... , Fnn form 
a basis of 1J. 

The finite-dimensional irreducible representations of 9n are in a one­
to-one correspondence with n-tuples A= (A1, ... , An) where all the en­
tries Ai are simultaneously integers or half-integers (elements of the set 
½ + Z) and the following inequalities hold: 

-IA1I ~ Az ~···~An. 

Such an n-tuple A is called the highest weight of the corresponding rep­
resentation which we shall denote by V(A). It contains a unique, up to 
a multiple, nonzero vector e (the highest vector) such that Fii e = Ail 
for i = 1, ... , n and Fij l = 0 for -n :S i < j :S n. 

Denote by V(A)+ the subspace of Qn-1-highest vectors in V(A): 

V(A)+ = {77 E V(A) I Fij 17 = 0, -n < i < j < n}. 

Given a Qn-1-highest weightµ= (µ1, ... ,µn-1) we denote by V(A)t 
the corresponding weight subspace in V(A)+: 

i=l, ... ,n-1}. 

Consider the extension of the universal enveloping algebra U(gn) 

U'(gn) = U(gn) 0u(f)) R(IJ), 

where R(IJ) is the field of fractions of the commutative algebra U(IJ). 
Let J denote the left ideal in U'(gn) generated by the elements Fij with 
-n < i < j < n. Set 

Z(gn, 9n-1) = {x E U'(gn)/J I Fij X = 0, -n < i < j < n}. 
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Then Z(gn, 9n-1) is an algebra with the multiplication inherited from 
U'(gn)- We call it the transvector algebra; see [18, 19] for further details. 

Set 

Ji = Fii - i + 1, f-i = -f; 

for i = 1, ... , n. Let p denote the extremal projection for the Lie algebra 
9n-1; see [1, 19]. The projection p naturally acts in the space U'(gn)/J 
and its image coincides with Z(gn, 9n-1). The elements 

a= -n,n, i = -n + 1, ... , n - 1 

are generators of Z(gn,9n-d [19]. They can be given by the following 
explicit formulas (modulo J): 

where s = 0, 1, ... (it is assumed that index O is excluded in the sum). 
We shall use the normalized generators of Z(gn, 9n-1) defined by 

---(2.2) Zia= pF;a(fi - li-1) ···(Ji - f-;) · · · (f; - f-n+1), -Zai = pFa;(f; - J;+1) · · · (f; - f-i) · · · (f; - fn-1), 

where the hats indicate the factors to be omitted if they occur. We 
obviously have Zai = (-1 )n-i Z-i,-a · The following equivalent formula 
holds for Z0 ;: 

---(2.3) Zai = (J; - J;+1) · · · (f; - f-i) · · · (f; - fn-1) 

X 

The elements Zia and Zai naturally act in the space V(>.)+ and are 
called the raising and lowering operators. One has for i = 1, ... , n - 1: 

Zai : V(>.)t -, V(>.)!-5;, 

where µ ± r5; is obtained fromµ by replacingµ; with µ; ± 1. 
Note the following relations between these operators; cf. [19]. For 

a, b E { -n, n} and i + j -=/- 0 one has 
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In particular, Zai and Zaj commute for i + j -=J 0. One easily verifies that 
Zai and Zbi also commute for all a, b. We shall use the following element 
which can be checked to belong to the algebra Z(gn, 9n-1) 

(2.4) 

Zn,-n == 

wheres= 1,2, ... and {j1, ... ,jk} is the complement to the subset 
{i1, ... , is} in {-n + 1, ... , n - 1}. There is an equivalent formula for 
Zn,-n which can either be proved directly (cf. [9, Section 2]), or can be 
deduced from (4.6) below (use the fact that Zn,-n(9n) = Zn,-n(-gn)): 

Zn,-n == 

"""' F·F .... p U-n-Jii-l)···U-n-fjk-1) 
. ~- ni, i1i2 is,-n 2f-n - 2 . 

ni:>i1>···>is>-n 

This formula together with (2.3) is used in the derivation of the following 
relations from (2.2) (cf. [9, Proposition 2.1]): for a= -n, n 

(2.5) Fn-1,a = 
n-1 n-1 l 

L Zn-1,i Zia IT J- _ f ·, 
i=-n+l j=-n+l, j#±i i J 

where Zn-1,n-l := 1 and the equalities are considered in U'(gn) modulo 
the ideal J. 

Let us now introduce the g[(2)- Yangian Y(2) and the ( orthogonal) 
twisted Yangian Y+(2); see [10] for more details. The Yangian Y(2) is 

the complex associative algebra with the generators tit), ti~, ... where 
a, b E {-n, n }, and the defining relations 

(2.6) [tab(u), tcd(v)] = - 1-(tcb(u)tad(v) - tcb(v)tad(u)), 
u-v 

where 

Introduce the series Sab( u), a, b E { -n, n} by 

Sab(u) = tan( u)Lb,-n(-u) + ta,-n(u)Lb,n(-u). 

Write Sab(u) = 8ab + si~u- 1 + si~u-2 + · · · . The twisted Yangian 
Y+(2) is defined as the subalgebra of Y(2) generated by the elements 
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si~, si~, ... where a, b E {-n, n}. Note that Y+(2) can be equivalently 
defined as an abstract algebra with these generators and certain linear 
and quadratic defining relations; see [10, Section 3]. 

The Yangian Y(2) is a Hopf algebra with the coproduct 

(2.7) ~(tab(u)) = tan(u) ® tnb(u) + ta,-n(u) ® Ln,b(u). 

The twisted Yangian y+ (2) is a left coideal in Y(2) with 

(2.8) ~(Sab(u)) = 
c,dE{-n,n} 

Given a pair of complex numbers ( a, {3) such that a - {3 E Z+ we 
denote by L(a, {3) the irreducible representation of the Lie algebra g[(2) 
with the highest weight (a, {3) with respect to the upper triangular Borel 
subalgebra. We have dim L( a, {3) = a - {3 + 1. We may regard L( a, {3) 
as a Y(2)-module by using the algebra homomorphism Y(2)-. U(g[(2)) 
given by 

(2.9) a, b E { -n, n }. 

The coproduct (2.7) allows one to construct representations of Y(2) of 
the form 

For any I E C denote by W(,) the one-dimensional representation of 
Y+(2) spanned by a vector w such that 

u+, 
Snn(u) W = U + l/2 w, 

· u- 1 +1 
8-n,-n(u) W = U + l/2 w, 

and Sa,-a(u) w = 0 for a = -n, n. By (2.8) we can regard the tensor 
product L ® W(,) as a representation of Y+(2). Representations of this 
type essentially exhaust all finite-dimensional irreducible representations 
of Y+(2) [8]. The vector space isomorphism 

(2.10) L® W(,)-. L, v ®w .-; v, v EL 

provides L ® W(,) with an action of Y(2). 
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§3. Construction of the basis 

Introduce the following series with coefficients in the transvector 
algebra Z(gn,9n-1): for a,b E {-n,n} 

(3.1) Zab(u)= (-(6ab(u-n+3/2)+Fab) i=IT+l(u+gi) 

+ f ZaiZib(u+g-i) IT u_~ 9j.) 2u~l' 
i=-n+l j=-n+l,j#±i 9i 93 

where 9i :=Ji+ 1/2 for all i. 
As we shall see below (Corollary 3.3) the space V(>.)t is nonzero 

only if there exist v1, ... , Vn-1 such that the inequalities (3.10) hold. We 
shall be assuming that this condition is satisfied. 

Proposition 3.1. (i) The mapping 

(3.2) Sab(u) 1-> -2u-2n+2 Zab(u), a,b E {-n,n} 

defines an algebra homomorphism y+ (2) --. Z(gn, 9n-1). 
(ii) The representation 0JY+(2) in the space V(>.)t defined via the 

homomorphism (3.2} is irreducible. 

Proof. We use the same arguments as for the proof of the corresponding 
statements in the symplectic case; see [9, Section 5]. So we shall only 
give a few key formulas; the details can be restored by using [9]. 

Introduce the 2n x 2n-matrix F = (Fij) whose ijth entry is the 
element Fij E 9n and set F(u) = 1 +F(u+ 1/2)-1. Denote by F(u) the 
corresponding Sklyanin comatrix; see [8, Section 2]. (More precisely, one 
first considers the twisted Yangian y+(2n) for the Lie algebra 9n = o(2n) 
and the corresponding S-matrix S(u) [10, Section 3]. The Sklyanin 
comatrix S(u) is defined by the relation sdet S(u) = S(u) S(u - 2n + 1), 
where sdetS(u) is the Sklyanin determinant of S(u); see [10, Section 4] 
for its definition. Then F(u) is defined as the image of S(u) under the 
algebra homomorphism Y+(2n) --. U(gn) such that S(u) ....... F(u); see 
[8, Section 2] for more details.) The mapping 

(3.3) Sab(u) 1-> c(u) F(-u + n - l)ab, a,b E {-n,n}, 

where 
n-1 

c(u) = IT (1 - (k - 1/2)2 u-2 ), 

k=l 
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defines an algebra homomorphism from y+ (2) to the centralizer Cn of 
9n-1 in U(gn) [8, Proposition 2.1]; cf. [13]. Further, a slight general­
ization of [9, Proposition 3.1] implies the following expression for the 
ab-entries of the matrix F(u + 1/2): 

F(u+l/2)ab= (8ab-tFi~)u-k) •sdetF(n-l)(u-l/2). 

Here sdet F(n-l)(u) is the Sklyanin determinant of the matrix obtained 
from F(u) by deleting the (±n)th rows and columns [10, Section 4], and 

summed over the indices im E { -n + 1, ... , n - l}. Finally, calculating 
the images of Fi~) and sdetF(n-l)(u) with respect to the natural ho­
momorphism 7r: Cn------> Z(gn,9n-l) (cf. [9, Section 5]), we find that the 
composition of 7r and (3.3) yields (3.2). Q.E.D. 

The next theorem provides an identification of the Y+(2)-module 
V(,\)t. 

Theorem 3.2. We have an isomorphism of y+(2)-modules 

(3.4) V(,\)t '.:::' L(a:1, f31) 0 · · · 0 L(a:n-l, f3n-1) 0 W(-0:0) 

where 0:1 = min{-l-\11, -lµ1I} - 1/2, 0:0 = 0:1 + l-\1 + µ11, 

O:i = min{,\i, µi} - i + 1/2, i = 2, ... ,n -1, 

f3i = max{,\i+l, µi+i} - i + 1/2, i=l, ... ,n-1 

with µn := -oo. In particular, V(,\)t is equipped with an action of Y(2) 
defined by (2.10). 

Proof. Consider the following vector in V(,\)t 

n-l 
(3.5) eµ = IT (z:ax{Ai,µi}-µizr~:{>-i,µ,}-,\i) e. 

i=l 

Repeating the arguments of the proof of Theorem 5.2 in [9] we show 
that eµ is the highest vector of the Y+(2)-module V(,\)t. That is, eµ 
is annihilated by S-n,n(u), and eµ is an eigenvector for Snn(u). Namely, 
snn(u)eµ = µ(u)eµ, where the highest weight µ(u) is given by 

(3.6) µ(u) = (1 - a:ou-1) · · · (1 - O:n-1u-1) 

1 
X (1 + f31u- 1) ... (1 + f3n-1u- 1)(l + 2u-1)-1. 
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This is proved simultaneously with the following relations by induction 
on the degree of the monomial in (3.5): for i = 1, ... , n - 1 

Zin(µ= -(mi+ ii1 + 1) ···(mi~+ 1) · · · (m; + O'.n-1 + 1) 

x (mi - /3o + 1) ···(mi - /3n-1 + 1) (µH,, 

and 

---x (mi+ /3o) ···(mi+ /3i-i) ···(mi+ /3n-1) (µ-6,, 

where we have used the notation 

mi=µi-i+l/2, i=l, ... ,n-1, 

ii1 = min{,\1,µi} -1/2, /3o = max{,\1,µi} + 1/2, 

(note that {iii, -/3o} = {a0 ,ai}). On the other hand, it follows from 
[8, Corollary 6.6] that the tensor product in (3.4) is an irreducible rep­
resentation of Y+(2). Its highest weight can be easily calculated and is 
given by the same formula (3.6). Q.E.D. 

Set 

a,b E {-n,n}. 

By (2.7) and (2.9), Tab(u), as an operator in V(>-)t, is a polynomial in 
u: 

By (2.6), (2.8) and (3.2) we have an equality of operators in V(>-)t= 

(3.8) 

z (u) = (u - ao)Tn,-n(-u)Tnn(u) + (u + ao)Tn,-n(u)Tnn(-u) 
n,-n (-l)n 2u . 

Therefore, Zn,-n(u) is a polynomial in u 2 of degree n - 2. On the other 
hand, we find from (3.1) that Zn,-n(-gi) = ZniZi,-n· Thus, by the 
Lagrange interpolation formula, Zn,-n(u) can also be given by 

(3.9) 
n-1 n-1 2 2 u -gj 

Zn,-n(u) = L ZniZi,-n IT 2 _ 2 · 
i=l j=l,#i gi gj 
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Remark. To make the above evaluation Zn,-n(-gi) well-defined we agree 
to consider the series Zab(u) with a, b E {-n, n} as elements of the right 
module over the field of rational functions in 91, ... , 9n, u generated by 
monomials in the Zia· • 

Theorem 3.2 implies that basis vectors of V(.X)t can be naturally 
parametrized by (n - 1)-tuples (v1 , ... , Vn-i), where all the entries are 
simultaneously integers or half-integers together with the Ai and the µi, 
and the following inequalities hold: 

(3.10) 
-I.Xii 2: V1 2: A2 2: V2 2: A3 2: · · · 2: An-1 2: Vn-1 2: An, 

-lµ1I 2: V1 2: µ2 2: V2 2: µ3 2: '· · 2: µn-1 2: Vn-1· 

For i 2: 1 set 

'Yi = Vi - i + 1/2, 

Introduce the vectors 

n-1 

(vµ = IT Zn,-n('Yi - 1) · · · Zn,-n(/3i + l)Zn,-n(f3i) (µ-
i=l 

Using (3.9) we can write an equivalent expression; cf. (9, Section 6]: 

n-1 'Yn-1-l 

(3.11) (vµ = IT z~ti-µ;<;~~-A; · IT Zn,-n(k)(, 
i=l k=ln+l 

where Vo:= max{.X1,µi}. The vectors (vµ with v satisfying (3.10) form 
a basis of the space V(.X)!; see [9, Proposition 6.1]. We shall use the 
following normalized basis vectors 

(vµ = II 
1:s;i<j:s;n-1 

The generators of the Yangian Y(2) act in the basis { (,,,µ} by the rule: 
for i = 1, ... , n - l 

(3.12) 

Tnn(u) (vµ = (u + "11) · · · (u + "fn-1) (vµ, 
1 

Tn,-n(-"ti)(vµ = ---(v+6;,µ, 
'Yi - o:o 
n-1 n-1 

T-n,n(-"ti) (vµ = IT (o:k - 'Yi+ 1) II (f3k - 'Yi) (v-8;,µ; 
k=O k=l 
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cf. [9, Proposition 4.2]. The action of T-n,-n(u) can be found by using 
the quantum determinant 

(3.13) d(u) = T-n,-n(u + l)Tnn(u) -Tn,-n(u + l)T-n,n(u) 

(3.14) = T-n,-n(u)Tnn(U + 1) - T-n,n(u)Tn,-n(u + 1); 

see, e.g. [10, Section 2]. The coefficients of the quantum determinant 
belong to the center ofY(2) and so, d(u) acts in V(>.)! as a scalar which 
can be found by the application of (3.13) to the highest weight vector 
~µ- So, we have 

d( U) (vµ = ( U + a1 + 1) · · · ( u + an-1 + 1) 

X (u + {3i) · · · (u + f3n-1) (vµ-

Now, using (3.12) and (3.14) we obtain 

n-1 

(3_15) T ( )( = II (u+ai+l)(u+f3i)( 
-n,-n U vµ U + . + l vµ 

i=l 'Yi 
n-1 l 

+ II---T-nn(u)Tn-n(u+l)(vµ· 
i=l u + Ii + 1 , , 

The operators T-n,n(u) and Tn,-n(u) are polynomials in u of degree 
~ n - 2; see (3.7). Therefore, their action can be found from (3.12) by 

using the Lagrange interpolation formula. 
The following branching rule for the reduction gn ! gn-l is implied 

by Theorem 3.2; cf. [9, Corollary 5.3]. 

Corollary 3.3. The restriction of V(>.) to the subalgebra gn-l is iso­
morphic to the direct sum EB c(µ)V'(µ) of finite-dimensional irreducible 
representations V' (µ) of gn-l where the multiplicity c(µ) equals the num­
ber of (n -1)-tuples v satisfying the inequalities {3.10}. 

Proof. We have c(µ) = dim V(>.)!. By Theorem 3.2, 

n-1 

dim V(>.)! = II (ai - f3i + 1), 
i=l 

if there exists v satisfying (3.10). Otherwise, the space V(>.)! is trivial. 
This is proved by comparison of the dimensions of V(>.) and EB c(µ)V'(µ) 
with the use of [16, Chapter VII, Section 9]. Q.E.D. 
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Applying the above construction of the vectors (vµ to the subalge­
bras of the chain 

91 C 92 C · · · C 9n, 9k = o(2k) 

we obtain a basis of V ( ,\) parametrized by the D- type Gelfand-Tsetlin 
patterns (cf. [6]) which we denote by A: 

,\~-1,1 

An-l,l An-l,n-l 

,\' n-l,n-l 

Here the upper row coincides with ,\, all the entries are simultaneously 
integers or half-integers and the following inequalities hold 

-IAk1I ?': ,\k-1,1 ?': Ak2 ?': Ak-l,2 ?': ... ?': Ak,k-l ?': Ak-l,k-l ?': Akk, 

-l,\k-1,11 ?': ,\k-1,1 ?': ,\k-1,2 ?': ,\k-1,2 ?': ... ?': Ak-l,k-l ?': Ak-l,k-l 

for k = 2, ... , n. Set 

(3.16) 

and introduce the vectors 

with ,\k-l,o := max{,\k1, ,\k-1,1}. Finally, set 

n-l 

NA = IT IT (-lki - lkj + 1)! 
k=2 l'.5,i<j'.5,k 

The following proposition is implied by Corollary 3.3. 

Proposition 3.4. The vectors (A parametrized by the Gelfand-Tsetlin 
patterns A form a basis of the representation V(-\). • 
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§4. Matrix element formulas 

Introduce the following elements of U(gn): 

k-l 

<J?-k,k = L F-k,iFik, 

i=l 

k = 2, ... ,n. 

233 

We shall find the action of <J?-k,k in the basis {(A}· This will be used 
later on. Since <J?-k,k commutes with the subalgebra 9k-l it suffices 
to consider the case k = n. The image of <T?-n,n under the natural 
homomorphism 7r : Cn -+ Z(gn, 9n-1) coincides with the coefficient at 
u2n-4 of the polynomial Z-n,n(u); see the proof of Proposition 3.1. The 
following analog of (3.8) is obtained from (2.6), (2.8) and (3.2): 

Z-n,n(u) = 
(u - o:o)T-n,-n(-u)T-n,n(u) + (u + o:o)T-n,-n(u)T-n,n(-u) 

(-l)n2u 

Therefore, we have an equality of operators in V(>.)jt: 

( 4.1) (2) (1) (1) ( ) (1) 
<P-n,n = -t-n n + t_n nt_n -n + l + O:o t_n n· 

' ' ' ' 

The image of s~¾{ under the homomorphism (3.3) is Fnn· On the other 
hand, by (2.8) we have 

sC 1l = tCll - t(l) - o:o - 1/2 nn nn -n,-n , 

as operators in V(>.);, Therefore, (4.1) can be written as 

_ (2) (1) (1) (D /) (1) <P-n,n - -t-n,n + t-n,ntnn - rnn + 3 2 t-n,n· 

Finally, relations (3.12) imply that 

n-l 

(4.2) <P-n,n(vµ =Lei (Fnn - 'Yi+ 3/2) <v-8;,µ, 
i=l 

where 

n-l n-l 

ei = - IT (o:k - 'Yi+ 1) IT (,Bk - 'Yi) 

k=O k=l 

n-l 

IT h1 - 'Yi)-1. 

j=l,#i 
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Using (2.2) one easily computes the action of Fnn in V(>.)t so that 

Remark. One can introduce the elements 'Pk,-k by 

k-1 

'Pk,-k = L FkiFi,-k• 
i=l 

The action of 'Pn,-n on V(>.)t is found in the same way as that of 'P-n,n: 

n-1 n-1 l 
'Pn,-n(vµ = L II --- (v+.S;,µ, 

i=l j=l, #i "/j - 'Yi 

although this will not be used. D 
The operator Fn-1,-n preserves the subspace of gn-2-highest vectors 

in V(>.). Therefore it suffices to calculate its action on the basis vectors 
of the form 

(4.3) f.vµv' = Xµv' f.vµ, 

where Xµv' denotes the operator 

Zn-1,-n+i(a), 

v' and µ' are (n - 2)-tuples of integers or half-integers such that the 
inequalities (3.10) are satisfied with .X, v, µ respectively replaced byµ, v', 
µ'; we set "ff = vf - i + 1 /2 and vb = max:{µ1, µi}. The operator Fn-1,-n 
is permutable with the elements Zn-1,i, Zi,-n+l and Zn-1,-n+i(u) which 
follows from their explicit formulas. Hence, we can write 

(4.4) Fn-1,-n f.vµv' = Xµv' Fn-1,-n f.vµ-

By (2.5) (with a= -n) we need to express 

(4.5) Xµv' Zn-1,iZi,-n f.vµ, i = -n + 1, ... , n - l 

as a linear combination of the vectors f.vµv'. If i -:/- ±1 then the calcula­
tion is exactly the same as in [9, Section 6) where one uses the relations 

(4.6) 
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which follow from (2.4) and (3.9). Now consider (4.5) with i = -1. We 
have 

Xµv' Zn-1,-lZ-1,-n /;,vµ = -Xµv' Z1,-n+1Zn1 /;,vµ-

If A.1 ?: µ1 then Zn1 f.vµ = f.v,µ-6 1 while for A.1 < µ1 we derive from ( 4.6) 
that 

n-1 n-1 2 2 
c ~ IT m1 - 'Ya c 

Znl <,,vµ = L..., 2 _ 2 <,,v+6,,µ-61 · 
i=l a=l, a#i 'Yi · 'Ya 

Similarly, ifµ~ ?: µ1 then Xµv' z1,-n+1 = Xµ-6 1,v' while for µ~ < µ1 

one has 

n-2 n-2 2 12 
~ IT m1 -'Ya 

Xµv 1 Z1,-n+l = L..., 12 ,2Xµ-61,v'+6r· 
r=l a=l, a#r 'Yr - 'Ya 

Finally, take i = 1 in (4.5). If A.1 s; µ1 then z1,-n f.vµ = f.v,µ+ou and if 
.X1 > µ1 then 

n-1 n-1 

Zl,-n /;,vµ = L IT 
i=l a=l, a#i 

(m1 + 1)2 - 'Y~ 
2 2 f.v+6,,µ+61 · 

'Yi -'Ya 

Similarly, ifµ~ s; µ1 then Xµv' Zn-1,1 = Xµ+oi,v' and ifµ~ > µ1 then 

n-2 n-2 

Xµv' Zn-1,1 = L IT 
r=l a=l, a#r 

The action of the elements Fn-1,n on the vectors (4.3) can be ex­
pressed in two different ways. First we sketch a calculation similar to 
the one used above which leads to (rather complicated) explicit formu­
las for the matrix elements. Then we give slightly less explicit but more 
convenient formulas where Fn-1,n is represented by a commutator-like 
expression of simpler operators. 

We have the following analog of (4.4): 

(4.7) Fn-1,n /;,vµv' = Xµv' Fn-1,n f.vw 

Now use (2.5) with a = n. Here we need to calculate Zin f.vµ instead of 
Zi,-n f.vµ in the previous case. Suppose that i > 1. We have 
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see (3.1). However, 

To calculate Z-n,-n(mi + 1) (v,µ+8i we use the following equality of 
operators in V(.X)!: 

Z-n,-n(u) = 
(u - o:o)T-n,n(u)Tn,-n(-u) + (u + O:o + l)T-n,-n(u)Tnn(-u) 

(-l)n (2u + 1) 

see (2.6), (2.8) and (3.2); and then apply formulas (3.12} and (3.15). 
To calculate Z-i,n (vµ we first permute Z-i,n with the generators Znj 

and Zj,-n with j = 1, ... , i - 1 in (3.11). Further, we use the relation 

and complete the calculation in a similar manner. To find Z±l,n (vµ we 
need to consider a few different cases which depend on the relationship 
between the parameters >.1 , µ 1 and µ1 and then proceed exactly as above 
in the calculation of the action of Fn-1,-n· 

We now give an alternative way of computing the action of Fn-1,n· 
The basic idea is to replace the operator Zin in the above calculation of 
Zin (vµ by the following expression: for i = -n + 1, ... , n - 1 

(4.8) 
1 

Zin= [zi,-n, <l>-n,n] f- F, 
i + nn 

and then use the formulas for the action of Zi,-n and <I>-n,n; see (4.2). 
More precisely, we regard (4.8) as a relation in the transvector algebra 
Z(gn, 9n-d which can be proved as follows. First, we calculate the 
commutator [Fi,-n, <I>-n,n] in U(gn) then consider it modulo the ideal J 
and apply the extremal projection p (see Section 2). 

We have <I>-n,nFnn = (Fnn + 2) <I>-n,n and so, (2.5), (4.7) and (4.8) 
imply that 

(4.9) 

Fn-1,n (vµv' = Xµv' (<I>n-1,-n(2) <I>-n,n - <I>-n,n<I>n-1,-n(0)) (vµ, 

where 

n-1 n-1 l 1 

<I>n-1,-n(u) = L Zn-1,i Zi,-n IT f· - f . U f F . 
i=-n+l a=-n+l, a,,e±i i Ja + i + nn 
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The action of <I>n-1,-n(u) is found exactly as that of Fn-l,-n· Note that 
the operators Xµv' and 4>-n,n commute. 
Remark. The operator <I>n-1,-n(u) is a rational function in u which can 
have singularities at the values u = 0 and u = 2 in (4.9). However, the 
operator 

<I>n-1,-n(u + 2) 4>-n,n - 4>-n,n<I>n-1,-n(u) 

is regular at u = 0 and coincides with Fn-1,n· Note the similarity with 
the symplectic case [9], where the corresponding generator F~-I,n is 
expressed as a commutator: 2F~-I,n = [F~-l,-~, F~n,nl• • 

The elements Fk-I~k, Fk-Ik with k = 2, ... ,n and F21 , F_21 
generate On as a Lie algebra. Su'mmarizing the above calculations ~e 
obtain the following formulas for the matrix elements of the generators. 
Given a pattern A we use the notation (3.16) and set for 1 ::; i < k::; n: 

k-1 l 
Aki = IT z2 . - z2 , 

a=l, a#i k-1,i k-1,a 

kIT-1 (x + lL1,a)(x - lk-1,a + 1) 
Bki(x) = 

lk-1,a - lk-1,i a=l,a#i 

and 

Cki = (max{>.kl, >-k-1,d + lk-I,i - l)(min{>.k1, >-k-1,d - lk-I,i + 1) 
k k-1 k-1 l 

X IT (lka - lk-1,i + 1) IT (lk-1,a - lk-1,i + l) IT l' - l' . · 
a=2 a=2 a=l,a,ii k-1,a k-1,i 

We denote by A±t5ki and A±t:5L the arrays obtained from A by replacing 
>.ki and >.ki by >.ki ± l and >.ki ± l respectively. Consider the basis { (A} 
of the representation V(>.); see Proposition 3.4. We shall suppose that 
(A = 0 if the array A is not a pattern. 

Theorem 4.1. The action of the generators of the Lie algebra o(2n) 
in the basis { (A} is given by the following formulas. 

Fkk (A= ( 2 t. >.k-1,i-l - t. >.ki - ~ >.k-1,i) (A, 

k-1 
Fk-1,-k(A = LAki ((t(k,i)-(i(k,i)). 

i=l 
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Here 

k-l k-2 

(,t(k, i) =LL Bkj(lk-I,i)Bk-I,m(lk-I,i) (A+ok-i,;+ok-i,;+ok- 2 ,,,, 

j=l m=l 

for i = 2, ... , k - 1; and for i = 1 if Ak-l,l < Akl, Ak-2,l · Otherwise, 

if Ak-l,1?: Akt,Ak-2,1, 
k-1 

(,t(k, 1) = L Bkj(lk-1,t) (A+ok-1,j+ok-1,1 
j=l 

if Ak-2,1 :S: Ak-l,l < Akl, 

k-2 

(,t(k, 1) = L Bk-1,m(lk-1,t) (A+ok-1,1 +ok- 2 ,,,, 

m=l 

if Akl :S: Ak-l,l < Ak-2,l· 

Furthermore, 

for i = 2, ... , k -1; and for i = 1 if Ak-1,1 :S: Akt, Ak-2,1- Otherwise, 

k-1 

G(k, 1) = L Bki(lk-1,1 -1) (A+ok-i,;-ok_1_1 
j=l 

if Akl < Ak-1,l :S: Ak-2,l, 
k-2 

(-;;_(k, 1) = L Bk-1,m(lk-l,l -1) (A-ok-i,i+ok-2,,,, 
m=l 

if Ak-2,1 < Ak-1,l :S: Akl, 

G(k, 1) = 
k-1 k-2 

LL BkjUk-1,1 - l)Bk-1,m(lk-1,1 - l)(A+ok-1,j-ok-l,l+ok-2,m 
j=l m=l 

if Ak-1,1 > Akl, Ak-2,l· 

The action of Fk-l,k is found from the relation 
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where 

k-1 

<P-k,k (A= L cki (Fkk - z~-1,i + 2) (A_.,~_ 1 , 

i=l ' 

and 

<Pk-1,-k(u) (A= 

k-l ( 1 1 ) 
LAki u+l .+F -1 (t(k,i)- u-l .+F -1 (;;(k,i) · 
i=l k-l,i kk k-l,i kk 

Example. Let n = 2. We have z21 = F21 , z1,-2 = F 1,_2 and Z2,-2(u) = 
F21 F 1,_2. Therefore, the basis vectors are given by 

where .X.~0 = max{A.21 , Au}- The Lie algebra o(4) is isomorphic to the 
direct sum of two copies of .s[(2) and the action of their generators in 
the basis { (A} is easily found. The resulting formulas also hold for the 
action of the elements of the subalgebra 92 C 9n in the basis { (A} of the 
9n-module V(.X.). D 
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