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Note on the Markoff’s Theorem on Least Squares?V

By Junjiro OcAwA

The purpose of this note is to give a simple proof of the exten-
sion of the famous Markoff’s theorem on least squares by J. Neyman
and F. N. David, which is wvery useful especially in the theory of
sampling .

Theorem. Let » random variables z,, «,, ..., &,

() be independently distributed ¥, and

(b) their means be linearly restricted with s(<#) unknown para-
meters p,, 9, -.. , », with known coefficients, i. e.

E@)=0; Py + G;sPa+ .o + Dy =1, 2, ..., 7, (1)

where the coefficients ¢, i=1,2,...,%n; j=1,2,...,s are known con-
stants.

(¢) The rank of the coefficient matrix
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is equal to s. _ ,
(d) Further, let the variance o of ; be

i=1,2, ... ,n, (3)
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where P,, P,, ..., P, are known constants and + unknown.

If the above conditions are satisfied, then the follnwing two state-

ments («) and (8) hold.
() The best unbiased linear estimate * of the linear form

6=b1p1 +b2p2+ cen +b8p3 (4)
with known coefficients b,, b,, ..., b, is

F=b,p}+b,p3+ ... +b,p?, (5)



