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The theory of recurrent events developed by Feller [2] finds one 
of its most important applications in the theory of discrete time 
Markov chains. The object of this note is to summarise a continuous 
time analogue of Feller's theory which can be applied in a similar 
way to continuous time Markov chains. 

1. The following definition of a (discrete time) recurrent event is 
readily seen to be equivalent to that of Feller. A recurrent event on 
a probability space (0, <£, P) is a family 8 = {E(n), n = l, 2, • • • } of 
Cfc-measurable subsets of 0, with the property that, for all positive 
integers n\<n%< • • • < # & , 

P{E(m)E(n2) • • • E(nk)} 

= P{E(m)}p{E(n-z - » i ) - - - E(nk - m)}. 

I t follows that the probability of any event determined by the E(n) 
can be calculated from a knowledge of the numbers 

(2) un = P{ £(»)} , 

and thus much of the interest in the theory of recurrent events is 
centered on the "renewal sequence" {un} . Let us write (R for the class 
of all renewal sequences. 

Because the word "recurrent" has come to be used in a different 
sense in Markov chain theory, we shall avoid it, and use instead the 
term "regenerative" to describe the events to be considered here. 
Then the form of the definition (1) suggests the following continuous 
time analogue. 

A regenerative event S on a probability space (£2, Ct, P) is a family 
of Ct-measurable subsets E(t) (t>0) of 0, having the property that , 
whenever real numbers tj satisfy 

(3) 0 < h < h < • • • < thy 

then 

(4) P{E(h)E(h) • • • £(fe)} = P{E(t1)}P{E(t2 - h) • • • E(tk - h)}. 

The function p(t) defined by 

(5) Pit) - P{E(t)} 
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