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I 1« Introduction* Let Xt be an
one-dimensional simple Markoff process
with a continuous parameter t Such a
process is characterized by the transi-
tion probability P(t,y$ t',άx.), i.e.,
the conditional probability for X* fc dx
under the condition Xt

 s
 y (t'>t).

According to the properties of P(t,y$
tf At,dx) in an infinitesimal time in-
terval (t, t+At), this process is ge-
nerally divided into many cases These
cases have the transition probabilities
Just matching to an infinitely divisible
law or its component-laws in a differen-
tial stochatic processo In fact, the
case corresponding to Gaussian law is
ordinarily called to be continuous, and
to the law generated by the convolution
of at most infinitely many Poisson laws
we obtain a process which is called to
D θ
 Purely discontinuous. The former was

discussed by A Koϊmogoroff° , A
Khintchine ** , W. Feller and J L.
Doob+> and the later by W. Feller?
More generally# we get a process corres-
ponding to an infinitely divisible laws,
which contains the above two cases. We
shall call it a mixed Markoff process.,
Recently, K. Itϋ^introduced a stochastic
integral equation having this process as
a solution and showed that It also satis-
fies a. certain stochastic differential
equation*

The object of this paper is to derive
directly the canonical form of the mixed
Markoff process in an infinitesimal time
interval from some assumptions on the
transition probability

0

$2. Theorem. We lay down the fol-
lowing assumptions (1), (2)-and (3).
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(2) There exists a function (,
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(3) There exists a, function a(t,x)
of t, x (t
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stants. Under the above asg^ptjpns (1),
(2) and (3) we can conclude
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