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§1. Summary.

For the estimation of the correlogram of a real valued weakly stationary
process x(f), we usually use the estimate using the term x@zx(@-+h). We try to
replace the term x(d)x(t+h) by the term x(f) sgn(x(f+4)). In the previous paper
[2], we showed that, when the variance is known, we can get an unbiased estimate
by this replacement for a Gaussian process, and also showed its variance for a
simple markov Gaussian process. In this paper, we shall evaluate its variance for
a general Gaussian process, and show that this estimate is a consistent estimate
under a some condition. And especially, we compare, numerically, its variance with
that of usual estimate, for the second-order process.

§2. The estimate and its variance.

Let x(#) be a real valued weakly stationary process with continuous time para-
meter £, such that Ex(f)=0, Ex()*=0?, Ex()x(t+h)=0%0n. We assume the variance
d® to be known. And, given observations {x(¢#), =1, 2, --, N, ---, N+h}, we consider
to estimate the correlogram p., where N and % are positive integers. We shall try
to replace the term x(f)x(t+h) of the usual estimate
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by the term x(#) sgn(x(t+4)), where sgn(y) means 1, 0 and —1, correspondingly
as y>0, y=0 and y<O0.
For a Gaussian process, the estimate
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is an unbiased estimate [2]. We shall determine the variance of this estimate. Now,
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